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CHAPTER 1
INTRODUCTION
Problem Statement

- For mény_years, reservoirs were constructed for three purposes; -
water supply, flood control, and hydroelectric power generation. Bene-
fits such as recreation, downstream water quality, and navigation were
considered to be of only secondary importance. In recent years, however,
our society has enjoyed more leisure time and has become more aware of
the broad use of water resources. This has caused increased use of
reservoirs for recreationa]Ipurposes and other general benefits. Also,
the number of reservoirs which are interconnected electrically and hydro-
logically has grown and now, vast reservoir systems exist which must be
constantly monitored, and more importantly, understood to achieve effi-
cient management of such multi-benefit systems.

As a reservoir system becomes more complex, the approximate regula-
tion techniques which have served so well in the past have necessarily
been replaced by more accurate computer-aided systems analysis tech-
niques. _Through modeling and computer simulation, all factors relevant
to the total reservoir system can be included and their interactions
properly consideked in any proposed reservoir regulation strategy.

Also, contingency plans for abnormal conditions can be developed without

actually experiencing such conditions in the real system or deliberately

operating the real system abnormally to test proposed strategies.
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The fundamental problem in the management of a multi-purpose reser-
~voir - or a system of them - is the task of bringing together in a
single computer package adequate models of the several benefits and
integrating them with models of the reservoir and power generation pro-
~ cesses. - The gehera1;objective of this research is to synthesize such a
grouping of models and develop a flexible computer-aided procedure fbf
findingvoptimum regulation strategies for a single multi-purpose reser-
voir. Specific benefits to be considered are:

1.  power production,

2. brecreation in the pool area and downstream,
3.  downstream water quality based upon temperature, dissolved
oxygen and total dissolved solids,

4. downstream navigation benefits and

5. flood protection.
Details of the research approach will bé discussed after a brief summary

of selected references.
Literature Summary

Computer simulation and optimization of reservoir operations are
widely reported in the Titerature, but none were found which deal compre-
hensively with the total set of benefits listed above. Extensive
research has been carried out on the general problem of hydro-thermal
power optimization and a comprehensive bibliography appeared in 1963 [1].
Since then, many sfudies have dealt with the broader aspects of water
resource management, integrating power production and water supply
benefits. Examples are found in [2], [3] and [4]. Large integrated

river systems, such as the Arkansas-White-Red River system have



also been successfully treated with individual reservoir projects
mode]ed for power production, water supply and flood control [5].
Mathematical programming techniques have been applied to a wide
variety of optimization studies involving reseryoir regulation and water
resource managemenf (6], [7], [8]. Multi-purpose reserQoir projects
have been coﬁsidered'in certain studies [9], [10], [11], [12]. However,
the primary deficiencies found in these studies relate to over-simpiified
,feservoir and power generation models which do not allow specific
elevation-capacity or power-discharge-head relations to be incorporated.
Also there is a lack of authenticity in the non-power benefit models
such as recreation and water quality. Recent efforts have been directed
at estimating recreational benefits related to water resource management
[13], [14]. One veky recent study analyzes fluctuations in pool eleva-
tion and their effects on concession operators and recreationists [15].
In this research, considerable emphasis is placed on the develop-
ment of an approximate downstream water quality model which approximates
values of dissolved oxygen, temperature and total dissolved solids in
two‘separate reaches which are affected by intervening flows. Several
sources in the literature proved helpful in this phase of the research.
An excellent comprehensive tfeatment is found in McGauhey [16]. Another
useful reference is [17] which gives specific data on the Tenkiller
Reservoir, the project which was Se]ected for demonstration of the model.
Development of models for fish production and fishing recreation was
based, in part, on research reported in [18], [19] and [20]. Other

literature consulted during the research will be cited as needed.



Research Approach

An existing model for reservoir analysis and power generation was
adapted for use in the optimization package [21]. This model translates
daily pool elevation and inflow/evaporation data into a new eTevation,
given an iﬁcrement of energy to be generated. Accurate discharge rates
ére calculated by the model each day and Timits on the power pool are.
incorpdrated.

The existing reservoir model was modified to improve its computer
efficiency and flexibility. The primary development of the benefit
model then began. Separate sections to predict the benefits of power
generation; recreation, water quality, flood and navigation were con-
structed and tested. A flexible benefit performance index was developed,
allowing the user to emphasize one or more of the benefits in the opti-
mization. -Fiha]]y, the optimization a1gorithm, based on the dynamic
programming method;was added [22].

To demonstrate the optimization package on a practical regulation
problem, Tenkiller Reservoir was selected for study. A twelve-month
period of record was selected extending from September, 1970 to August,
1971 and a number Qf computer runs were executed. These runs demon-
strated the optimization of each of the basic benefits plus a study of
the trade-off between energy revenue and recreation.

Chapter II presents a general discussion of the entire computer
package, except for the benefit model which is discussed in Chapter III.
The.presentationS‘in thése two chapters are intended to give the user
general information about the structure and capabilities of the package

without giving details of the programming procedures used. The reader



interested in‘such details is referred to the Appendix where a program
Tisting and other related information is presented.

Chapter IV presents the demonstration optimization runs for
Tenkiller Reservoir and a discussion is included on preparing the neces-
sary data base for these runs. The results of thé kuns_are‘compared with
actual data on Tenkiller and the corresponding regulation strategies are
discussed. Chapter V summarizes the contributions of the research and

proposes future research efforts in multi-purpose reservoir optimization.



CHAPTER I1I
THE RESERVOIR REGULATION OPTIMIZATION PACKAGE -
Structure and General Features

This chapter presents a general discussion of the reservoir model,
the optimization technique and the interaction of these parts with the
benefit model which is discussed ih detail in Chapter III. The purpose
of this chapter is to give the reader‘an understanding of the general
features and capabilities of the total computer package without pre-
'senting programm1ng details of each subroutine. The user having need
for such details is referred to the Abpendix where the program listing,
variable lists and sample input and output are given.

Figure 1 illustrates the general structure of the optimization
package and the interaction of the various subroutines. All data is
read By the MAIN Program and placed in common storage for use by the
other subroutines. The specific data format requirements are discussed
in detail in the Appendix and will not be presented here. However, the
package has been designed to allow flexibility in data format and all
parameters which control the physical processes of the reservoir and
generating units as well as the benefit calculations are input control-
lable. As the several subroutines aré discussed later invthis chapter,
the input data relating to those subroutines will be outlined.

The optimizatioh package will accept daily or monthly hydrologic

data for the reservoir, but in the following discussion, it will be
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Figure 1. General Structure of the Optimization Package



assumed that monthly average values are used. Furthermore, the MAIN
program contains.read statements which were intended to allow data for
four separate reservoirs to be input. However only one reservoir can be
optimized at a time with the present package. In this project only one
'set of reservoir data (for Tenkiller) was implemented.

As shown in Figure 1, the MAIN program calls the subroutine OPTMZR
which controls the entire optimization process. The dynamic programming
algorithm is used to determine the optimum sequence of monthly energy
generation controls to maximize one'of several types of benefit perfor-
mance indices. The optimization period can be selected from two to
twelve months in length with the initial pool elevation specified for
the first month of the period. The following types of performance
indices can be selected through input control:

1. Maximize revenue, given megawatt-hour dollar rates for
generating a specified demand each month, overgenerating the
demand (dump energy) and undergenerating the demand (buy
energy).

2. Maximize the number of megawatt-hours generated during the

~total optimization period, irrespective of demand.

3. Maximize the total number of recreational visitors during
the optimization period.

4. Maximize a weighted sum of revenue and visitors during the
optimization period. |

5. Maximize a weighted sum of the following benefits, each
normalized each month to a selected value: -

a. Recreation |

b.  Water Quality



c. Navigation

d. Flood

e. Energy Generation

_The process followed by the OPTIMIZER is based upon the standard

dynamic progkamming method wherein the reservoir is exercised each
"month from fiVe different pool elevations, called elevation grid points.
These grid points are distributed from the bottom of the power pool to a
selected elevation at or above the top of the power pool. The reservoir
model is designed so that the pool elevation cannot climb above the top
grid elevation or fall below the lowest grid elevation.

The purpose of the subroutine UHILO called by OPTMZR is to estimate
acceptable energy generation»controls which will fully exercise the
reservoir model without violating the lower or upper grid elevations.
The power-discharge curves of the generating units and the inflow and
evaporation data are emp]dyed by UHILO to estimate maximum and minimum
monthly energy controls which will maintain the pool elevation within
the grid range. A third control value equal to the average of the
maximum and minimum contro]é is also used by the OPTMZR to exercise the
reservoir model. It should be noted that UHILO only estimates the high,
middle and low controls to be issued to the reservoir model at each grid
elevation. Protection ﬁgainst actually violating the’upper and lower
grid elevations. is built into the reservoir model as explained below.

The reservoir model, denoted in Figure 1 by the subroutine RESMOD,
receives from OPTMZR a starting grid elevation and a value of energy to
be generated during the month. RESMOD will exactly generate the energy
control issued by OPTMZR unless the bottom or the top of the power pool

are penetrated. In these cases, generation is stopped or spill releases
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are initiated, respectively. More flexible generation rules, including
dump energy procedures, are available to the user in the upper region of
the power pool. These rules will be discussed in more detail later.

As depicted in Figure 1, RESMOD generates the desired energy
~control issued by OPTMZR and predicts a new pool elevation and the
average discharge rate each day of the month. These hydro]ogic vari-
ables are supplied to the subroutine BENMOD which evaluates the benefits
relating to recreation, water quality, flood, navigation and energy gen-
eration. One or more of these benefits are summed into a single benefit
value at the end of each month and this performance value is returned
first to RESMOD (which calls BENMOD) and then to OPTMZR which stores the
performance value with the energy control which produced it.

Although a more detailed discussion of the optimization process
will be presented in the section describing the subroutine OPTMZR, a
brief summary fb]]ows:

1. The reservoir model is exercised three times from each of

the five grid elevations each month, starting with the last
month of interest.

2. From each set of three runs, OPTMZR calculates, from a
curve-fit procedure, the energy control which produces the
highest benefit performance. This optimum contr01 and the
resulting optimum benefit are stored for each of the five
grid elevations by OPTMZR for later use.

3.  The next-to-last month is then considered and the reservoif
model is again exercised at each gr{d e]evétion by three
different controls. However, the benefit for each candidate

control used is set equal to the benefit produced during the
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next-to-last month plus the optimum benefit for the last
Vmonth found in Step 2. When the final pool elevation at the
end of the next-to-last month coincides with a grid elevation
-used as a starting elevation during the last month, the.opti-
mum benefit obtained during the last month starting from that
grid elevation is used in the sum. Otherwiée, a linear inter-
polation of the two optimum benefit values at the grid
elevations adjacent to the final elevation is used.

At each starting grid elevation in the next-to-last month,
OPTMZR determines the optimal control and the corresponding
total optimal benefit produced over the last two month
period. These two values are stored for each grid elevation.
The process is repeated for the second-from-last month and

so on. For each month, OPTMZR determines and stores, for
each grid elevation, the optimal control for that month and
the total optimal benefit from thé first of that month to

the end of the optimization period.

When the first month of interest is reached in the backward
stepping process, the reservoir model is exercised by

three energy controls starting from the given initial pool
elevation, rather than starting from a grid elevation.

OPTMZR then calculates the optimum control for the first
month and the total optimal benefit for the entire optimi-
zation period. The optimization process is now complete and
the optima]_contro]s for each grid elevation at the beginning
of each month are stored and feady to be implemented in the

next and final step.
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7. ‘The reservoir model is directed by OPTMZR to carry out a
forward run, starting with the given initial eievation of
the first month and using the optimal control calculated for
the first month. At the end of the.first month, the final
pool elevation is compared with the grid elevations for which
the optimal controls for thé §gggﬂg.month are stored. A |
linear interpolation of the optimal controls for the grid
elevations above and beiow the final pool elevation establish
the optimal control for the second month. This month-by-
month forward run is continued to the end of the optimization
period with the optimal control determined by interpolation
of the previously stored optimal controls at the grid eleva-
tions.

The USer is able to select one of four separate output formats
presenting the results of a given optimization run. The following
choices are available which 1ist the significant reservoir, hydrologic
and benefit variables:

1.  Monthly summary of the forward optimum run only.

2. Monthly summary of the forward run plus monthly summaries

of every exercise run made from each grid point for every
month.

3. Choice 1 plus daily values of all variables printed.

4. Choice 2 plus daily values of all variables printed.

This concludes the discussion of the structure and general features
of the total optimization package. The following sections provide more
detailed information on the operational characteristics of each of the

subroutines which comprise the package.
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Reservoir Model (RESMOD)

This section presents a discussion of the subroutine RESMOD which
contaiﬁs models of the reservoir, its generating units and the down-
stream channel stage-flow characteristics. A1$o included within RESMOD
are the calendar section and the section which assembles the final value
of the monthly benefit performance index before returning program con-
trol toVOPTMZR. RESMOD calls the subroutine BENMOD each day which in
turn, calculates daily benefits for recreation, water quality navigation
and flood. RESMOD processes these benefits and adds them to the daily
power benefit to eventually produce the total monthly benefit perfor-
mance used by OPTMZR.

The level of detail presented in this section and the following
- sections on the OPTMZR, CRVFIT and UHILO subroutines is intended to
explain the operational features of these subroutines. The discussion
will introduce many of the variable names used.in the program and the
readef is encouraged to refer to the Appendix where the program 1isting
and a complete 1list of program variable names are included.

The primary function of subroutine RESMOD is to simulate the gener-
ation of a given monthly energy demand (U) starting with pool elevation
(EL1), if possible, without violating specified elevation bounds. The
pérformance measure is evaluated daily by calling subroutine BENMOD.

The va]ue'of the performance measure (PI) and the elevation at the end
of the month (EL) are returned to the calling program OPTMZR through

the call statement when the month run is complete. The calendar section |
determines which days during the month are weekends and ho1idays for use

in evaluating the performance measure. The reservoir model is capable
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of working with monthly average energy demands, inflow rates, interven-
ing flows, and evaporation, or with daily average inflows, intervening
f]ows and evaporation;

The various curve fits used in RESMOD are accomplished using a
~ binary search with linear interpolation of data points from the curve
which are read in tabular form. The function subprogram FIT performs
this search/interpolation on the table of data. The curve fit may be
“interrogated in either direction by simply inferchanging the independent
and dépendent‘variables in the calling statement for FIT. Accuracy of
the fit can be increased by increasing the number of data points.

Generating units are modeled from data taken from the poWer-
discharge curves. A fundamental assumption made in RESMOD is that the
generators operate at maximum efficiency at all times. This assumption
establishes unique values of horsepower (HP) and discharge (DIS) for
each value of pool elevation (EL) measured in feet MSL. The generation
model thus works with two curves; a horsepower versus pool elevation
curve and a discharge versus pool elevation curve. These curves have
tailwater corrections built in and can be used for one, two or more
units of equal size.

The procedure for constructing the two curves which relate the
maximum efficiency values of horsepower and discharge for a given pool
j elevation MSL are as follows: Assume first that one unit isvoperating.
1. The maximum efficiency operating curve C is constructed on the

'standard power-discharge curves with net head as a parameter.
2. A single point P is selected on curve C, thus yielding

corresponding values of horsepower, discharge and net head.
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3. The discharge value at point P is applied to the tailwater
curve to obtain the corresponding tailwater elevation in feet
MSL.

4.  The tailwater elevation is added to the net head value at
point P-to produce a pool elevation in feet MSL.

5. The‘9a1ue of pool elevation and the value of horsepower at
point P produce one point oh the desired curve of maximum
efficiency horsepower versus pool elevation.

6. The value ofAboo1 elevation and the value of discharge produce
one point on the'desired curve of maximum efficiency discharge
versus pool elevation.

7. Steps 2-6 are repeated for another selected point on the
curve C.

For two or more units operating, the discharge value for one unit used
in Stép 3 is doubled 6r tripled, etc. befdre the tailwater curve is used.
It has been found that the incremental increase in tailwater elevation
(ELINC) for additional units is approximately constant over a wide

range of net heéd values and thus the maximum efficiency curves for one
unit can be used directly to find the horéepower and discharge values
for extra units by merely subtracting the tailwater increment (ELINC)
from the actual pool elevation before entering the curves,.and then
multiplying the one-unit horsepower and discharge values by the appro-
priate number of units (JX) to be used. This approximation of the power-
discharge curves in the mode1 saves a great deal of computer time by
eliminating iteration between the pool elevation and tailwater elevation

- to determine the net head operating point.
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In order to calibrate the reservoir model to track actual time
histories of energy generation, inflows, evaporation and pool elevations,
a generator efficiency variable (EFF) is available to the user. This‘
variable is used to offset the maximum efficiency rule which is applied
fjn the construction of the power—dischafgé curves.

Referring to Figure 2, the fo]]owingvmajor steps are accomplished
vby the reservoir-model. Note that the diamond-shaped elements refer to
tests. If the test is positive (yes) and the branch path to the right or
left is taken. If the test is negative, the program flow continues
 downward. In fhe uppermost block, RESMOD determines the daily increment
of energy to be generated (DPDD) and the number of units (JX) to be used.
The variable ADTIM controls the maximum number of hours that one or more
units will be run before an extra unit will be added. The same amount
of énergy is genefated and the same number of ‘units are used each day of
the month unless the pool elevation violates the top of the power pool
(TPP) or the bottom of the power pool (BPP). These exceptions are
explained below.

The first test establishes EL-above or below TPP., If EL > TPP,
then the steps along the right side and bottom of Figure 2 are executed.
| The model will generate energy 24 hours a day with all available units
and spill releases are determined by comparing the pool elevation with
two discharge control points DISPT1 and DISPT2 set above TPP with
DISPT1 < DISPT2. If EL is between TPP and DISPT1, the total of the power
discharge rate (DIS) and the spill release rate (DISDMP) is set equal to
the fraction FRAC(JJ,1) times the inflow (DADJIN). If EL is between

DISPTT and DISPT2, the total power and spill release rate is set equal
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Operational Flow Diagram of the Reservoir Model



18

to FRAC(JJ,2) times DADJIN. Finally, if EL > DISPT2, the total release
rate is set equal to FRAC(JJ,3) times DADJIN.

FRAC(JJ,3) must be greater than unity to insure that the pool eleva-
tion never exceeds DISPT2. Furthermore, DISPT2 must always be less than
the highest grid elevation used by OPTMZR to insure proper functioning
of optimization. This process of determining the spill releases is
depicted in Figure 2 just above the (EL > DISPT2?) test. It should be
noted that the tailwater curve is implemented in the model for use when
spill releases occur. In this case a tailwater correction (TWC) is sub-
tracted from EL before entering the power-discharge curves.

Each day, the initial volume of water in the reservoir (VOL) is
calculated from the initial elevation (EL) by the subroutine FIT using
the elevation-volume curve data. Then, a second subroutine GEM calcu-
lates the change in volume from power discharge rate, hours of generation
(HRS), and spill releases. A new volume is evaluated and returned to
RESMOD under the same variable name VOL. The FIT subroutine then uses
the elevation-volume data again, but in reverse fashion, to calculate
the new elevation from the new volume. Daily evaporation is applied
directly to this elevation value to establish the initial elevation (EL)
for the next day.

When the pool elevation falls below the upper discharge control
point (EL < DISPT2), the benefit model is called and the one-day bene-
fits are evaluated and added to the current value of the performance
index (PI). Then a test is made to see if the elevation has fallen
below the top of the power pool. If not, a test is made to see if the

month run is complete. If not, the program proceeds to the next day
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| -and 24 hour generation continues as before. When the month run is
complete, the value of the benefit performance index (PI), the final
~ elevation (EL) and the total energy generated during the month (ACC)
are returned to OPTMZR.

When EL < TPP, the model calculates the amount of energy control
which remainé to be generated (U-ACC) and determines a new daily energy
demand using the number of days remaining in the month. The program
variable MWHMIN, which is input controllable, defines the minimum daily
increment of energy to be generated, regardless of the control issued
by OPTMZR. If the new value of the daily energy demand (DPDD) is Tess
than MWHMIN, DPDD is set equal to MWHMIN and the program continues to
the next day, unless the month run is complete.
| Continuing with the discussion of Figure 2, we examine the case
where EL < TPP and the program steps depicted along the left side of
the figure. If the daily increment of energy (DPDD) is zero, then no
water is released and the elevation is corrected by inflow and evapora-
tion to produce a new elevation for the next day. If DPDD # 0, then
the elevation-power and elevation-discharge curves are used to evaluate
in order, the value of horsepower (HP), electrical power (P0), the
number of hours to run (HRS), the number of units (JX) to use and the
power discharge rate (DIS). The sﬁbroutine GEM then calculates the new
volume from HRS, DIS, the inflow (DADJIN) and the current value of
volume. The new elevation is found by calling FIT with the elevation-
volume curve and Correcting the resulting elevation by evaporation.

If, affer executing a day step, the pool elevation drops below
the bottom of the power pool, (EL < BPP), the elevation and volume

values are reset to the initial values for that day, DPDD is set to
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zero and no energy fs generated that day. Whenever, the inflow (less
evaporation) raises the elevation to the point where DPDD can be gener-
ated_without Towering EL below BPP, then the model will generate that
amount each day until EL < BPP again.

_ Each day after a new elevation is calculated, BENMOD is called and
the daily benefits are evaluated. At the end of the month, RESMOD
determines the total monthly benefit performance index and returns the
value to OPTMZR.

Several program sections within RESMOD are unrelated to the
reservoir/generator models, but rather serve the needs of BENMOD which
is called by RESMOD. First of all, the downstream flow variables (F1)
and (F2) at the first and second control points, respectively, are
evaluated as follows: the flow F1 is the sum of the average power dis-
charge for the day (DAV) and the given intervening flow (IVFLO1). The
4f10w F2 is the sum of F1 and IVFLO2. Next the stage heights (S1) and
(S2) at the two control pointe are calculated using the FIT subroutine
and the stage-flow curves input as data to the program. It should be
noted that no provision for time lags have been incorporated in the
downstream model. Thus the daily benefits for flood, navigation, down—}
stream recreation and water quality are based on same-day values of
power discharge and possibly spill releases.

The CALENDAR section is a second important section within RESMOD.
Two parts comprise the section. The first part determines the day of
the week from knowledge of the input variable KAL(M,1) which, for each
month, takes a value of one through seven, corresponding to the day of
the week (i.e. MONDAY = 1, etc.). The day counting variable (MARK) is

initialized by KAL(M,1) and counts successively from one to seven as
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each daily pass. is made through RESMOD._ When MARK = 6 or 7, NWKHL is
set equal to one to flag the weekend days for BENMOD. The second part
checks the day variable (JY) against the entered holiday numbers
KAL(M,2) and KAL(M,3) to determine if the day is a holiday. KAL(M,2)
and KAL(M,3) are non-weekend holidays for month M if any exist during
the month. If thé day (JY) is a weekday, then NWKHL is set equal to
zero.

Just before BENMOD is called, the average daily elevation (ELEVAT)
and the daily elevation change (DELEV) are calculated and the current
minimum and maximum monthly elevations (ELMIN) and (ELMAX) are updated
for later use in the reservoir management factor (RMF) which is evé]u-
ated by RESMOD‘after the month run is complete.

| Details of the subroutine BENMOD will be presented in Chapter III.
However, for purposes of this discussion, if suffices to say that
BENMOD calculates values for the daily benefits of recreation, watef
quality, navigation and flood each time it is called. Each day, the
number of visitors involved in land-based, water-based and downstream
recréation are also returned to RESMOD for use in developing the total
monthly visitor value (SUM).

The power benefit (GENBN) is evaluated within RESMOD and added
(with desired weighting) to the other four benefits at the end of each
month. The monthly energy revenue value (REV) is also evaluated within
RESMOD. Details of the power benefit, the revenue calculation and the
formulation of the selected performance index are given in Chapter III.

RESMOD contains the write statements for the daily and monthly out-
put summaries. When LIST = 2 or 4, daily values of the following

variables will be printed:
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Month and day (MON) and (JY)

Initial elevation (ELEV)

Average discharge rate (DAV)

Daiiy energy.demand (DPDD)

Daily energy produced (ENERGY)

Number of units used (IX)

Number of unit-hours run (UNHRS)

Change in elevation for the day (DELEV)
Total reservoir visitors (IDAVST)
Downstream visitors (IDADVT)

Watér quality benefit (WAQ)

Navigation benefit (NAVBN)

Flood benefit (FLDBN)
Value of weighted normalized benefit (except for power)

accumulated since the first of the month (PI1)

When LIST =1, 2, 3, or 4, monthly summaries will be printed with

the following variables appearing:

1.

0N

(8]

Month just run (MON)

Initial and final elevations (EL]) and (EL)
Average monthly inflow (INFLOW)

Monthly energy demand (PD)

Monthly energy control from OPTMZR (U)

Total energy generated during month (ACC)
Average monthly discharge rate (DAV1)

Average daily unit-hoqrs of generation (UNHRST)

Total number of water-based visitors (IWATER)

Total number of land-based visitors (ILAND)
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11.  Total number of downstream visitofs (IDOWN)
12.  Recreation benefit (P11)

13.  Navigation benefit (P44)

14. Flood bénefit (P55)

15.  Water quality benefit (P33)

16.  Power benefit (GENBN)

17. Power revenue (REV)

18. Total weighted benefit including power, recreation, water

quality, navigation and flood benefits (PI)

19.  Reservoir management factor (RMF)

Additional output data is controlled by OPTMZR. This data sum-
marizes the rééu]ts of the backward stepping optimization process and
the forward run summary which'gives the optimal energy controls for
each month and the corresponding optimal trajectory of the pool eleva-

tion. A discussion of the OPTMZR follows.
Optimization Subroutine (OPTMZR)

OPTMZR uses an optimization algorithm based on the multi-shape
method of dynamic programming [22]. In this particular case, the basic
optimization stage corresponds to a month and thus, monthly energy
controls are found which maximize the g1ven performance index. A
summary of the dynamic programming process was given in the 1ntroductory
section of this chapter and the reader is encouraged to review that
discussion before proceeding.

The general procedure is depicted in Figure 3 where the vertical
lines separate the total optimization period into stages (months in the

present case). Five grid-points are shown representing five discrete
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pool elevation levels, from which the.resérvoir/benefit model is
exercised. The lines starting at the grid points represent optimum pool
~ elevation trajectories found by OPTMZR after exercising the model three
times from each grid point. These pool elevation trajectories are not
stored, but the optimal energy control (USTAR) and the corrésponding

optimal benefit performance (PSTAR) are stored for each grid point.

Optimum Grid Point \Q:;:Iziifjfiiijf
_ Grid Points/"r ]
4 ) 3 4 }\_\

XI
\r-~°-'~u~\/

P — -

3 i . /\/ -://0-——/
Optimum
Forward Run /

Stage 1 . . . . .. Stage K-1 Stage K

k‘"-————————Tota1 Optimization Period ~4

Figure 3. The Dynamic Programming Procedure

The last stage (stage K) is optimized first and USTAR and PSTAR
values are stored for each of the five grid points. Then stage K-1
is processed. However the performance for each run during the K-1 stage

is added to the optimum performance (PSTAR) previously found for stage K
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by interpolating the PSTAR values with the e]evétion reached at the end
',ofithe K-1 stage. Thus, when the PSTAR values are stored for each grid.
point of the K-1 stage, these values represent the total optimal perfor-
mance from that grid point, over two stages, to the end of the optimiza-
tion period. Corresponding values of the optimal energy controls are
also stored for stage K-1.

The backstepping process is continued until the first stage is
reached. Here, only the given initial pool elevation (XI) is used when
the model is exercised and the optimum energy cpntro] is found and
stored. At this time, the program has stored the optimal control for
the first stage and optimal contro]s‘for each grid point for each of the
remaining stages. The PSTAR value found for the first stage represents
the forecast (by interpolation) of the total performance to be expected
over the entire optimization period. |

A "forward’optimum run" is then commenced by OPTMZR, starting the
pool elevation at Xi, and using the optimal energy control for stage 1.
When the pqol elevation at the end of the first étage is known, the
program evaluates the optimal energy control for the second stage by
interpolating the values of the USTAR values for the grid points at the
beginning Qf fhe second stage. This process is repeated for each suc-
ceeding stage to fiﬁd the optimal energy controls.

Referring to the flow diagram of Figure 4, the operation of OPTMZR
will be outlined. First, it should be noted in the figure that AREA 100
(top half) and AREA 200 constitute two large separate sections in the
actual program jtself. AREA 100 is in control of the backward stepping

optimization procedure from the last stage to the stage just previous to
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{ SUBROUTINE OPTMZR |

[SET STAGE ;K|  LoAvRolrlr N DX IeA

FIRST
STAGE?

| CALL UHILO |

[AREA T000: ACCUMULATE

OUTPUT USTAR-
| ——»] INDIVIDUAL PERFORMANCE
PSTAR_MAPS [CALL_RESMOD k2= Fpom pREVIOUSLY RUN
. STAGES
AREA 1000: UPDATE CALL CRVFIT
STAGE PERFORMANCE OBTAIN USTAR, PSTAR
A

| WITH USTAR,
OBTAIN PSTAR'

MODIFY STAGE
VARIABLE RESET
‘GRID POINT

PSTAR 2 PH,PM,PL?

OMPLETED

RID POINTS?. STAR' = PH,PM,PL?

SET NEXT SET PSTAR=MAX(PH,PM,PL) SET PSTAR=PSTAR'
GRID POINT USTAR SET_A&FORDINGLY KEEP_USTAR

T T 7T BRREA 200 ~ T~ REPEAT OPTIMIZATION FOR FIRST
FIRST STAGE OPTIMIZATION STAGE WITH STARTING ELEVATION XI.
AND_FORWARD RUN_OF MODEL PSTAR ACCUMULATED USING AREA 2000 [
| AND BECOMES FORECAST PERFORMANCE.

FORWARD RUN COMMENCES.
e N BURTION OPTIMAL CONTROLS AT EACH STAGE

INTERPOLATED FROM STORED USTARS.

[ CALL _J
RESMOD

GUTPUT FORWARD RUN DATA RETURN TO MAIN
AND ACCESSORY INFORMATION >] CALLING ROUTINE

Figure 4. Operational Flow Diagram of OPTMZR
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the first Stage. AREA 200 controls the obtimization of the first stage
where the initial elevation is used to sfart RESMOD rather than a grid
elevation point.

Before working through a stage, an init1a1 test is made to determine
if the first stage, K = 1, is to be run.-'If so,_the‘program proceeds to
AREA 200. If nof, the program remains in AREA'100. First, UHILO is
ca]ied and.giveh the present grid elevation, X(M), and the current stage
value, MONTH. = UHILO ca]cuTates three controls, UH, UM and UL (high,
middle, Tow) to exercise the model from the given grid point. RESMOD is
then cai]ed to run each of the three controls. In each case, RESMOD
returns to OPTMZR the benefit performance for each control, the final
elevation (XNXT) and a corrected control, if RESMOD was forced by power
pool constraints to over; or undergenerate the contré] jssued by OPTMZR.

Immediately after each return, the stage performancé'is relayed to -
AREA 1000 and accumulated with a PSTAR value interpolated by means of
XNXT. This provides a total performance (P=P + Interpolated PSTAR)
from the stage being run to the end of the optimization period. For
each control UH, UM and UL run, a corresponding total performance PH,

PM and PL is evaluated in this fashion. The subroutine CRVFIT is then
called to fit a quadratic polynomial to the performance points and -
determine the best control (USTAR) and associated best performance
(PSTAR) from that fit.

Next, a sequence of testing occurs to insure that the USTAR-PSTAR
values feturned from CRVFIT are truly the best values within the control
range used. If PSTAR is at least as great as PH, PM and PL then RESMOD
is called using the associated USTAR value. This produces a "true"

PSTAR, called PSTAR' in Figure 4. PSTAR' is tested against PH, PM and
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PL and if PSTAR' is greater than or equal to each of them, then PSTAR'
is Stored astSTAR and the current value of USTAR is kept and stored for
the grid point run. If PSTAR' is less than any of PH, PM or PL, then
the largest of these three is stored as PSTAR and the corresponding
Acontro] (UH, UM or UL) is stored as USTAR fbr the grid point being run.

The Qrid point is then incremented énd.a test follows to determine
if all five grid points have been uﬁed. If not, the optimization pro-
ceeds With the‘next grid point. If so, then the grid point is reset to
the bottom of the grid range and the staging variable, N, is incremented.
AREA 1000 is entered to store the completed PSTAR map (PSTAR value for
each grid point) into the "past" PSTAR map so it can be used for inter-
polation while the next map is being constructed. At the end of each
stage, the USTAR and PSTAR maps for that stage are printed for reference.
Then the new stage is set by decrementing K as K = KMAX-N.

When the first stage (first month of interest) is reached, the pro-
gram brénches from the teﬁt block to AREA 200 where the optimization of
the first stage at the initial elevation, XI, takes place. The optimi-
zation procedure is the same as for a single grid point except that
performance accumulations take place in AREA 2000. The final PSTAR for
XI will then reflect the total forecast optimal performance from that
initial elevation to the end of the optimization period, if the optimal
controls are applied at each stage. |

It should be noted that the interpolation of the PSTAR and USTAR
maps produces an inherent -error in the eva]dation of the optimal energy
controls. This error will be reduced as more grid points are used in
the procedure. One approach for improving the accuracy of the optimi-

zation after one optimization run is complete is to reduce the grid
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point range so that it closely bounds the pool elevation trajectories
found by the ffrst run.

As a final step, OPTMZR causes a complete forward run to be execut-
ed starting with stage one and elevation XI. Each new elevation XNXT(K)
is used to interpolate the grid‘points of each USTAR map as each stage
"is processed. At the end of the forward run, the reéults of the run are
printed together with certain input data for reference. Monthly (or
daily) summaries'of each month in the forward run are printed as describ-
edvin the previous section on RESMOD. The following additional items
are printed under control of OPTMZR:

1. Forecast performance (PSTAR)

2. Forward run performance (PRUN)

Total visitors (ISUM)

Total power revenue (REV1)

Initial pool elevation (XI)

Monthly inflow rates (FLN)

Monthly energy demands (DMD)

Monthly optimal energy controls (USTAR)

O 00 ~N O o1 &~ W

Monthly final pool elevations (XNXT)
Subroutine UHILO

UHILO eétimates thrée monthly energy control values (UH, UM and UL) -
to exercise RESMOD at each grid point. These controls are calculated
from enekgy demands, inflows, and evaporation for the month being run.
Referring to Figure 5, a maximum control (UMAX) in MWH is determined
for the grid elevation in question. This UMAX is the maximum energy

which can be produced at that elevation operating all units twentnyour
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[SUBROUTINE UHILO]

[DETERMINE MAXIMUM CONTROL (UMAX)
AND MINIMUM CONTROL (UMINIM)

DETERMINE VOLUME
DETERMINE VOLUMES AT TOP AND BOTTOM| |BETWEEN GRID
OF GRID RANGE AND ALSO AT THE GIVEN F—»ELEVATION AND
GRID ELEVATION (VM5)(VM1) AND (V) BOTTOM OF GRID

, RANGE (AVB)

| | CALL FIT, ?ETERM%NE

| DISCHARGE (DSCHG
AVB > 0.0 FOR MAX NO. OF
NITS

lUH = 0,0f€

4
DETERMINE TIME FOR
AVB TO BE EXHAUSTED
(SECNDS)

| CALL FIT, DETERMINE
{DETERMINE UH < HORSEPOWER, HP, FOR|
. MAX, NO, OF UNITS

!

UH > UMAX?
OPTIMIZE '
ERGY REVENUE?

UH > 1.5 MONTHLY
DEMAND?

[0H = 1.5 DEMAND

DETERMINE VOLUME BETWEEN GIVEN GRID
ELEVATION AND TOP OF GRID RANGE (AVT)

DETERMINE UL IN

CAVT > 0.0 >|SIMILAR MANNER
AS UH
0L = UMININJ« - o
" [RETURN T0 _OPTMZR J& {UM=(UR+UL)/2.0]

Figure 5. Operational Flow Diagram of Subroutine UHILO
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hours a day for the entire month. Also, a minimum value of energy
(UMINUM) is evaluated from the number of days in the month (MX) times
the input controllable variable (MWHMIN) which specifies the minimum
amouﬁt of ehergylto}be generated each day by RESMOD (except at the bot-
tom of the power pool).

| Next, the reservoir vb]umes are calculated at the top of the grid
range (VM5), the bottom of the grid range (VM1) and the given grid point
elevation (V). These are in thousands of cubic feet. Taking into
‘account the monthly inflow and evapofation, the available volume (AVB)
for power discharge is calculated from the grid volume (V) and the bot-
tom grid volume (VM1). If AVB > 0, then energy can be generated and UH
is estimated from the power-discharge curves and the time (SECNDS)
required to discharge AVB, based on all units running. If AVB < 0, then
UH is set equal to zero.

The value of UH is then tested to be sure that it is no greater
than UMAX found previously. As a matter of policy, UHILO will not
issue a control greater than 150% of the monthly demand value read in
as inbut’data. The purpose of this provision is to constrain the opti-
mization to follow approximately the enérgy production history of a
given beriod of record. An exception to this rule occurs when energy
revenue (or just energy) fs being maximized. In this case, UHILO
ignores the values of energy demand read in and constrains UH only by
UMAX. |

The Tow value of éontro], UL is found in a similar fashion to UH
but, in this case, a check must be made to insure that UL will cause
enough power discharge to keép the pool elevation from rising above the

top of the grid range. The volume AVT is found which must be discharged



32

through generation (and possibly spf]]) to insure this condition. If
AVT < 0, no volume must be released and UL is set.equa1 to UMINIM calcu-
lated earlier. If AVT < 0, then the power-discharge curves are used to
determine the .energy increment which will cause AVT to be released. A
final test is made to éee if UL > UH, which may occur during months of
high inflow when 24 hour generation of all units will not release the
inflow. In this case UH is reset to be equal to UL. The last step
shown in Figure 5 indicates the calculation of UM as the average of UH

and UL.
Subroutine CRVFIT

Turning to the CRVFIT flow diagram of Figure 6, we note the use of
the fo]]owihg notation: X1, X2 and X3 corréspond to UL, UM and UH and
Y1, Y2 and Y3 correspond to PL, PM and PH. It is clear that a number of
tests are made in CRVFIT to guard against violating the mathematical
‘requirements of a second-order curve fit routine. These are as follows:

| 1.  When the curve is flat Y1, Y2 and Y3 (PH, PM, PL) are all
equal and the point X2-Y2 is chosen for USTAR-PSTAR.

2. When the control range is narrowed to a single control or

when two controls are equal, we may have

a. X1 = X2 and Y1=Y2>Y3:X2 chosen as USTAR
If Y1=Y2>Y3:X3 chosen as USTAR

b. X1 = X3:X1 chosen as USTAR

c. X2 = X3 and Y2=Y3>Y1:X2 chosen as USTAR

If Y2=Y3<Y1:X1 chosen as USTAR
Providing no problems of the above kind appear, then coefficients are

calculated for second order Lagrange fit and a "maximum" is X-Y pair is
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[ SUBROUTINE CRVFIT]

CHOOSE X2,Y2
(UM,PM) X

CHECK FOR
IDENTICAL
CONTROLS?

CHOOSE Y2 = Y1 OR Y3 -]
IF _NOT. CHOOSE HIGHEST

DETERMINE LAGRANGE
SECOND ORDER COEFFICIENTS
A, B, C

CHOOSE HIGHER
ENDPOINT

DETERMINE MAXIMUM
BY 1ST DERIVATIVE

SET CONTROL TO
NEAREST ENDPOINT

CONTROL OUTSIDE
X~-RANGE?

CHECK TO PROVE THE POINT IS
THE MAXIMUM WITHIN RANGE -

IF NOT, PICK MAX(PL,PM OR PH)
AND_CORRESPONDING UL, UM OR UH.

{ RETURN TO OPTMZR]

Figure 6. Operational Flow Diagram of Subroutine CRVFIT
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found by means of the first derivative. The routine then tests to be
sure that X is within the X1-X3 range of controls and that the value of
-Y‘found is indeed greater than Y1, Y2 and Y3. Program control is re-
turned to OPTMZR upon completion. |

This completes the discussion of the subroutines RESMOD, OPTMZR,
UHILO and CRVFIT. Chapter III presents a similar discussidn of the

subroutine_BENMOD.



CHAPTER III
.THE BENEFIT MODEL
Introduction

Various recreational, water quality, flood and navigational bene-
fits are modeled in the subroutine BENMOD. BENMOD provides fhe total
model with information on the benefits listed above in the form‘of a
performance index and in the case of visitatioh the actual number of
viéitors can be requested. More specifically, BENMOD is composed of a
recreational model which predicts land and water-based visitors as well
as below the dam visitors, a water quality model which predicts the
relative goodness of water at a point down stream from the dam, a navi-
gation model which assesses how well a navigation responsibility is
being met, a flood model which uses downstream stage curves to evaluate
the penalty associated with flood cbnditions, and a reservoir management
factor which evaluates the stability of a reservoir in the eyes of a
visitor to the reservoir. Also, a fish spawning model is proposed and
described although it is not incorporated into BENMOD. Each submodel of

BENMOD is now described with the logic leading to its formulation.
Recreation Model

The purpose of the recreation model is to translate the hydrologic

variables of pool elevation and discharge into expected number of

35
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visitors on a daily basis. At the end of each day of reservoir opera-
tion, the reservoir model calculates a new pool elevation (in feet, MSL)
and a total discharge (in thousands—ft3) from the day's inflow, expected
evaporation, power and spillway releases. These hydrologic variables
plus the average daily intervening flows downstream become inputs to the
recreation model.

Recreational activities are generally divided between those that
occur on and around the reservoir and those occuring downstream from the
dam. Furthermore, recreation around and on the reservoir is separated
into two basic types: Land-based recreation includes picnicing, camping,
sight-seeing and hunting activities and water-based recreation includes
boating, swimming, fishing and skiing. It is recognized that most visi-
tors to the reservoir are involved in several activities which fall
within both the land and water categories. However, from a modeling
standpoint, the éffects of pool elevation upon the recreational benefits
can be adequately represented by considering only two major types of
visitors--those that use the water directly and those that merely
observe it.

Seasonal effects are taken into account by weighting the pool eleva-
tion and discharge so that they have a different impact upon recreational
visitation during each month of the year. The fundamental concept used
here is that for normal ranges of pool elevation and discharge values,
the visitation and the quality of the recreation during the warmer
months is more sensitive to variations in these variables than is visi-
tation during the winter months. Furthermore, it is recognized that
there are both short-term and long-term effects on the number of visitors

to be expected from pool elevation and discharge fluctuations.
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It is also important to consider the fact that a ]arge majority of
recreational visitation occurs on weekends and holidays as compared to
weekdays. Furthermore, the weekdéy visitation fraction of the weekend/
holiday visitation is much Tower during the winter months than in the
summer months. To continuously take into account}such seasonal varia-
tions, the Bénefit Model receives from RESMOD a calendar which automa-
tically adjusts the predicted daily number of visitors according to the
expected weekend/holiday to weekday ratios.

Finally, it is important to consider briefly the expected use of
the recreation model. The model will be used to discover improved regu- -
lation strategies for a single reservoir - and ultimately a system of
reservoirs. Although it is obvious that recreational visitation at a
particular reservoir depends upon many factors - some of which are more
dominant than pool elevation and discharge - the proposed model must
view these nonhydrologic variables as uncontrollable and therefore, not
predictable except in a statistical sense.

The view taken in this modeTing approach is that, given an average
(over the recent past) set of meterological, economic and social condi-
tions, the number of visitors attending a reservoir will vary when pool
elevation and discharge variables vary. The computer simulation will
- use past hydrologic variables which are known but the results will be
- interpreted in terms of future regulation strategies. The level of
effort undertaken in this project does not allow prediction of those
future meterological, economic and social factors which surely affect
visitation. Therefore, these factors must be given "average" or

"expected" values in the proposed model.
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Consider ffrst the short-term effects of pool elevation and dis-
charge on reservoir visitation above the dam. The phrase "short-term
effects" implies those effects which are a direct and immediate result
when translating pool elevation, pool elevation change and discharge
into expected visitation numbers. As might be expected, it is always
difficult to.precisely separate short-term effects from long-term effects
and, depending upon the nature of the simulation, a précise*definition
may not be necessary 1n terms of the overall simulation results.

For example, in a simulation it is necessary to reduce the expected
number of visitors for water-based recreation when the pool elevation
drops to a point where submérged obstacles become a danger to boating
and when swimming beaches are separated from the water edge by a mudflat
area. The actual reduction'in visitor numbers arises in two ways.

Fifst of all, the visitor may not engage fully in boating and swimming
activities due to the poor conditions and so, it is clear that the
quality of his recreational experience is diminished. Furthermore, at
some future date, this visitor may elect not to return to the reservoir
because of his earlier bad experiences on the day when the pool eleva-
tion was low.

The question which arises is the foilowing: Should the model
predict a reduced number of visitors on the day at which time the pool
e1e9ation‘was’10w as well as on some future date when a prospective vis-
.itor might have the opportunity to return to the reservoir but declines?
In this model the basic approach taken is to penalize immediately, and
disregard the lagging or time-shifted penalties. Since the simulations
are expected to run for periods of several months up to a year in length,

it makes little difference whether the penalty is applied either
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’concurrent]&,with the pool elevation level or several weeks later, as
the total visitatioﬁ for the year will ndt be affected.'_

| To quantify the lagging penalty eoffects, a 1ongéterm model was
developed which attempts to quantify the reputation of the reservoir
management 1h the eyes of the visitor relative to pool elevation. This
.rating, while not directly affecting the predicted visitation, will
assist the planner in ranking alternative regulation strategies.

Figure 7 illustrates the structure of the short-term model for the
above dam recreation. At the end of each day the reservoir model will
issue a new pool elevation which will be supplied to a simple subroutine
to generate the average pool elevation (ELEVAT) and the total change
over the previous day (DELEV). The value for the average daily pool
.elevation is then supplied to subroutines cohtaining the. monthly land
visitor curve and the monthly water visitor cufve. A détai]ed descrip-
tion of these curves will be presented later. The output variable from
these‘two subroutines is a value of raw monthly number of visitors for
land-based (RAVTLA) and water-based (RAVTWA) recreation. The visitor
values given in Figure 7 are based on the monthly number of visitors
and, following a summation of these two variables they are divided by
the equivalent number of days in the month. The equivalent number of
days BN(M,11) 1in the month is calculated from knowledge of the ratio of
weekday visitors to holiday or weekend visitors and the number of holi-
days, weekend days and weekdays in the month. M in BN(M,]]) is the
number of the month of interest not the monthly ca]éndar number. The

formula is as follows:
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Number of Weekend- Number

Equivalent Number of Days _ Holidays Hold
= oliday + of
In The Month and Factor Weekdays

Weekend Days

This factor BN(M,11) is calculated outside the computer program for each
month as the number of holiday and weekend days per month and the holi-
day or weekend factor changes monthly. The result is the number of
adjusted weekday visitors (ADJVST) to the reservoir. This vé]ue is pro-
cessed by a weekend/holiday multiplier BN(M,12) which is a seasonally
adjusted factor supplied by the calendar in RESMOD to adjust the raw
number of weekday visitors upward during Saturdays, Sundays and holidays.

A penalty factor is app]ied on the basis of the total daily eleva-
tion change (DELEV). This penalty factor will further reduce the total
number of daily visitors when elevation changes occur during the twenty-
four hour period. The final output of the short-term model (DAVIST) is
a value for the adjusted total daily above-dam number of visitors. A
new value is calculated éach day by the model, and supplied to a cummu-
lative register which sums the total visitation siﬁce the first day of
the month.

We now proceed to give a more detailed discussion of the form of the
monthly land and water visitorvcurves and the daily elevation change
penalty curves. | |

Figure 8 illustrates the form of the visitor curve developed. The
horizontal scale is the pool elevation in feet MSL and the vertical
scale is the number of thousands of visitors expected monthly. There
are two of these curves, one for water-based rebreation and one for land-

based recreation, for each month of the period under study.
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Figure 8. Typical Monthly Visitor Curve

The curve is composed of three straight 1ine segments defined by
the four points A, B, C, and D as shown in Figure 8. Implementing the
curve in the program involves simply storing the four coordinate points
and providing a linear interpolation algorithm to determine intermediate
values. The computer variables associated with the points A, B, C, and

D for each of the land-based and water-based curves are listed below.
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Point - Land-based Curve Water-based Curve
Abscissa Ordinate Abscissa Ordinate
A - LOWEL BN(M,1) LOWEL BN(M,4)
B BN(M,7)  BN(M,2) BN(M,9) BN(M,5)
C BN(M,8) Same as B - BN(M,10) Same as B
D HIGEL BN(M,3) HIGEL BN(M,6)

Certainly, more,tomp1ex curves composed of additional straight line
segments or polynomial functions can be utilized, assuming that data
exists to support such complex curves. However, the four point form was
selected as a reasonable compromise between increasing the computing
time and possible increase in accuracy.

The seasonal variation in visitation is reflected in the shape of
the visitor curve for both land and water based recreation. The basic
change in shape from month to month is ref]ected in the value of the
peak expected visitation given by line segment BC as well as the rela-
tive slopes of the lines segment AB and CD. In general, during the
winter months when the number of visitors is reduced, the effects of
pool elevation are reddced and the curves are wider and flatter than
those for the summer months. For any month, the basic difference be-
tween the land-based and water-based curves is that the elevation range
for peak visitation is greater for land-based curve than for the water-
based curve. Likewise there is a difference in the penalty associated
with the minimum and maximum elevation points. For the land-based curve:
the penalty associatgd with the minimum elevation poiht is less than for
the water-based curve but the penalty associated with the maximum eleva-
tion.point is greater.

To Tocate the four points, which define each of the monthly Tand
and water-based recreational visitation curves, a general set of rules

were developed. These rules reflect the nature of the visitation data
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for-the six year period, the seasonal variation of the number of visi-
fors, the topo]ogica] nature of the reservoir and the observations of‘
the resident engineer as to the quality of the recreational experience
.of the visitor. The rules for locating the points A, B, C and D are
summarized in Table I and the rationale for their formatiqn will now be
discussed.

The data, separately for land-based and water-based recreation,
for the past several years (six years in this case) was analyzed by
correcting for yearly growth and temperature and plotting the corrected
monthly number of visitors against the average monthly pool elevation.

The value of the expected peak number of visitors for each month
was selected from these plots. This expected peak number selected is
not always the maximum number of visitors recorded: If not, depending
upon the scattering of the data points and the range of pool elevations
represented by the data during a particular month, a value near the
méximum is selected. Separately, for land-based and water-based recrea-
tion, each of these selected peak monthly values was plotted.versus the
month and adjusted to 1ie on a smooth yearly periodic curve usually with
July having the maximum and January the minimum. These adjusted peak
values then determine the ordinate value of the Tine segment BC for each
curve.

For the water-base visitor curve, the elevation range of the Tine
segment BC was determined from a consideration of the topology of the
reservoir area, the design use—]éve] of the boat ramps and swimming
'beaches, the under-water hazards existing at various elevations and
convenience of fishing facilities. For the land-based curve the items

considered were the elevation of access roads, camping, picnicing and
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toilet facilities and the topology of the reservoir area. These values
reflect the feeling that.water-based activities are more sensitive than
land-based to pool elevation and also that the activities during the
summer months are more sensitive to e]évationvthan those activities dur-
ing the winter months. | |

These opinions arise from the'observation that the water-based
activities during fhe summer consist not only of sking, but swimming,
pleasure boating and water skiing while in the winter it is confined
mainly to fishing. The assumption is that the fishermen are more hardy
and dedicated to that activity.

The procedure for arriving at the expected number of visitors at
the expected lowest elevation (LOWEL), usually the bottom of the power
pool, and at the expected highest elevation (HIGEL), the top of the
flood control pool is complicated by the fact that little, if any, visi-
tation data exists at these elevations extremes. Therefore, use must
be made of the data that exists for Timited ranges of elevation.

For the location of point A, the elevation is selected as the
lowest expected pool elevation (LOWEL) with the bottom of the power pool
being a reasonab]e value. To determine the expected visitation, the
plots used to determine the location of segment BCVare again used. On
the assumption that no visitor data exists at the minimum expected ele-
vation, then the rule is based on the condition that the expected number

.of visitors should be no greater than the Towest observed number in the
data for that month. - Indeed, it should generally be less. Therefore,
a percentage rule was selected to translate the observed minimum number

of visitors for any month into the value for point A. These selected



46

monthly minimum values were then plotted versus the months and adjusted
to fall on a smooth yearly periodic curve.

This percentage value selected was based upon the effect on the
quality of the recreational experience of such things as mud-flats,
exposed swimming beaches, unusable boat ramps, reduced shoreline, in-
creased underwater hazards and other conditions caused by Tower poo1
elevations. Since the availability of land-based recreational facilities
are not materially affected by the reduced water Tevel, less penalty is
Tevied against land-based as compared to water-base activity. Also,
since the winter activities are confined mainly to fishing the penalty
assigned to the winter percentage is less. These percehtages for the
summer and winter, Tand and water-based activities are shown in the
first column of Table I.

The Tocation of point D involves the highest elevation expected
(HIGEL) and the expected visitation for this elevation. The highest
expected elevation is usually the top of the flood control pool. Again,
since there is 1ittle visitation data available for that elevation of
operation a percentage rule was developed for selecting the expected
visitation. Here the percentage figure is applied to the previously
selected peak expected monthly number of visitors. In this case it was
reasoned that now the land-based activities would be more sensitive to
the high poo]-e1evation; This exists because at the highest expected
pool elevation access roads, picnicing, camping and toilet facilities
would be at least partia]]ylinundated. ‘Even though the original boat
ramps would be covered, boats could be launched from access roads and
fishing and some boating would exist. Again, both types of recreational

activities in the winter time were considered to be less sensitive to
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elevation than those in the summer. The percentage values selected are
shown in column two of Table I and as shown apply to the previously
selected peak month]y'expected number of visitors. No seasonal smoothing
of these points are required as they were derived from the previously
Se]ected peak values. One notes from Table I that the water-based acti-
vity is indicated as being more sensitive to seasonal variations. This.
completes the explanation of the procedure fof locating the four points

which describe the monthly visitor curve for land and water-based

recreation.
TABLE I
GENERAL RULES FOR ESTABLISHING THE VISITOR CURVES

Percent of Percent of
Lowest * of Maximum Expected
Visitors For Visitors For
Lowest ELEV. Highest ELEV.

Summer, Land-Based 60% | 40%

Winter, Land-Based 70% _ 50%

Summer, Water-Based 40% 50%

Winter, Water-Based 60% 70%

* Lowest observed visitor values during data period,
adjusted for expected seasonal variation.

Because of the detrimental effect of‘rapid elevation changes

(regardless of the absolute pool level), a daily elevation change
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penalty factor was applied to the daily expected number of visitors. 'It
is assumed that any such daily elevation change (up or down) will be
detrimental to land-based as well as water-based activities. Large in-
flows causing a rapidly rising pool elevation will generate unsightly
floating debris which is also hazardous to boaters. Also, rapid eleva-
‘tion drops will 1likely produce mud f]ats ahd reduce fishing success.
Thus the elevation change factor will penalize visitation for any change
in elevation over the past 24 hours.

From a visitor's standpoint, the elevation change will not be a
significant factor in his activities unless the daily change is large.
-Therefore, the amount of penalty will be relatively small. Due to the
fact that a Targer number of less hardy visitors are present in the
summer months, a greater penalty wi]]Abe assessed for the months of April
through September than for the period October.throﬁgh March.

Figure 9 shows the form of the e]evatfon change penalty curves.

The horizontal scale, for Tenkiller as an example, ranges from 1 ft/day
down to 3 ft/day up. At these extreme values, supplied to the program
by BN(M,19) and BN(M,21), respectively, the curves pena]izelvisitation
by 10% for April thfough September and by 5% for the remaining winter
months. For example, if an elevation rise of 3 ft/day occurs, 90% of
the value obtained from the visitor curves will be predicted during the
summer. months and 95% for the winter months. Figure 9 shows that if no
elevation change occurs on a given day, 100% of fhe number of visitors
fb the reservoir will be predicted. In the program, the location of
this no-penalty point is controlled by the input data through the para-
meter BN(M,20) and may be any value between BN(M,19) and BN(M,21) depend-

ing on the characteristics of the reservoir under study. A more complex



49

BNKM,14) Winter Curve for October-March
BN(M,13) 100% ,
954 ——==" |~ === 5%
ao’” ““s—oBN(M,]S)
90% 0 909
80%'r—- é
Bk Summer Curve for April-September
Rod
60% =
< Y4
[l e]
£ o
on 29
£
=]
=
20%
Dror BN(M,19 Ri BN (M,
. p ( s ) BN(M,ZO) 1se l N( l21)
-2 -1 0 1 2 3
Elevation Change - Feet per Day
Figure 9. Typical Daily Elevation Change Penalty Curve
Reservoir Above-Dam
Recreation
Model Model
Average Discharge Total Daily Above-
Rate %DIR) Dam Number of
Thousands CFS Visitors (DAVIST)
Bel Dam ff
elow-
Recreation Percent of Total o x

Factor Curve

Figure 10.

Reservoir Visitation

4

Total Daily Below-Dam Num

Short-Term Below-Dam Re

ber of Visitors (DADWVT)

creatijon Model



50

curve, different for each month, could be implemented but such compiex-
ity appears unwarranted at this time.

_ With the formulation of the visitor curves and the‘da11y elevation
change penalty curves completed we have described the logic behind the
formulation of the BENMOD variable (DAVIST) which is the daily number of
visitors to the reservoir corrected for daily elevation change penalties.
Since there is some visitation below the dam this too must be included
in the Recreation Model. Figure 10 shows the relationship of the down-
stream visitor model to the reservoir model and above the dam recreation
model.

Since the factors affecting the visitors at the reservoir (weather,
time of yeér, holidays, etc.) would also affect visitors below the dam,
it was felt necessary to develop a relationship between these two. From
discussions with the Resident Engineer of one reservoir he indicated a
relationship existed between downstream visitation and discharge. It
was felt that this was an intuitive relationship and as a result the
below the dam number of visitors is found as a percentége of the above
the dam number of visitors for a given discharge rate. Figure 11 shows
a representative curve for predicting below the dam number of visitors.
Note that seasonal variations are indicated by a summer and winter curve.
The break points in these curves are determined by expérience with the
characteristics of visitation below the reservoir. However, some general
jtems to consider in locating these break points are (1) the optimum
flow rate range for fishing BN(M,22), (2) the nominal flow rate with all
generating units operating BN(M,23) and (3) the flow rate at which the
fishing activity ceases BN(M,24). The curves are simple 3-point curves

in this case but can easily be made more complex if data is available to
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support such curves, The resu]ting variable is DADWVT which is the
daily down-stream number of visitors and together with DAVIST the daily
above daﬁ number of visitors comprise part of the performance index
supplied to RESMOD on a daily basis. A complete 1isting of the computer

variables used in the recreation model are defined in the Appendix.
The Water Quality Model

The next part of the benefit model (BENMOD) is the water quality
model whose block diagram is shown in Figure 12. This model computes
the daily water quality of the stream below the dam at two control
points based on three water quality variables. These variables are (1)
.biological oxygen demand, B.0.D., and dissolved oxygen, D.0., (2) temp-
erature and (3) dissolved solids, D.S. The model although not mathe-
matically complex is complex in the interaction of the three variables
mentioned above. A more complex model is discussed in the references
[24]. For our purposes the model described below adequately describes
the condition of the water below the dam. The water quality model as
shown in Figure 12 has its own performance index so that the model
issues only one value representing water quality to RESMOD on a daily
basis.

Consider first the treatment of the water quality variable, temp-
erature. The data input consists of the temperatures'of the reservoir
discharge (TMRES) and that of the intervening flows (TMEFF) in degrees
centigrade. The daily reservoir discharge (CFSS) is known from RESMOD
and the daily average flow rate of the intervening flows (CFSEFF) is

entered as input also. Through a simple mixing equation the reservoir
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discharge or stream flow is mixed with the intervening flow (effluent)

and the resulting mixture equation is found as shown below.

Temperature _ Stream Temperature of Intervening

Temperature _ _of stream) X flow rate intervening flow X flow rate

of mixture {Intervening flow rate plus stream flow rate)

In the case of the first reach with reach time (RETM1) the stream flow
rate becomes-the resekvoir discharge in water quaiity calculations. The
'temperature of this mixture (TMMIX) is corrected by a downstream temper-
ature correction factor (DMTC) which attempts to simulate the rise in
temperdture that occurs during the winter as the watef flows downstream.
The result is the predicted downstream temperature (DSTRT). The mixture
temperature (TMMIX) and the predicted downstream temperature (DSTRT) are
averaged to detefmine the average downstream temperature (DSTRA). The
average downstream temperature is used in determiniﬁg the dissolved
oxygen deficit. Since only one temperature value is used in the dis-
solved oxygen model it is natural to use the average downstream tempera—
ture (DSTRA)ya1though for the temperature term in the water quality
performance index the predicted downstream temperature (DSTRT) is used.
See Figure 12. | |

With the average downstream temperature (DSTRA) known, the dis-
“solved oxygen content Qf the stream at one or two points, if desired, is
then found. The data input consists of the average monthly dissolved
oxygen (DO)of the reservoir discharge (DORES) and two {ntervening flows,
WQ(M,2) and WQ(M,18). Again the discharge rate of these flows are used
in a mixing equation identica] to the temperature mixing formula except:
that D.0. values are now used.. The result is the D.0. of the mixture

(DOMIX) at the beginning of the reach in question.
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Figure 13. Typical Oxygen Sag Curve

The basic dissolved oxygen model incorporates the oxygen sag curve
developed by Streeter-Phelps (S-P). The basic sag equation is shown in
Figure 13 and a more detailed expTanation is made in the reference [16].

Basically the model computes the downstream D.0. in the fo]]owihg
manner. With the average downstream temperature (DSTRA) known, the
saturated D.0. associated with this temperature is found. The D.0. of
the mixture (DOMIX) is then subtracted from the saturated D.0. value
(DOSAT) and the result is the D.0. deficit (DOD). This value (DOD) is

the deficit value used in the Streeter-Phelps equation.
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The 5-day 20°C biological oxygen demand B.0.D. of the mixture is
then computed from input data consisting of the 5-day 20°C B.0.D. of the
discharge WQ(M,4) and that of two 1ntervening flows WQ(M,5) and WQ(M,19).
The mixture equation described before is used and the result is the
5-day 20°C B.0.D. of the mixture at the beginning of the reach (BODMIX).
The Streeter-Phe]ps model operates on a 10 to 20 day makimum stage for
the oxygen sag curve. As a result, the water quality model will not be
valid if thé sum of the two reach times exceed 10 to 20 days. Since
BODMIX is a five day 20°C value the ultimate or maximum B.0.D. must be
found to use the Streeter-Phelps equation. This value (BODL) is deter-
minéd_from the equation found in Figure 12. Since we are operating on
the average stream temperature (DSTRA), the ultimate B.0.D. must be
corrected to (DSTRA). The result (BODS) is the temperature corrected
ultimate B.0.D. This value along with the dissolve oxygen deficit (DOD)
value are inserted in the S-P equatﬁon and the D.0. deficit (DODEF) at
the end of the reach time is calculated. This deficit is subtracted
from the saturated value (DOSAT) to find the actual D.0. of the stream
at the end of the reach (DO). The B.0.D. reaction constant K', WQ(M,13),
is temperature corrected to the average stream temperature and inserted
in the S-P equation as (RKPRM). Likewise the velocity rate of transfer
constant K2‘,WQ(M,14) is *temperature corrected by (DSTRA) and inserted
in the S-P equation as (RK2PRM) as shown in Figure 11;

The final computation in the water quality model is that of the
dissolved solids of the mixturé at the end of the reach. The mixture
equation is used again and the input data is the dissolved solids D.S.

of the reservoir discharge or stream flow (DSSTM) and that of the two
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intervening flows WQ(M,10) and WQ(M,20). The resulting D.S. of the
mixture (DS) is used in the water quality performance index.

The three values just described are used in the water quality per-
- formance index. Each value of, the downstream temperature (DSTRT), the
D.0. at the end of the reach (D0O), and the dissolved solids at the end
of the feach‘(DS) is compared to an optimum value designated as WQ(M,8)
for the temperature (DOSTAR) for the D.0. and WQ(M,11) for the D.S. in
the input data. The desired or optimum D.0. (DOSTAR) becomes DOSAT if
no optimum value is specified. To prevent large unmanageable numbers,
the deviation from this optimum is limited to 100%. It is assumed that
a deviation greater than 100% has already sufficiently degraded the
quality of that tomponent so that it is at a minimum. As a result each
performance index component (temperature, D.0. and D.S.) is constrained
to a maximum good value of one and a minimum poor value of zero. These
three are then summed together with a separate input controllable
weighting factor ALPHAT for the D.0., ALPHA2 for the D.S. and ALPHA3 for
the temperature so that the effect of each can be studied. The final
water quality value (WAQ) is a number between zero and a maximum of
three and is supplied to RESMOD on a daily basis.

To determine the water quality for the second reach, with reéch
time (RETM2), the water quality model is used again with the results
computed at the end of the first reach being the stream input data for
the second reach. For example, in the mixing equation (DSTRT) becomes
the stream temperature (TMRES), (DO) becomes the stream D.0. (DORES) and
(DS) becomes the stream D.S. (DSSTM).

For B.0.D., the ultimate values are used in the mixing equation,

since the ultimate B.0.D. of the mixture must be used in the Streeter-
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Phe]ps’equation and since the B.0.D.'s of each of the flows must be on
the same biological time base. For the stream‘B.O.D., the value is
determined as the difference between the ultimate value computed for the
first reach BODL and the actual B.0.D. value existing at the end of the
first reach. That is, the remaining biological oxygen demand at the end
of the first reach (BODST) becomes the u]timéte B.0.D. for the stream
input to the mixing equation for the second reach. The 5-day 20°C B.0.D.
of the intervening flow WQ(M,19) is converted to its ultimate value to
~ use in the mixing equation. The program in BENMOD is so written that
the conversion of the first reach B.0.D. values and the 5-day B.0.D.
intervening flow values are automatically converted to ultimate values
befdre mixing.

In the program, the model computes the water quality for one reacﬁ
only if the sécond reach time data value RETM2 js zero or blank. If a
second nonzero (or nonblank) reach time is entered in the data then the
water quality is computed for both reaches and supplies the average of
the two to RESMOD.

The values for the water quality auxiliary variables are read in

monthly from the WQ data array as shown below. M is the monthly order

number.
BODEF - WQ(M,5), WQ(M,19)
~ BODST - WQ(M,4)
CFSEFF - IVFLO1, IVFLOZ
DOEFFL - WQ(M,2), WQ(M,18)
DORES - WQ(M,1)
DOSTAR - WQ(M,3)
DSSTM - WQ(M,9)
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DSEFFL - WQ(M,10), WQ(M,20)
TMEFF - WQ(M,7), WQ(M,17)
TMRES - WQ(M,6) |
A complete listing of the water quality computef variables is given

in the Appendix under the Water Quality Model.
The Navigation Model

‘Many reservoirs have a responsibility by themselves or through a
series of reservoir to maintain a specific'channe] flow for commercial
 water traffic. Intuitively this is a discharge phenomena and thus the
relative worth of meeting in total or in part this responsibility should
be a function of discharge rate. Figure 14 shows a typical navigation
benefit curve. There are two of these curves, one for each control
point and each having an optima]vvalue of 0.5 so that the optimum sum
is 1.0. Note that there is a flat portion which indicates a range of
discharge rates which produce a complete fulfillment of the navigation
responsibility. At the low discharge end (CFSMN3) the benefit goes to
zero indicating that no water traffic is possible at zero or near zero
flow rates. Also at high discharge rates (CFSMX3) barge traffic is
impeded or halted altogether so the benefit again goes to zero. The
optimum range point as well as the low (CFSLO3) and high (CFSHI3) dis-
charge rate cutoff points must be determined from experience with the
reservoir system in question. As shown by Figure 13, the navigation
benefit for each stage has a value from zero to 0.5, that is, from worse
to best and are summed together to obtain the total navigation benefit;
This value (NAVBN) is transferred to RESMOD on a daily basis for use in

the main performance index.
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Optimum Benefit

CFSMN3 CFSLO3 CFSHI3 CFSMX3
Discharge Rate-CFS

Note: Two such curves are used for the total navigation
benefit for a total optimum value of 1.0 .

Figure 14. Typical Single Reach Navigation Benefit Curve

FLDST FLDMX

‘Stage-feet

Note: Two such curves are used for the total flood penalty
for a total maximum penalty of -4.0

Figure 15. Typical Single Reach Flood Penalty Curve
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The values of the navigation model auxiliary variables are read in '

month1y from the NAV data array as shown below.

~ CFSHI3 - NAV(M,3), NAV(M,7)
CFSLO3 - NAV(M,2), NAV(M,6)
CFSMN3 - NAV(M,1), NAV(M,5)
CFSMX3 - NAV(M,4), NAV(M,8)

A complete Tist of the navigation model computer variables is given in

the Appendix.
The Flood Penalty Model

One feature of RESMOD is that it calculates the stage heights at
two control points downstream. Thus knowing these stage heights it is
relatively easy to construct a flood penalty model. The general form
of the flood model is shown in Figure 15. The determining points are
the flood stage (FLDST) at control points one and two and the maximum
expected stage (FLDMX) at these points. It was decided that the model
should not penalize for stages below flood stage but should increase in
penalty after flood stage until it reaches the maximum expeéted stage.
At this point it should just cancel the optimum values of the other
benefits. Each stage is given a maximum (negative) penalty of -2. Thus
for two stages a value of -4 total was chosen for the maximum (negative)
penalty for the flood model in the main performance index. Note that
the other components of the model have been positive and that the flood
penalty is designed to cancel those posftive or beneficial values.

The value of the flood stage variable (FLDST) is specified at the

control points one and two by input data FLDST1 and FLDST2 respectively.
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For the maximum expected stage variable (FLDMX), the value at each
control point is specified by the input data FLDMX1 and FLDMX2.
A complete 1ist of the flood model computer variables is given in

the Appendix.
The Generation Benefit Model

Because later runs on the computer would involve optimization for
power only as well as for some of the other benefits by themselves, a
typical generation benefit model as shown in Figure 16 was developed.

As shown in Figure 16, a monthly generation from zero to the monthly
demand (DEM) produces a benefit from 0.0 to 1.0 with a slope of one.

For generation above the demand it was felt that a 25% slope should be
used so that some extra benefit would result from over generation. The
generation model is actually in the RESMOD subroutine although it is
part of the benefit model. This is because the generatidn benefit is
applied at the end of the month and must be outside the daily do loop in
RESMOD. A weighting factor (W6) is applied to the generation benefit
(GENBN) so that it may be weighted appropriately in the main performance
index. The value of (DEM) is reéd in monthly from the input data array

PD(J).
Benefit Model and Performance Index

.~ The main performance index is located in RESMOD subroutine. RESMOD
receives from BENMOD a daily value for reservoir visitation (DAVIST),
downstfeam visifation (DADWVT), water quality benefit (WAQ), navigation
benefit (NAVBN), and flood penalty (FLDBN). The reservoir visitation

(DAVIST) consists of the total number of land and water-based visitors
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Figure 16. Typical Generation Benefit Curve

to the reservoir for each day. The downstream visitation (DADWVT) is

thé number of visitors predicted downstream from the reservoir for each
day. In the main performance index computation (DAVIST) and (DADWVT) are
divided by the optimum number of reservoir visitors and the optimum
number of downstream visitors respectively.

The resulting values (P1) and (P2) are multiplied by weighting
factors (W1) and (W2). (W1) weights the reservoir visitation and (W2)
weights the downstream visitation. The water quality benefit (WAQ) is
a number between zero and one so to normalize this daily value it is
divided by the number of'days in the month. The navigation benefit and
flood penalty are both divided by the number of days in the month to

normalize them to a daily performance index. The water quality
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:-performance, navigation and flood penalty are all multiplied by weight-
ing factors (w3), (W4) and (W5) respectively. These factors are used
to observe the effect of these benefits on the overall reservoir man-
agement strategy. These benefits are summed on a daily basis inside

~ the RESMOD daily Toop and provide a measure of the daily performance
(PIDA) of the reservoir. At tHe end of the month an accumulated per-
formance (PI1) is added to the generation benefit'(GENBN) which is
wéighted by (W6) to form the monthly performance (PI). This is the
value that is returned to OPTMZR and used to formulate the management
'strategy. The components of the performance index are also input con-
trollable. By specifying a number for the input variable (MODIPI), the
performance described above, MODIPI = 1, or one involving only revenue,
MODIPI = 2, which is described later or one involving only the number
of visitors, MODIPI = 3 may be obtained.

Finally, if a weighting of revenue and visitors is desired in the
performance index, the weighting factors used arev(w7) for revenue,
(W8) for visitors and MODIPI is set equal to 4. This allows greater
flexibility in the type of perfqrmance meqsurevused while reducing pro-

gram run costs.
Other BENMOD Featurés

A revenue -model considering generation revenue, thermal energy
costs, and dump energy revenue is also available. The model is con-
tainedbin RESMOD due to the monthly nature of its operation. The model
determines the amount of revenue produced given the monthly demand (DEM),
the monthly generation (GEN), the price per megawatt hour of generated

energy sold (REVDEM), the cost per megawatt hour of thermal energy
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bought (REVBUY), and the price at which dump energy can be sold (REVDMP).
The revenue model keeps track of the net revenue earned (REV) by the

reservoir generation and sums this for each month.
Reservoir Management Factor

The reservoir management factorv(RMF)41s intended to be a measure
of the opinibn a visitor has relative to the stability and control of the
pool elevation on the lake. It is assumed that fluctuations either up
or down will reduce the Tong-term "reputation" of the reservoir in the
eyes of visitors. The major idea here is that since visitors would pre-
fer to have a fixed recreation environment, visitation is discouraged

when reservoir conditions continuously change from week-to-week and

month-to-month.
The formula for the monthly reservoir managemént factor R.M.F. is

(Average Dai]y Elevation Change)x(Elevation Range
During the Month).

R.M.F.

(RMF) (DACNG/MD(J) ) (ELMAX-ELMIN)
The average daily elevation change DACNG/MD(J) reflects the fluctuation
of elevation in a short-term sense, while the elevation range during the
month reflects the overall longer-term effect. The R.M.F. value is cal-
culated on a monthly basis in this study.

The use of the R.M.F. value is indirect. That is, there is no
direct use within the model to predict visitation. Its main purpose
would be in the comﬁarison of a]tefnative regulation strategies. The
R.M.F. value for any previous year could be easily calculated and com-

pared with the optimum strategies determined in the simulation. If

desired, the R.M.F. value could be included in the performance index,
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and used to directly penalize strategies which produce Tong-term varia-
tions in the pool elevation, although the present performance index does

not include this feature.
Fish Egg Survival Model

A'preTiminary investigation of fish nesting and spawning was made
to deve]op a model for fish egg survival. Although this model was not
included in the BENMOD subroutine the study is presented here for infor-
mational purposes.

The preliminary investigation of fish nesting and spawning charac-
teristics indicated that an increase in lake e]evatioh has little in-
f]uence.on the survival of the fish embryos [20]. However, it is
assumed that exposure of the embryos to air will reduce the survival to
zero. | |

Since the spawning time for some species may extend over a long
period of time (up to two months), any model which predicts the survival
rate must consider the change in egg production during this time period.
The hatching time is in the range of one week, so any exposure of the
eggs to air during that time will destroy that group of eggs. The model
needs to account for the percentage of eggs existing at any time during
the spawning season and then determine if any exposure to air occurs
during the hatching time. | |

The proposed model can compute the percentage of eggs in the pro-
cess of hatching at any time t. Then if the eggs are exposed to air at
that time, that percentage is destroyed.

. Another factor which complicates the model is that nests are con-

structed at different depths. One study of large mouth bass in Lake
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Powell, Utah, indicated the mean nest depth the first ten days of spawn-
ing was 5.36 ft. and ranged from 1.5 to 9.45 ft. During the last 10
days of thefnext occupation, the mean nest depth was 14.9 ft. and ranged
from 9.00 to 23.00 ft. During this same period of time the lake rose

27 feet [20]. - |

Thé proposed egg production model assumes that the percentage rate
of fish egg production is normally distributed about the middle of the
total spawning period as shown in Figure 17.

| To obtain the percentage of eggs in the process of hatching, one
would determine the percentage of eggs existing during the time for
hatching. This is shown by the cross hatched area in Figure 17 and also
is given by the curve in Figure 18.

To account for the nests being at different depths, the model
predicts the percentage of the nests exposed during the}hatching time.
One way to account for this condition is to assume that the nests are
distributed normally about the mean depth of the nests. This is shown
in Figure 19. Then a curve showing the percentage of nests exposed
versus the change in elevation during the hatching time can be con-
structed as shown in Figure 20.

| The total percentage of the eggs destroyed at any time t is then
the product of the percéntage of eggs hatching at that time and the
percentage of nests exposed during the hatching period divided by 100.
This means if the hatching time is 5 days, then the change in elevation
during the last 5 days would be used to compute the percentage of nests

exposed. This process is i1lustrated by the block diagram in Figure 21.
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CHAPTER IV

~ APPLICATION OF THE OPTIMIZATION PACKAGE
| TO TENKILLER RESERVOIR

Introduction

In order to demonstrate the total optimization package in the devel-
opment of practical regulation strategies, an operating reservoir pro-
Ject was selected for application. The Tenkiller Ferry Reservoir located
on the I1Tinois River in Northeastern Oklahoma was selected for several
reasons. A large amount of data was already available for this project
and a concurrent study of the economic impact was underway by the Tulsa 1
District Office. Furthermore, recreational activity is high at Ten-
Killer and a number of operational questions relating to the recreation
versus power benefit trade-off could be posed.

Thevperiod of record selected for the optimization studies was
| September 1, 1970 to August 31, 1971. This beriod displayed a varied
hydrologic pattern with very large inflows in October and November of
1970, requiring spill releases in these months. The dynamic range of
boo] e]eyation during the twelve month period showed a maximum of 641.56
feet MSL on October 30, 1970 and a minimum of 620.65 feet on August 31,
1971. Also, the average monthly inflow rate varied from 248 CFS in
August 31, 1971 to 4,787 CFS in October of 1970. With these wide

fluctuations, it was felt that the reservoir and benefit models would be
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fully exercised and that the regu]ation optimization studies would pro-
vide interesting resuits.

The sources of daté for the demonstration are numerous. The Tulsa
District Office was the primary source but data was also provided by the
Resident Engineer at Tenkiller, the Southwéstern Power Administration in
Tulsa, énd several faculty consultants at Oklahoma State University. As
the various data are enumerated, below, specific sources will be

credited.
Reservoir, Hydrologic and Energy Demand Data

Table II shows the monthly hydrologic and energy data used in the
Tenkiller optimization. The names underlined at the top of each column -
are the corresponding computer variable names used in the MAIN Program.
The inflow values are net inflows which take into account evaporation.
Therefore, PANEVP = 0. in the data list. The monthly energy demand
values correspond to the actual energy generated by Tenkiller during
each month. The two downstream control points were selected at Gore,
Oklahoma and Van Buren, Arkansas. The first intervening flow variable
(ITVFL1) is assumed to enter the downstream channel immediately below
the dam and affect the 6-hour reach to Gore. The second intervening
flow (ITVFL2) is the main flow of the Arkansas River where the I1linois
River joins the Arkansas just below Gore. As noted in the Table, several
values of the intervening flow at the dam were adjusted to artificially
produce desired fluctuations in the water quality, flood and navigation
benefits. Al1 other values were based upon data or conversations with

Corps personnel in Tulsa.
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TENKILLER HYDROLOGIC AND ENERGY DATA
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INELOW PD ITVFL1 ITVFLZ
Average Monthly Av. Monthly Av. Monthly
Monthly Energy Interv. Flow Interv. Flow
, Inflow * Demand at Dam below Gore
Month (103 CFS) (MWH) (103 CFS) (103 CFS)
SEP '70 2.0863 5,410 0.5t 13.694
ocT 4.787 1,687 3.5° 41.418
NOV ' 2.5447 21,100 2.5t 23.024
DEC L7742 13,070 0.015 41.13
JAN '71 1.9297 17,930 1.6% 22.687
FEB 1.709 14,670 0.015 19.100
MAR 1.3626 11,730 0.015 20.615
APR 7217 8,480 0.007 6.36
MAY 1.745 6,940 1.3t 11.169
JUN .7417 7,620 0.005 23.898
JuL .4513 5,730 0.005 17.841
AUG .2484 4,110 0.005 11.633

*Net inflow - includes evaporation.

tThese values for intervening flows just below the dam have been
d water quality models are

adjusted so that flood, navigation an
exercised adequately.
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The power-discharge; tajlwater, volume-elevation and downstream
stage-flow curves are stored in tabular form and are based upon standard
curves supplied by the Tulsa District Office. For example in Table III,
the values of pool elevation from 580.feet to 672 feet MSL and the cor-
responding ro1umes'1n thousands of acre-feet are stored at 4 foot inter-
| vé]s; _A binary search and linear interpolation procedure discussed in
Chapter II is employed to evaluate specific values from the stored table.
~Table III also gives the values of flow and stage height for the control
points at Gore and Van Buren which are used to calculate the flood
benefit each day. |

Table IV Tists the data used to represent the power-discharge curves
“and the reservoir tailwater curve. It should be reca]]ed from theAdis—
cusﬁion in Chapter .II that the power-discharge model assumes that the
generators are run at maximum efficiency. The values for horsepower and
discharge given in Table IV are for one unit assuming maximum efficiency.
Furthermore, the corresponding tailwater correction is automatically |
built into the power-discharge model curve since the discharge at a
given pool elevation is known. This calculation causes the unusual
~values appearing in the "pool elevation" column. As exp]éined in
Chapter 1T, when two generating units are used, a fixed increment in
pdo] e1évation (ELINC) is applied before the power-discharge curves are
interrogated. For Tenkiller, this value is 1.55 feet. The tailwater
curve represented by the data fn Table IV is used only when spill
releases occur. ' |

To specify the generation spill policy relative to pool elevation,
flexible input control variables have been established, as discussed in

Chapter II. For Tenki]]er, the following rules have been applied. The



TABLE III

DATA FOR ELEVATION-VOLUME AND STAGE-FLOW CURVES
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GORE VAN BUREN
ELRES VRES DISSTI STAGE1 DISST2 STAGE2
Pool Elev. Bac1ty Flow

(Feet MSL) Ac-Ft) {| (103 CFS) (Feet) || (103 CFS) | (Feet)
580 186.8 0.0 1.0 0.0 2.0
584 211.2 0.02 2.52 10.0 6.5
588 237.2 0.03 2.62 20.0 9.0
592 264.9 0.04 2.7 25.0 10.0
596 294.2 0.05 2.775 35.0 12.0
600 .325.2 0.07 2.9 42.5 13.0
604 358.2 ©0.09 3.0 58.5 15.0
608 393.1 0.1 3.08 67.5 16.0
612 430.5 0.3 3.325 78.5 17.0
616 470.2 0.5 4.25 101.25 19.0
620 512.1 1.0 5.2 115.0 20.0
624 556.8 1.5 5.9 128.75 21.0
628 604.1 2.5 6.9 133.0 22.0
632 654.1 4.0 8.1 160.0 23.0
636 706.9 4.5 8.5 176.5 24.0
640 762.5 5.5 9.2 192.0 25.0
644 821.3 6.0 9.55 225.0 27.0
648 883.2 6.5 9.88 243.0 28.0
652 949.0 7.5 10.56 - 265.0 29.0
656 1010.8 8.0 10.9 313.0 31.0
660 1092.2 9.0 11.6 345.0 32.0
664 1169.2 10.0 12.2 382.0 33.0
668 1251.2 13.0 13.9 425.0 34.0
672 1338.2 15.0 14.9 515.0 36.0
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TABLE IV

DATA FOR ELEVATION-POWER/DISCHARGE AND TAIL WATER CURVES

ELRESP. HPRES SPILL TAIL
Pool ETev. Power Spill _Release Tail Water Elevation
(Feet MSL) - (103 HP) (103 CFS) (Feet)

589,11 17.2 0.0 0.0

600.63 19.5 1.0 - 0.75

617.66 23.0 2.0 1.4

625.67 24.8 3.0 2.0

635.3 $27.0 4.0 2.6

666.48 27.0 5.0 3.15

6.0 3.63

ELRESD DISPWR 7.0 4.1
Pool ETlev. Discharge ,

(Feet MSL) (103 CFS) 8.0 4,51
589.11 1.6 9.0 4.93
'600.63 1.615 10.0 5.3
617.66 1.64 11.0 5.68
625.67 1.65 12.0 6.0

635.3 1.695 13.0 6.3
640.0 1.659 14.0 6.6
645.63 1.62 15.0 6.85
666f48 1.49 *This value is subtracted from the

MSL value of the pool elevation
when spill releases are made.
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bottom and top of the power pool (BPP and TPP) are set at 595 feet and
633 feét respectively. Between these values of elevation the.reservoir
will generate the demand issued by OPTMZR and add the second unit when
one unit operates for more than 10 hours; this time being controlled by
(ADTIM). Above 633 feet, RESMOD will fun both.units 24 hours a day
‘regardless_of~the OPTMZR control. Below 595 feet, no generation will
occur- above 633 feef,'spi]]}is.cohtro11ed by the varjable (FRAC) which
estab]ished the fraction of the inflow which will be re]eaéed by spill
if not released by generation.. Between 633 feet and DiSPT(JJ,]) =
638 feet, FRAC(JJ,1) = 0.0 and no spill will occur. Between 638 feet
and DISPT(JJ,2) = 640 feet, FRAC(JJ,2) = 0.8 and thus 80% of the inflow
will be released through spi]].and/or generation. Above 640 feet,
FRAC(JJ,3) = 1.5 and 150% of the inflow will be released.

When the pool elevation drops below 633 feet, 24 hour generation
ceases and the model checks to see if the monthly energy control has
" been generated. If so, the model will lower its daily generation to one
Qnit operating the number of hours specified by (HRSMIN). For Tenkiller,

this is set equal to one hour.
Recreation Model Data

The visitation data acquired from the Tulsa District Office via
Dr. Daniel Badger, Professor of Agricultural Economics at Oklahoma State
University, consisted of monthly visitation figures for the years 1966
to 1971, inclusive. These monthly values were broken down into cate-
gories such as camping, picnicing, boating, fishing, hunting, sightsee-
ing, skiing, swimming, and an "other" category. As described in

Chapter III, these were broadly classified into two categories: land-
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based (camping, picnicing, hunting, sightseeing, and "other") and water-
based (boating, fishing, skiing, and swimming). The given data were
visitation numbers in which an individual could be included in more fhan
one category. Since the mode1 predicts visitors to the reservoir area
(or visitor—days);_the‘visitation data were corrected as fb]]ows.

| The teta1 visitations for land and water-based activities were
summed sebarate]y from the inen data. Then the ratio of each of these
values to the sum of the two was detefmined. The resu]ting ratios were
then applied to the total number of visitors for all categories (also
provided in the data) to determine the water and the land-based visitors
to the reservoir for each month of the 1966-71 period.

Next the maximum number of expected visitors for each month for
land and weter-based activities was determined by plotting maximum ob-
eerved visitors for a six year period (1966 to 1971) for each month.

The individual selected values were then adjusted to produce a smooth
seasonal curve. The final values obtained from this process are listed
in columns 2 and 5 of Table V for the land and water categories, respec-
tively. These numbers define the ordinate vaiues of points B and C on
the fourfpoint curve shown in Figure 8 of Chapter III.

| The lowest and highest exbected pool elevations (LOWEL and HIGEL)
are set at 594.5 feet and 667 feet MSL, respectively. The expected
visitor values for these elevations are based on the procedure discussed -
fn Chapter III and the percentages listed in Table I following that dis-
cussion. Columns 1 and 4 of Table V Tist the values for point A of
Figure 8 and columns 3 and 6 list the values for point D.

The last item of data for the four-point curve of Figure 8 is the

range of elevation between points B and C. This is the e1evatipn range



DATA FOR VISITOR-ELEVATION CURVES

TABLE V

AND DAY EQUIVALENTS*

EXPECTED

EXPECTED OPTIMUM RANGE | OPTIMUM RANGE

LAND-BASED VISITORS WATER-BASED VISITORS LAND WATER EQUI-
VISITORS | VISITORS VISITORS | VISITORS VISITORS VISITORS | OPTIMUMI OPTIMUM|OPTIMUM| OPTIMUM | VALENT
AT AT AT AT AT AT LOW HGIH LOW HIGH NUMBER
MONTH { 594.5 FT | OPT. ELEV.] 667.0 FT} 594.5 FT .| OPT. ELEV.| 667.0 FT | ELEV. JELEV. |JELEV. |ELEV. OF DAYS
SEP’70| 31000.0| 47000.0 38000.0| 12000.0 14000.0 70000.0 627.0 |633.0 [628.0 |632.0 49.0
ocT 28000.0 ] 80000.0 40000.0} 15000.0 95000.0 67000.0 625.0 }635.0 |626.0 |632.0 71.0
NOV 18000.0 | 50000.0 36000.0 14000.0 | 56000.0 41000.0 625.0 [635.0 |626.0 |632.0 67.0
-} DEC 11000.0 [ 31000.0 25000.0 | 10000.0 50000.0 36000.0 625.0 635.0v 626.0 |632.0 - 74.0
JAN‘71{ 12000.0| 31000.0 16000.0 9000.0 40000.0 28000.0 625.0 | 635.0 1626.0 }632.0 75.0
FEB 16000.0 | 40000.0 20000.0} 12000.0 51000.0 37000.0 625.0 | 635.0 |626.0 |632.0 64.0
MAR 21000.0 | 57000.0 27000.0 8000.0 67500.0 46000.0 625.0 | 635.0 |626.0 |632.0 63.0
APR 33000.0 | 82000.0 50000.0 17000.0 100000.0 50000.0 627.0 | 633.0 |628.0 |632.0 38.0
MAY 47000.0 | 112000.0 45000.0| 19000.0 200000.0 100000.0 627.0 | 633.0 |628.0 }632.0 42.0
JUN 57000.0 | 145000.0 57000.0f 32000.0 280000.0 140000.0 627.0 | 633.0 |628.0 | 632.0 38.0
JuL 62000.0 | 160000.0 63000.0] 38000.0 300000.0 150000.0 627.0 | 633.0 1628.0 {632.0 41.0
AUG 57000.0 | 142000.0 66000.0§ 32000.0 240000.0 120000.0 627.0 | 633.0 |628.0 ;632.0 41.0

. .
A1l data. in this table is read in as the array BN(M,N) where M corresponds to the number of month of interest

(SEP 70 ~ M = 1) and N corresponds to the column number in the table above (LAND-OPTIMUM LOW ELEV ~ N = 7).

6L
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over which the recreational benefits are at the highest level. A
seasonal effect on the ranges for both the Tand and water visitor curves
is assumed for Tenkiller as explained below.

First of all, water-based recreation is more sensitive to pool
fluctuations than is land-based recreation and summer-time activities
are more sensitive than winter-time activities in both water and land-
based categories. Discussion with Mr. John Vaughn, the Resident Engineer
at Tenkiller indicated that a minimum elevation of 628 feet will not
expose boating hazards or degrade swimming beaches while a maximum of
632 feet will not cover swimming beaches or boat ramps. Thus, for water-
based visitors during the summer months, the range was chosen to be 628 -
632 feet MSL. Fof land-based activities during the summer, the selected
range was 627 to 633 feet MSL. Pool elevations below 627 feet will pro-
duce mud flats and elevations above 633 feet will inundate roads or |
camping areas. |

During the winter, visitors are considered to be more hardy and
fewer recreation activities are possible. Thus the elevation ranges are
assumed to be wider during the winter. A range of 625 to 635 feet MSL
for winter land-based activities will expose some mud flats, but these
are not considered to be objectionable during the winter months. Since
fishing and boating are the only feasible water-based activities, a
range of 626 to 632 feet MSL produces a wider elevation range than taken
during the summer. Columns 7, 8, 9 and 10 in Table V 1list the ranges
discussed above. |

Finally, the last column of Table V lists the "equivalent week-day"

values for each month. These values are based on the number of weekend
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days and holidays in each month and the-ho1iday/weekday mu]tip]ief dis-
cussed in Chapter III. All data listed in Table V is read in by the
array BN(M,N) as indicated in the note below the table.

 The ratio of visitors on weekends and holidays to visitors on week-
days is input controllable using BN(M,12). Based dn conversations with
Corps personnel, an approximate ratio of fiVe-to-one exists during the
winter months (October-March) and é two-to-one ratio is expected during
the summer months (April-September). Thus

2-7

5.0, M
BN(M,12) =
2.0,M=1, 8-12
The structure of the elevation change penalty curves is depicted in
Figure 9 in Chapter III. The Tenkiller Resident Engineer indicated that
based on his experience, the maximum elevation changes for Tenkiller will
range from 3 ft/day up to 1 ft/day down. For both of these elevation
change extremes, it was decided that reasonable values for the penalty
against visitors should be 10% during the summer months and 5% during

the winter months. No penalty is imposed when the daily elevation change

is zero. Therefore the benefit parameters BN(M,N) are evaluated as

follows:

0.90 , M = 2-7
BN(M,13) =

0.95 , M =1, 8-12
BN(M,14) = 1.0 , M= 1-12
BN(M,15) = BN(M,13) , M= 1-12
BN(M,19) = ‘—1.0 s M =1-12
BN(M,20) = 0.0 , M = 1-12
BN(M,21) = 3.0 , M =1-12
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Conversations with Mr. Vaughn at Tenkiller. indicate that the per-
centage of above—dém visitors which occurs below the dam, ranges any-
where from one to seven percent, depending primarily upon the fishing
conditions below the dam. At Tenkiller there are no established recrea-
tional areas just below the dam so that fishing is the primary activity
there.

| Figure 11 in Chapter III débicts the form of the below-dam recrea-
tion factor curve for Tenkiller Reservoir. As can be seen from the two
A cﬁrves presented, the factor is sensitive to seasonal.variations., During
the warmer months, power releases produce a temperature shock and oxygen
depletion condition immediately downstream from the dam reducing the
response of the fish. This occurs in the months from June to September
when the difference in released water temperature and the normal down-
stream water temperature is about 20°F. Due to this detrimental condi-
tion for fishing, the stream is stocked with trout only during the months
from October to May when the temperature shock and oxygen depletion are
minimized. As a result the below dam recreation factor curve predicts a
higher percentage of visitors during the winter months of October to May
than it does-from June to September.

According to Mr. Vaughn, the flow for best fishing conditions is 1in
the range up to 500 CFS whereas an extreme value of 8000 CFS, will
essentié]]y eliminate all fishing activity due to flooding. However,
even at this extremely high discharge rate, some viéitation is to be

Aexpected due to sightseeing. Thus, a value of 1% of the above dam
visitation is assumed to occur when the discharge rate is 8000 CFS. A
value of 7% is associated with discharge rates up to 500 CFS. Values of

3% and 6% were chosen for the summer and winter mid-points respectively,
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corresponding to a flow rate of 3000 CFS. Assuming the data'values given

above the BN(M,N) array values of input data are

BN(M,16) = 0.07 , M = 1-12

0.03 , M =1, 10-12
BN(M,17) = _

0.06 , M = 209
BN(M,18) = 0.01 , M = 1-12
BN(M,22) = 0.5 , M= 1-12
BN(M,23) = 3.0 , M = 1-12
BN(M,24) = 8.0 , M = 1-12

Water Quality Model Data

Complete data for the water quality model was not readily available.
Water quality modeling is a relatively new effort and continuous measure-
ments at Tenkiller of dissolved oxygen, biological oxygen demand, temper-
~ature and dissolved solids are not made. Thus, much of the data was
extrapolated from what was avai]ab]e_and the model was programmed to
predict water quality on]y.at the first control point, Gore, 2.5 miles
downstream.

The discharge water mixes with a standing (or relatively slower
moving) body of water just below the dam. Dr. Kent W. Thornton, an
aquatic biologist with the Center for Systems Science at Oklahoma State
University, was consulted on the modeling of dissolved oxygen depletion
" below the dam. The dissolved oxygen data obtained from the COE unfor-
tunately did not cover a comp]etevyear. The data obtained was for 1972-
1973 and showed 10.0 mg/% of dissolved oxygen for Jénuary and February,
3.0 mg/% for June and 1.5 mg/2 for August as typical values. 'It was

decided to postulate missing monthly data around these values and
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Table VI gives the final va]ﬁes used in the simulation. ~The D.0. for

the intervening flow below the dam site was approximated by taking the
saturated D.0. level for the temperature of the intervening flow dis-
cussed below. These values are reasonable since the slower moving inter-
vening flow has a high D.0. compared to the discharge from the turbines.
Also the values fit the seasonal pattern of the discharge D.0. as can be
seen from Column 2 of Table VI. The optimum D.0. can be specified as
input data but it was decided.to set the optimum D.0. equal to the Satur;
~ated D.0. level associated with the average downstream temperature
(DSTRA). The program defaults to this value if the optimum D.0., WQ(M,3)
is set to 0.0 in the input data. |

The Tulsa District Office provided tailwater temperatures for
- releases from the dam. This data was recorded in 1972 and 1973 and it
was assumed that these values would be representative. The average
monthly temperature values are shown in Column 3 of Table VI are used as
the temperature of the power discharges. It was felt that the tempera-
ture of the stream at Gore, beiow the dam, could be approximated by the
ambient air temperature on an average monthly basis. Thus, the tempera-
ture of the intervening flow just below the dam is abproximated by divid-
ing the temperature of the stream at Gore by the downstream temperature
correction. This has the effect of undoing the temperature correction
"for the water as it flows downsfream to Gore. The desired temperature
at Gore was set to the most beneficial to the trout fishery operation or
about 60°F (15.54°C). This value is input as WQ(M,8).
No data was: available for the B.O.D; of the reservoir. Thus, from

discussions with Dr. Thornton, the 5-day 20°C B.0.D. of the reservoir

discharge was set to 3.0 mg/#% and that of the intervening flow was set
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TABLE VI
WATER QUALITY DATA FOR TENKILLER

WQ(M,1) WQ(M,2) WQ(M,6) WQ(M,7) WQ(M,12)
Month D.0. of D.0. of Temp. of Temp. of Dstm. Temp.
Discharge | Itv. Flow 1 | Discharge | Itv. Flow 1 [Corr. Factor
(mg/1) (mg/2) (°C) (°C) (no dimen.)
SEP 70 2.0 8.745 15.555 22.667 0.92
0CT 3.0 9.528 1 16.111 18.176 0.92
NOV 5.0 11.051 15.0 11.11 0.92
DEC 9.0 12.504 9.444 5.917 0.92 |
JAN 71 10.0 ' 13.558 8.889 2.778 0.92
FEB 10.0 12.852 8.889 4.83 0.92
MAR 8.0 ~11.118 8.333 10.845 0.92
- APR 5.0 9.874 8.889 16.389 1.000
MAY 4.0 9{246 10.555 19.722 1.000
JUN 3.0 8.727 11.1 22.782 1.080
JUL 2.0 8.34 12.778 24.897 1.080
AUG 1.5 9.026 14.444 20.988 1.080
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to 6.0 mg/% as representative values. These values correspond to
WQ(M,4) and WQ(M,5), respectively.

From data supplied by the Tulsa District Office, it was determined
that the dissolved solids (D.S.) were almost constant for the entire
reach from dam to Gore. To obtain a dynamic response of the effect of
D.S. on the water quality performance index, values of 110 mg/% for the
reservoir discharge concentration WQ(M,9) and 150 mg/% for the interven-
ing flow concentration WQ(M,10) were chosen. As 110 mg/% is the value
of D.S. for Tenkiller measured by the COE, this was the value used as
the optimum or desired D.S. concentration WQ(M,11).

The reaction constant K' and the velocity rate of transfer constant

K,' at 20°C for the Streeter-Phelps equation are entered as WQ(M,13) =

2
0.07 and WQ(M,14) = 0.4 respectively. The reach time for the first
reach, RETM1, is taken to be 0.25 hour. The data location for RETMZ,
the second reach time, is left blank to notify the program that only the
first reach values will be calculated.
Since the demonstration did not include the water quality benefit
for the second reach, all input data relating to this reach was set
equal to zero. These data include monthly average values of temperature,
D.0., B.0.D. and D.S. for the intervening flow below Gore (the Arkansas
River) which are read in as WQ(M,K) with K = 17, 18, 19 and 20, respec-
tively. Also, RETM2, the second stage reach time is set equal to zero.
Weightings for the three components of the water quality benefit
(D.0., D.S. and temperature) were selected so that heavy emphasis was
placed on D.0. which is considered to best measure the water quality.

Specific weightings for the three components are ALPHA1 = 100, ALPHAZ = 1,
ALPHA3 = 1.
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Navigation, Flood and Calendar Data

As discussed in Chapter III, the navigation benefit curves for
‘reach 1 and reach 2 are each determined by four flow values. In both
reaches, zero navigation benefit is assumed to occur with zero flow so
that NAV(M,1) = NAV(M,5) = 0.0. In the Arkansas River at Van Buren, the

minimum fiow for optimum navigatidn benefit ié taken to be 600 CFS during
| July when'evaboration is assumed to be greatest. During January, this
value is assumed to lower 350 CFS and during the remaining months, inter-
mediate values have been postulated as shown in column 4 bf Table VII.
The maximum flow which will sti11 allow full benefit at Van Buren is
'20,000 CFS and it is assumed fhat no navigation benefit is accrued wheh
the flow reaches 100,000 CFS. These data are listed in columns 5 and 6
of Table VII. Navigation benefits in the'I111nois River below Tenkiller
were postulated in order to exercise this pbrtion of the model. - Since
the.Illinois flow is approximately 8% of the Arkansas Rivef flow, the.
minimum optimum flow values in column 1 of Table VII were taken as 8% of
the corresponding values in column 4. The values in columns 2 and 3
were postulated but based on fhe fact that minor flooding below the dam

occurs at a flow of 8000 CFS.

The flood benefit mode1 described in Chapter III fequires for each
control point the flood stage and the stage at which all other reservoir
benefits are assumed to be negated or cancelled by flood damage. Values
for flood stage, FLDST1 and FLDST2, at Gore and Van Buren were originally
provided by the Tulsa District Office but were adjusted downward later
to better exercise the flood benefit model. Values for the maximum pen-
alty stage, FLDMX1 and FLDMXZ2 were postulated. Specific va]ue; used in

the optimizations are
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GORE VAN BUREN

Month | NAV(M,2) | NAV(M,3) | NAV(M,4) | NAV(M,6) | NAV(M,7) | NAV(M,8)

Min. Opt. | Max. Opt.}| Zero Ben.| Min. Opt. | Max. Opt.| Zero Ben.

Flow Flow High Flow| Flow Flow High Flow
SEP 70! 0.043 5.0 8.0 0.5375 20.0 100.0
ocT 0.038 5.0 8.0 0.475 20.0 100.0
NOV 0.033 5.0 8.0 0.4125 20.0 100.0
DEC 0.2934 5.0 8.0 0.3667 20.0 100.0
JAN 71| 0.028 5.0 8.0 0.35 20.0 100.0
FEB 0.02934 5.0 8.0 0.3667 20.0 100.0
MAR 0.033 5.0 8.0 0.4125 20.0 100.0
APR 0.038 5.0 8.0 0.475 20.0 100.0
MAY 0.043 5.0 8.0 0.5357 20.0 100.0
JUN 0.0466 5.0 8.0 0.5833 20.0 100.0
JUL 0.048 5.0 8.0 0.6 20.0 100.0
AUG 0.04666 5.0 8.0 0.5833 20.0 100.0

* A1l values in thousand CFS
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FLDMX1

FLDST?Z

FLDMX2
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9.0 feet

19.0 feet
"12.0 feet

35.0 feet

~ The calendar section within RESMOD requires data which (1) gives

the number of -the day; i.e., Monday = 1, etc., which corresponds to the

first day of the month and (2) the dates of any non-weekend holidays

during each month, with a maximum of two allowed. Table VIII lists the

data for KAL(M,N) used for the optimization period. The input variable

KAL(M,3) stores the date of the second non-weekend holiday in a month,

TABLE VIII

"DATA FOR CALENDAR SECTION

Month

Number of First Day

Date of First Non-Weekend

of the Month Holiday

SEP 70 2 7
ocT 4 12
NOV 7 11
DEC 2 25
JAN 71 5 1
FEB 1 15
MAR 1 0
APR 4 0
MAY 6 31
JUN 2 0
JUL 4 5

- AUG 7 3
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if such exists. During the period selected, none of the months contain-
ed more than one such holiday and KAL(M,3) is not used (data field left
blank). |

Performance Index and Miscellaneous Data

When MODIPI = 1, the performance index is evaluated as a weightgd
sum (with weighting coefficients W1-W6) of the normalized benefits for
reservoir-area visitation (W1), below dam visitation (W2), water quality
(W3), navigation benefit (W4), flood penalty (W5) and power benefit (W6).
Six different optimization runs were made using various values of these
coefficients. Details will be presented later in this chapter.

~When MODIPI = 3, the performance index simply sums the total number

of visitors and no Weighting coefficients are used. When the MODIPI is
2, the performance index sums the revenue produced by power generation
using the following rates for base demand, purchased‘energy and dump
energy:

REVDEM = $9.00/mwh

REVBUY = $6.00/mwh-

REVDMP = $2.00/mwh

When MODIPI = 4, the performance index sums'revenue and visitors

~ with weighting coefficients W7 and W8, respectively. Other data include:

NMON = 9 (September is first month of data)

NDBUG = 0 (No special debug prjnt-statements desired)
LIST = 3 (Monthly output data on forward run desired)
NTOTSG = 12 (Twelve months to be run in the optimization)

DAILY = -

0 (No daily hydrologic data will be used)
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Calibration of the Tenkiller Model

To determine if the reservoir model will faithfully reprodﬁce the
hydrologic and electrical generation mechanisms of the Tenkiller reser-
voir project, a calibration run is necessary to "tune" the model to
actual data. By running RESMOD alone (no optimization) with the given
monthly inf]éw data and energy demand controls (U) equal to the actual
monthly energy generated by Tenkiller from September 1, 1970 to August
31, 1971, the pool elevations predicted by the model can be compared to
 the actual elevations reported by the Corps of Engineers.

RESMOD has no feature by which specific spill amounts can be con-
trolled by the user. Therefore, to simulate the spill conditions during
October and November of f970, reductions were made in the inflow data
for those mdnths so that the net water évai]ab]e to the reservoir for
generation would be the same. Since the generating units are assumed to
operate at the maximum efficiency points on the power-discharge curves,
an input controllable variable (EFF) is used to reduce the overall effi-
ciency of the generators to practical values. This variable, as now
used in the program, remains fixed during all months of interest.

Several runs were made starting with the initial pool elevation of
622.9 feet MSL with EFF vérying from 92% to 97%. A value of 93% produced
an average monthly error in the predicted pool elevation of 0.71 feet
over the twelve month period with the largest monthTy error being 1.45
feet occurring at the end of February. The error at the end of twelve
months was 0.62 feet. Al1 optimization runs discussed Tater in this
chapter used the inflow data of Table II and a value of 93% for EFF.

However, after the optimization runs were complete, an error in the
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inflow data was found. Corrected data was provided by the Tulsa Dis-

trict Office and a second calibration run was made with EFF = 92.2% giv-
ing the results shown in Figure 22. The average monthly error, largest
error and fina]verror were found to be 0.451 feet, 0.86 feet and 0.68
feet, respective]j. These values indicate an improvement over the first
calibration run, but since only small differences were observed in the’
va]ﬁes'Of final pool elevation and total visitors predfcted,.the optimi-
zation studles were not rerun, |

Better than expected accuracy was found in the pred1cted value of

above-dam visitors (total v1s1tors less downstream visitors) attracted to
the reservoir project during the twelve-month period. Based on the

first calibration run, the following comparisons can be made.

Category "~ Model Prediction Actual Corps Data
Land-Based Visitors 955,838 917,224
Wateerased Visitors 1,441,864 1,440,276
Total Visitors 2,397,702 ‘ 2,357,500

The percent error in total visitors is only 1.7%. It should be noted
that large errors.were seen during some months.due to the fact that the
model assumes "average" weather conditions for each month and if unusual
weather conditions exist; the model cannot beAexpectéd to accurately pre-
dict visitor values. Over a period of twelve months,fthese weather con-
~ditions "average out" and the model predicts more satisfactorily.

The calibration run fbrced the model to generate the same amount of
energy actually produced by Tenkiller during the twelve month périod;
namely, 133,660 megawatt hours. Using the value of $9.00/mwh for gener-
ated base demand, a revenue of $1,202,940 can be expected from the actu-

al run. These values will be compared to values obtained later in
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severa] optimization runs. In all of the runs discussed below, the
generatqr_efficiency EFF is set equal to 0.93 so that such comparisons

will be valid.
Normalized Benefit Optimization Runs

The monthly performance index is the sum of six benefits. The bene-
fits from reservoir visitation, downstream visitation, water quality,
navigation, power, and the flood penalty, are each multiplied by a
weighting factor W1 through W6 and summed to produce the monthly normal-
ized performance index. To determine the effect of each of these bene-
fits separately on the management strategy, a group of optimization runs
were made as follows: |
1. A "standard” run with equal weights on all benefits
(reservoir and downstream visitation considered together
as the tota] recreation benefit). Thus, W1 = W2 = 0.5
and W3 = W4 = W5 = W6 = 1.0.

2. A run to maximize the recreation benefit only:
W1 = W2 = 0.5 and all other W's = 0.

3. A run to maximize the water quality benefit only:
W3 = 1.0 and all other W's = 0.

4. A run to maximize thé navigation benefit only:
W4 = 1.0 and all other W's = 0.

5. A run to maximize the flood benefit (minimiie the flood
penalty) only: W5 = 1.0 and all other W's = 0.

6. A run to maximize the power benefit only:

W6 = 1.0 and all other W's = 0.
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The "standard" or so-called "unity-weighting" run produced the pool
elevation trajectory shown in Figure 23. As can be seen, the trajectory
remains below the actual pool elevation during the high inflow months,
indicating higher genekation, then remains higher than the acfua] eleva-
tion until the summer months when again, héavy generation is displayed.
It should be noted that each benefit (exéept power)'can contribute a
maximum value of one to the performance index each month under the nor-
malized index. The power benefit however can exceed one when overgener-
ation of the demand occurs. Thus the trajectory for unity weighting
displays concern for visitation during the early spring months, but
overgenerates the last few months to raise the performance through the
power benefit. The model cannot "see" the consequences of leaving the
pool elevation at a Tow level at the end of August. The total benefit
produced in the standard run is 43.4266. The maximum possible is 48.0
plus any benefit from overgeneration of the monthly energy démands.

This standard run is presented in detail 1n.the Appendix.

Run Number 2 to maximize recreation is also shown in Figure 23.

In this case visitors above the dam have the same weight in the perfor-
mance index as do the visitors below the dam. As expected, the pool
elevation tends to remain close to 630 feet MSL. This is due to the
month]y visitor curves which produce optimum values around this eleva-
tion. Also, the model sees no requirement to meet the energy demand.
October, November and May (which are large inflow months) are the only
months during which demand is generated. The elevation rises sharply
in October and November due to the large inflows. During these months,
visitation will be poor any so the model discharges as much as it can

to bring the elevation close to 630 feet by the end of December.
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The recreation performance for this run was found to be 10.497,
compared to a value of 9.957 produced by the previous "standard" run
when all benefits were considered. Thus as expected, the "standard"
unity weighted total benefit. Note that the maximum value of recreation
benefit is 12.0; one unit per month. Thus recreation during July is
given the same value as in January. Later, an optimization run will be
considered which maximizes the total number of visitors during the
twelve-month period.

‘Run Number.3, which maximizes the water quality benefit, displays
‘an interesting elevation trajectory as shown in Figure 23. Recall that
,the}weighting of dissolved oxygen within the water quality index is 100
times the weighting of dissolved solids and temperature. Thus’the opti-
mal generation and attendant water releases will be determined on the
basis of the D.0. produced in the first reach, terminating at Gore.
Referring to Table VI, it is clear that the D.0. of the reservoir dis-
charge is less than the D.0. of the intervening flow. Furthermore, the
desired D.0. level is taken to be the saturated D.0. level at the average
downstreambtemperature. Therefore, any power discharge, however small,
reduces the water quality benefit.

Examining the optimum water quality trajectory in Figure 23, the
model generatés at a Tow level in September, but is forced to generate
during October and November due to the large inflows and the fact that
RESMOD automat1ca11y generates 24 hours a day when the pool is above 633
feet. For the remaining months of the year, the D.0. levels of the dis-
charge during December through March are much higher than those during

April to August. (See Table VI). Thus the reservoir will discharge
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water through high Tevels df generation from December through March to
provide storage for inflow during the period April to August when very
little discharge is seen in Figure 23. The optimum water quality bene-
fit value found in this run was 8.241 while the standard unity weight

run produéed a value of 7.62. Again, the maximum possible value is 12.

FigUre'24 shows the optimum trajectory for run Number 4, using
only the navigation benefit model. The values of the intervening flows
~below the dam and below Gore at the.Arkansas River given in Table II
“essentially determine whether or not the reservoir discharges water by
generation. For example, the intervening flows are both small during
April and the navigation trajectory shows a higher generation than any
of the other trajectories during that month. Recall that the optimum
range (unity value) of the navigation curves extend over wide ranges of
flow values and thus high benefits are produced regardless of the
specific power releases. Thus little difference is seen in the naviga-
tion benefit of this run (11.148) versus the unity weighting run
(11.139).

The trajéctory for run Number 5, in which the flood benefit is maxi-
miéed, is also shown in Figure 3. The flood penalty curves allow a wide
range of flow values before penalty (negative values of benefit) are
imposed. The trajectory in Figure 3 shows that the model generatés as
little as possible during all months but holds the pool e]evation below
633 feet where RESMOD faces 24_hour generation and large power releases.
The penalty produced for this run was -0.506 while the penalty produced
by the unity weighting run was only s]ightly higher (more severe) at

-0.512. The maximum penalty which could be imposed is -48.0. Thus,
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almost perfect flood control was achieved in both runs, according to
the model used.

The trajectory for run Number 6 is also shown in Figure 3. This
run maximized the power benefit. Recall that a benefit value of one is
given each month the demand (what Tenkiller actually generated) is pro-
duced. Thus the benefit curve awards the same value in November when
21,100 mwh are generated as it does in October when only 1,687 mwh are
generated. Extra benefit is obtained, however, when overgeneration of
the demand occurs in any month.

As can be seen in Figure 3, the power benefit trajectory shows that
most overgeneration occurs after April 1, when the energy demand levels
are reduced from those seen during the winter. It is expected that the
pool elevation should be drawn completely down to the bottom of the
power pool at 595 feet, rather than finishing the run at about 603 feet.
This can be explained by the fact that the maximum exercising control
issued to RESMOD by OPTMZR during the backward stepping optimization
from the grid elevations is restricted to 150% of the energy demand
(Tenkiller actual generation). Thus the model does not "see" the
benefit of extremely large energy generation values during the optimiza-
tion process. This 1imit on the exercising control is not imposed in
later runs where revenue and total megawatt-hour production are
maximized.

The maximum power benefit produced by this run is 15.48 while the
unity weighting run produced a power benefit of 15.21. Note that both
of these values are greater than the benefit of 12.0 which can be attri-
buted to the calibration run approximating the actual Tenkiller opera-

tion during the twelve-month period of interest.
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This completes the series of six normalized benefit optimization
runs. These runs demonstrated the use of the multi-purpose performance
index and the effect of the individual benefits on the regulation strate-
gies. The next series of four runs involve special performance indices
designed to look at the trade-off between energy revenue and recreation

and to find the maximum energy regulation strategy.
Optimizations of Revenue, Visitors and Energy

One purpose of the optimization package is to facilitate the quan-
titative examination of the trade-off between power and recreation
benefits. An important question is, "How many visitor-days are lost by
improper use of the water for energy production?" There is a need for
evaluating the ratio of dollars of revenue to visitor-days produced by
varying regulation Strategies. These questions are partially answered
by the simulation results to follow.

The trajectories of the several runs are displayed in Figure 25,
In the run to maximize the number of visitors, the performance index
simply summed the daily visitors in the land-based, water-based and
downstream categories. As can be seen, the pool elevation remained
vre]atively fixed at about 630 feet after the large inflows in October
and November were dealt with.

The run to maximize revenue and the run to maximize the total energy
aré interesting to compare. The revenue trajectory displays the fact
that generation of the specified demand (actual Tenkiller generation)
produces revenue of $9.00/mwh whereas overgeneration (dump energy) pro-
duces on]y_$2.00/mwh.- Thus the model distributes the extra energy

available over the total optimization period so that the monthly demand
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can be generated every month. On the other hand, the maximum energy
trajectory operates at a high elevation for as long as possible to con-
serve water. Then, during the last three months, the model uses all of
- the available power pool to maximize the total energy prbduced.

For the final run, the revenue and visitors were weighted and

sdmmed together as follows: |

PI = § of Revenue + 0.526 Visitors
The weighting coefficient was found by taking the approximatebaverages
of the dollars of revenue produced by the maximum revenue and maximum
visitor runs and dividing this average by the average number of visitors
produced in these same two funs. This has the effect of giving apprdxi-
mately equal weighting to revenue and visitors in the performance index
PI. The trajectory for this joint performance index is shown in Figure
25 and, as can be seen, the pool elevation remains well above the actual
pool e]évation reported by the Corps of Engineers.

Table IX summarizes the'significant results obtained from the sev-
eral optimization runs. A rather surprising conclusion which can be
drawn is that a maximization of visitors does not reduce energy revenue
significantly and energy production (mwh) is actually increased. Pulling
the reservoir down to the bottom of the power pool produces only $116,500

~in extra revenue over that obtained when maximizing visitors. However,
941,000 visitors are lost. This figures out to be about 12.5 cents of
energy revenue gained for each visitor lost; an insignificant gain.

- Furthermore, the final pool elevation on the maximum revenue trajectory

is unacceptable.
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SUMMARY OF RESULTS FOR MAXIMUM REVENUE, ENERGY AND VISITOR RUNS

Total Final Pool
Total Energy Total Elevation
Type Run Visitors Revenue MWH (Feet MSL)
Calibration Run 2,535,300 $1,202,900 133,660 621.27
(Approximates
Corps Data)
Max Visitors 2,729,100 $1,156,800 139,708 629.23
Max Revenue 1,788,100 $1,273,300 168,834 595.22
Max Rev. + 2,702,600 $1,195,500 144,740 625.18
0.526 Vis.
Max Energy 2,303,100 $1,126,100 175,970 595.10




CHAPTER V
SUMMARY AND CONCLUSIONS
Introduction

The primary objective of this research was to develop a multi-
purpose benefit model for dynamic reservoir regulation. The principal
tools used in the project fall within the systems science discipline and
involve mathematical modeling, computer simulation and optimization
theory. A comprehensive, integrated and flexible computer package is
now available for use in a wide range of reservoir regulation studies
where multi-purpose benefits must be considered.

The project development made use of existing reservoir model
(RESMOD) which has proved quite accurate in reproducing elevation/inflow/
energy generation data over time periods of up to a year in length.
Actual data for the physical characteristics of the reservoir basin and
the turbine-generator units can be used in the model. Hydrologic input
data for RESMOD can be supplied on a daily or monthly basis and the model
predicts daily pool elevation, power discharge given a specified energy
amount to be generated. Spill releases are controlled by rules dictated
by the user.

The total regulation optimization package consists of the reservoir
model subroutine RESMOD, the benefit model subroutine BENMOD and the
optimizing subroutine OPTMZR. The subroutine BENMOD uses daily values

of pool elevation, power discharge, spill releases and generated energy
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to evaluate benefits of recreation, downstream water quality and naviga-
tion and power generation. Additionally, a flood penalty is calculated
from stage values predicted at two downstream control points. A perfor-
mance index sums one or more of the several benefits, weights each
according to the user's instructions, and supplies this sum to the sub-
routine OPTMZR.

The optimization procedure is based upon the dynamic programming
algorithm under which the reservoir and benefit models ére exercised
from selected pool elevations each month. The subroutine OPTMZR deter-
mines the generated energy value each month which maximizes the benefit
performance index and provides these values and the resulting pool ele-
vation time trajectories to the user. The user provides a starting
elevation for the reservoir and instructs the program to optimize the
regulation strategy over any number of months from two to twelve, inclu-
sive.

The total optimization package was demonstrated using past data from
Tenkiller Ferry Reservoir. Optimum regulation strategies were found for
a twelve-month period from September, 1970 to August, 1971. A variety of
optimization runs were made using the basic data for this period. These
included runs to individually maximize visitors, energy revenue, energy
and measures of navigation, water quality, recreation and power benefits.
A run to minimize flood penalty was also made, as well as several runs

combining various benefits.
Results and Conclusions

Prior to execution of the optimization runs, a calibration run of

the reservoir and benefit models was made. The predictions of pool
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~ elevations and visitor-days were well within eXpected accuracy limits.
When the reservoir_mode] was provided the initial pool elevation on
September 1, 1970 and the actual inflow data and energy generation data
for the twelve-month period under study, the model predicted end-of-
month pool elevations with an average error of 0;451 feet, which repre-
sents oh]y 2.1% error of the total e1evatibn range of 20.71 feet expér-
“ienced by Tenkiller during tﬁe year. These results are based on the
second calibration run using corrected iﬁflow data provided by the
Tulsa District Office.

A second test of the model was made during the calibration run by
. comparing the predicted number of visitors during the year with actual
Corps of Engineers data for Tehki]]er. The model predicted the reported
above-dam visitor value within 2%, which 1ikely is within the accuracy
of the data itself. Errors in the prediction of individual months were
sometimes large, but these can be attributed, in most months, to unusual
weather conditions, not "seen" by the model. The visitation model as-
sumes "average" weather conditions for each month; Modifications to im-
prove the recreation model are discussed at the end of this chapter.

Two grbups of optimization runs were made. The first group made
use of the so-called "normalized" benefit variables. These variables
allow a maximum value of one to be attribﬁted each month to each of the
benefits of recreation, water quality and navigation. The power benefit
is set equal to one if the given monthly demand is generated plus 25%
of this benefit for overgeneration. The flood penalty is zero until
flood stage, then a negative value is added to the other benefits as
the stage variable increases. At extreme flood conditions, all other

benefits are cancelled. Each benefit (or penalty) was optimized
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separately and the regulation strategies were compared with a standard
run in which all benefits were equally weighted.

In the second set of optimization runs, the performance index was
specially modified to exercise the trade-offs between the power and
recreation benefits. Optimum regulation strategies were evaluated to
maximize (1) total yearly energy produced, (2) total revenue, (3) total
visitor-days and (4) a weighted sum of revenue and visitor-days. The
general conclusion is that revenue is not adversely affected by maximiz-
ing the recreation benefit and that the revenue/visitor-day exchange
factor between maximizing revenue or maximizing visitor-days is only

about 12 cents per visitor for the period of record used in the study.
Recommendations For Further Study

This research project has yielded a collection of models within an
integrated framework which allows optimization studies of reservoir
regulation strategies. A fundamental premise in system modeling is that
no model is ever exact. Therefore, it follows that further research and
development effort can usefully be directed at improving each of the
models in the optimization package.

Although the reservoir power generation section of the package
appears to operate with little error, an improved efficiency parameter
should be developed which depends upon the size of the monthly energy
control. When the monthly energy control is small, the generators under-
go more start-stop cycles per thousand mwh of energy produced and the
overall efficiency should be lowered to reflect this. The present model

uses a constant generator efficiency value for all months.
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Several future studies can be suggested for the recreation model.

The basic four-point visitor curve used in the present model appears to
"have potential for accurate prediction but a calibration method for find-
'1ng the ordinates of the points on the curve from visitor data should be

developed. The method should correct for weather conditions and pool
elevation values simu]taneous]y. Other fesearch has attempted to uti-
lize statistical data and mu]tip]é regressidn to develop.a correlation
between pool elevation and visitation with no success [15]. However, if
a.modei such as the'four point curve is proposed for the relationship
between pob] elevation and visitation, better correlation might result.

Another improvement in the recreation model will be to provide a
reduction in the predicted visitors in those months when the inflow is
higher than normal; indicating possible rainfall and inclement weather.
Conversely, the predicted visitor values should be increased when the
inflow is. below normal. A close examination of the calibration run
resu]ts,shdws'that many oi the monthly errors in visitation prediction
would be reduced with this modification.

The water quality model is probably overdeveloped at the present
time in so far as Tehki]]er is concerned. The Illinois River below
Tenkiller Dam does not exhibit serious water quality problems at the
preseht fime. The major problem in fully implementing the water quality
model at any given reservoir will probably be a lack of data to calibrate
the model for all seasons and flows.

One activity of the edr]y research which did not extend into the
program development and the Tenkiller demonstration is the fish spawning

model. This is an important part of the long-term recreation benefit at
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most reservoirs and deserves high priority in future vérsions of the
optimization package.
In its present form, the downstream model is not adequate to opti-
_mizé flood routing strategies. The modei development Was oriented toward
| long-term benefits wifh the shortest computational interval beihg one
day. Therefore,‘a substantial increase in computation timé will occur
~if the basic time interval is reduced to one'hour, or even two or four
hours. The ihc]uéion of time lags or differential equation models of
‘downstream reaches will require special treatment of initial conditions
on the reaches when the backward stebping'optimization.process is under-
- way.
" The most important idea that can be contributed at the conclusion
of this research is to use the optimization package in a meaningful way
to improve the regulation of Tenkiller. It appears that the strategy
used by the Corps of Engineers during the twelve month period from
September, 1970 to August, 1971 was not optimaT in terms of energy pro-
duction or recreation. From the data presented in Table IX on Page 104,
twb of the optimization runs (maximum visitors and maximum revenue +
'visitors) left the pool elevation higher on August 31, 1971, produced
higher recreation visitation and generated more energy than was reported
by the Corps. A simple project is therefore proposed:
1. Based on historical data, establish monthly average inflows for
- Tenkiller oVer a twelve month period. The average inflows for
the first two or three months could be adjusted wifh recent in-
flow data from the immediate past few months.
2. Using these predicted inflows and the present pool elevation

for Tenki]]er, use the computer package to establish the
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optimum regulation strategy (target pool elevations) for the
next twelve months. Operate the reservoir to meet, if possible,
the target pool elevation at the end of the first month. Ad-
justments‘cou1d be made for unusual inflows during the first
month by re-running the optimization wfth the new inflow data.

At the end of the first mdnth, new predictions of inflows for

“the next twelve months are made and used with the then current

pool elevation value in a new optimization study which will
yield a new set of poo1>e1evation targets for the following
twelve months.

The pfocess is repeated monthly. This simple project would
demonstrate the computer package developed in this project by
making effective use of past historical inflow data.to calcu-
1§te future regulation strategies on a real-time month-to-

month basis.

There may be some hesitation to experiment with Tenkiller regulation

in this fashion and thus a similar, but synthetic, appreach is proposed:

1.

Select any twelve month period in the past and use Tenkiller
inflow data prior to this period for establishing the predicted
inflows to be used in the optimization.

Fach month, use the actual inflow with the reservoir model and

‘operate the model to follow the pool elevation targets calcu-

lated from the optimization using historical data.
Re-optimize each month with new predictions of the inflows.
Continue this process for a twelve month period and then com-
pare the energy produced, visitation and final pool elevation

with actual values from Corps data.
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APPENDIX
OPTIMIZATION PROGRAM USER GUIDE

The reservoir optimization package developed in this study is
written in Fortran IV-G. The program was run on an IBM 360/65 computer
- at the Oklahoma State University Computer Center. Due to differences in
.computer syétems the user should review the control cards and data for-
mats Osed by this system before attempting to use this prdgram. The
entire deck plus data cards totals 1704 cards. The data consists of
~156_cafds basedvon 12 months of data.

The user can control various optimization, output, and performance
index options within the program through eight control variables. These
variables and the options associated with each are now discussed.

‘The NMON variable identifieé which calendar month is associated
with the firstvmonth in the'data set. By chdosing a month number between
1 and 12 (September = 9, etc.) the user tells the program how to 1abe1
output results with the proper month name.

The NDBUG variable controls debug output informqtion from the RESMOD
subroutine. The output is used for checking fhe operation of the'RESMQD

subroutine. (See program 1listing).

It

NDBUG = 0 : No debug output printed.

NDBUG

1 : Debug output printed.
The LIST variable controls the type of output format provided by

the program as follows:
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LIST = 1 : Output of monthly summaries for every run in
the optimization phase plus monthly summaries
for the forward run.
LIST = 2 : Output of LIST = 1 plus daily data on all runs.
LIST = 3 : Output of month]y‘summaries for forward run only.
LIST = 4 : LIST = 3 output plus daily data on forward run.

No matter what vafue for LIST is used, all runs will oufput the PSTAR
and USTAR maps at the end of each month during the optimization phase
and a summary of.the total optimization will appeaf at the end of the
program output. Details of the output appear in Chapter II.

The MODIPI variable controls the perfbrmance index to be optimized
as follows:

MODIPI : Performance index sums the reservoir and down-

3]
f—

stream visitation, the water quality benefit,
the navigation benefit, the flood penalty, and
the generation benefit all with weighting

factors.

]
N

MODIPI : Performance index is equal to the total energy
revenue.

L MODIPI : Performance index sums the reservoir and down-

1]
‘w

-stream visitors.

: Performance is set eqUa] to the sum of MODIPI =

I
S

- MODIPI
2 and MODIPI = 3 with weighting factors.
The input variable NTOTSG designates the total number of months of
data to be read in. |
DAILY determines whether daily data on inflow, evaporation and-down-

stream intervening flows will be read in and used by RESMOD.
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DAILY = O : Monthly data'only.

DAILY

u

1 : Monthly and daily data.

Note that month]y'data mg§§_5e supplied to the program even when
daily hydrO]ogic data is supplied.

. MSTRT is the stage number at which the optimization procedure is to
sfart. MFIN is the stage number at which the optimization procedure is
to finish. These stage numbers do not necessarily correspond to the
calendar month numbers but rather correspond to the data set number.

The example run listed in Tables XIIi and XIV optimizes for twelve months
ffom September'to and including August. The first month in the data set
is September,and the twelfth month is August. In this case, NMON = 9,
MSTRT = 1 and MFIN = 12.

The package will allow from two to twelve months of data to be read
in.' Monthly data alone or monthly data wfth daily hydrologic data for
RESMOD can be used. ‘A]thoughlsome read stafements in the MAIN pfogram
show a cababi1ity to read in data for up to four different reservoirs,
the total package is restricted to optimizing only one reservoir and
~ only one set of such data should be supplied. Table X shows the con-
| structibn of the data deck for one reservoir. In the table, the count-
ing variable JJ refers to the reservoir number (always 1) and the
variable J refers to the monthly data set number (1 through NTOTSG).A

Table 'XI provides a 1ist of all variables used in the program. For
convenience; the 1ist has been separated into parts corresponding fo the
various subroutines. Table XII contains a 1listing of the entire opti-
mization package.

A sample optimization run is included for reference. This run

cdrresponds to the so-called "standard" run discussed in Chapter IV.
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The data for this run is listed in Table XiII and the output correspond-
ingvto LIST = 3 is given'in Table XIV. This run was made from a FORTRAN
- source deck and the total compile and exécution time was 1 minute,

14.6 seconds on the IBM 360/65. .An objéct deck will reduce the run time
by about 40 seconds. Input/output time is Tow; being about one minute

_ fof card readfng and printer Operétion. The approximaté numbef of pages

of output for LIST = 3 is about 7 pages, when the program is not listed.
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Sequence .
- No.

Number

of

Cards

Program Variables

Format

1.
2.

> W

10.

11.

12.

] N

1

to 3

or 2

to 3

to 3

to 3

'NMON, NDBUG, LIST and MODIPI
.NTOTSG, DAILY

MSTRT, MFIN

MD(J), number of days in
each month '

PD(J), monthly energy demands
in MWH, four to a card.

INFLOW(JJ,J), monthly average
inflow in thousands of CFS,
eight to a card.

PANEVP(JJ,J), monthly pan

evaporation in feet

ITVFL1(JJ,Jd), monthly average
intervening flow just below dam
in thousands of CFS, four to a
card.

ITVFL1(JJ,J), monthly average

-intervening flow just below

control point 1 in thousands of
CFS, four to a card.

EFF(JJ), efficiency of generatbrs
in decimal function form, one
value read. ‘

ADTIM(JJ), hours in one day before
an additional generating unit is
added, one value read.

TPP(JJ,J) and BPP(JJ,J), monthly
values of top and bottom of the
power pool, in feet MSL, four

monthly TPP, BPP pairs per card.

1213
12,7X,12
12,7X,12

1213

4£20.7

8F10.0

4£20.7

4£20.7

8F10.0

8F10.0

8F10.0
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Sequence
No.

Number
of Cards

Program Variables

Format

13.

14,

15.

16.

17.

18.

19.

20.

1

ELST(JJ), starting elevation for
the reservoir at the first month

. of interest, in feet MSL, one

value read only.

DISPT(JJd,1) and DISPT(JJ,2),
upper discharge control points,
in feet MSL, two values read;
values must 1ie between TPP and
the highest grid elevation GRD(5)
DISPT(JJ,1) < DISPT(JJ,2)

NUNIT(JJ), number of generating

units at the reservoir, one value

read.

ELINC(JJ,JX), elevation increment,

in feet, to be deducted from pool

elevation for each additional unit

added, one less value than NUNIT.
FRAC(JJ,J) J=1,2,3., fraction of

inflow to be discharged (including

spill) when pool elevation is

between TPP and DISPT(JJd,1), (J=1);
DISPT(JJd,1) and DISPT(JJ,2), (J=2);
-above DISPT(JJ,2), (J=3), three

values read.

GRD(J), J = 1,5. pool elevation
grid points for use by OPTMZR,
in feet MSL, five values read,
GRD(1) < BPP < TPP < GRD(5).

MWHMIN(JJ), minimum number of MWH
to be generated each day, one unit

must be able to generate this
value in fewer hours than ADTIM,
one value read.

ELRES(JJ,J), elevation values
from the reservoir elevation-
volume curve, in feet MSL, 24

_values, 8 to a card.

8F10.0

8F10.0

1213

8F10.0

8F10.0

5E10.5

4E10.3

8E10.5
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TABLE X (Continued)

Sequence
No.

Number

- of Cards

Program Variables Format

21.

22.

23.

24.

25.

26.

27.

28.

29.

3

VRES(JJ,Jd), volume values corre- 8E10.5
sponding to ELRES values, in

thousands of acre-feet, 24 values,

8 to a card.

STAGE1(JJ,J), stage values from . 8E10.5
stage-flow curve at control point .
1, in feet, 24 values, 8 to a

card.

DISST1(JJ,L), flow values corre- - 8E10.5
sponding to STAGE1 values, in
thousands of CFS, 24 values, 8

to a card.

| STAGE2(JJ,J), stage values from 8E10.5

stage-flow curve at control point
2, in feet, 24 values, 8 to a
card.

DISST2(JJd,L), flow values corre- 8E10.5
sponding to STAGEZ values, in

thousands of CFS, 24 values, 8 to

a card.

DISPWR(JJ,J), discharge rate 8E10.5
values from the tailwater-

corrected maximum efficiency
elevation-discharge curve for one

unit, in thousands of CFS, 8

values. '

ELRESD(JJ,L), pool elevation 8E10.5
values corresponding to DISPWR '
values, in feet MSL, 8 values.

HPRES(JJ,J), horsepower values 6E10.5

"from the tailwater-corrected max.

efficiency elevation-power curve
for one unit, in thousands of
horsepower, 6 values.

ELRESP(JJ,L), pool elevation 6E10.5
values corresponding to HPRES '
values, in feet MSL, 6 values.
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Sequence
No.

Number

of Cards

Program Variables

Format

30.

31.

32.

33.

34.

- 35.

36.

37.

38.

2

6 to 36

6 to 36

2 to 12

_2 to 12

" TAIL(JJ,J), values of tailwater

rise, in feet, due to spill when
all units are operating, 16
values, 8 to a card.

 SPILL(JJ,L) values of spill

discharge rate corresponding to
TAIL values, in thousands of CFS,
16 values, 8 to a card.

BN(M,N), the recreation model
parameter array, 24 values for
each month, 8 values to a card.

LOWEL and HIGEL, Towest and
highest pool elevations.used in
visitor-elevation curves, two
values.

WQ(M,N),. the water quality para-
meter array, 3 cards per month,

8 values/card for first and second

cards and 4 values on the third
card, 20 values/month.

ALPHA1, ALPHA2, ALPHA3, water
quality weighting factors for
D.0., D.S. and temp.; RETM] and
RETM2, reach times for reaches
1 and 2 in D.0. model, in days.
RETM2 = 0.0 or Tleft blank
inhibits WQ model for second
reach. '

NAV(M,N), parameter values in
thousands of CFS for navigation
model, 1 card/month, 8 values/
card.

FLDST1, FLDMX1, FLDST2, FLDMX2,

- parameter values for flood

penalty model, four values, in
feet of stage height.

KAL(M,N}, N =1, 2, 3, data
for calendar section, 1 card/
month, 2 or 3 values/card.

8E10.5

8E10.5

8E10.2

2E10.3

8E10.3/
8E10.3/
4E10.3

5F10.3

8E10.3

4ET0.3

315



TABLE X (Continued)
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Number

Sequence .

No. of Cards Program Varjab1es Format

39. 1 REVDEM, REVBUY, REVDMP, rates 3F20.3
for demand energy, purchased energy

‘ and dump energy, in dollars/MWH. |

40. ] W1 through W8, weighting coeffi- 8E10.3
cients for the performance index.
NOTE: The following cards read
only if DAILY = 1.

41, 8 to 48  DINFLO(JJ,J,JX), daily average 8F10.3
inflow, -in thousands of CFS, read
sequentially by day for each
month, start new month on new card.

42. 8 to 48  DPANEV(JJ,J,JX), daily pan evapor-  8F10.3
ation, in feet, read as DINFLO. :
DITFL1(JJ,J,JdY) and DITFL2(JJ,J,JY), 8F10.3

43.

16 to 96

daily average intervening flows
below dam and below first control
point, respectively, in thousands
of  CFS, both DITFL1 and DITFL2 read
in before month increments. '




MAIN Program

NSTAGE
KK

NMON

NDBUG

LIST
MODIPI
NTOTSG
| DAILY
MSTRT

MFIN

- MD(J)
PD(J) -

~ INFLOW(JJ,J)
PANEVP(JJ,J)
EFF(JJ)
ADTIM(JJ)
TPP(JJ,d)
BPP(JJ,J)
ELST(JJ)
DISPT(JJ,J)
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TABLE XI |
PROGRAM VARIABLE LIST

Variable set by MAIN to control certain DO
statements in read in of data.

Variable set to 1 to 1imit this program to one

reservoir usage.

Variable corresponds to number of month of
beginning data to provide for proper month
printout in outputs.

Internal decision variable for extra data
output from RESMOD.

Output option control variable.

Optimization option control variable.

Total number of months of data to be read in.

Option variable for read in of daily data.

First month number of interest of data set
for optimization.

Last month number of interest of data set
for optimization.

Number of days per each month.
Monthly energy demand.

Average daily inflow rate per monfh.
Avefage daily evaporation per month.

Generator efficiency.

Number of hours before additional units used.

Top of power pool per month.

Bottom of power pool per month.
- Starting elevation

- Upper discharge control points.



© NUNIT(JJ)
ITVFL1(Jd,3)

CITVFL2(3d,9d)
FRAC(JJ,J)

GRD(J)
MWHMIN(JJ)
ELRES(JJ,d)

VRES(JJ,Jd)

 STAGET(Jd,d).

DISST1(dd,L)

' STAGE2(JJ,J)

DISST2(JJ,L)

DISPWR(JJ,J)

"ELRESD(Jd,L)
HPRES(3d,d)
TAIL(3J,J)
SPILL(JJ,J)

BN(M,N)
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TABLE XI (Continued)

Total number of units per reservoir

Month]y average intervening f]ows after
DISPT(JJ,1).

Monthly average intervening flows after
DISPT(JdJ,2).

Fractional portions of inflow rates for
discharge above TPP(JJ,Jd).

Grid point elevations.

Minimum daily energy generation.

Elevations corresponding to points. from

elevation-volume curve.

Volumes corresponding to points from
elevation-volume curve.

"'Stages corresponding to points from stage-
~ flow rate curve at control point one.

Flow rates corresponding to points from stage-
flow rate curve at control point one.:

Stages corresponding to points from stage -flow
rate curve at control point one.

Flow rates corresponding to points from stage-
flow rate curve at control point one.

Power discharge rates corresponding to points
from the discharge rate - elevation curve.

Elevations corresponding to points from the
discharge rate - elevation curve.

Instantaneous horsepower corresponding to

- points from horsepower - elevation curve.

Tail water changes corresponding to points
from the tail water - discharge rate curve.

Spill discharge rates corresponding to points
from the tail water - discharge rate curve.

Recreation model data (see BENMOD variables).



LOWEL
- HIGEL

WQ(M,N) .

ALPHA1
ALPHA2
'ALPHA3

RETMT
RETM2
“NAV(M,N)
FLDST1
FLDMX1
:FLDST?
FLDMX2
KAL(M,N)
REVDEM
REVBUY

REVDMP

W
W2
W3
W4
W5
W6
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TABLE XI (Continued)

Lowest elevation for visitation curves.
Highest elevation for visitation curves.
Water quality model data (see BENMOD variables).

Weighting coefficient for D.0. in water quality
benefit.

Weighting coefficient for D.S. in water quality
benefit. :

Weighting coefficient for temperature in water
quality benefit.

First reach reach time variable.

Second reach reach time variable.

Navigation model data (see BENMOD variables).
Flood stage of first control point.

Maximum expected stage at first control point.
Flood stage at second control point.

Maximum expected stage at second control point.

. Calendar data (see BENMOD variables).

Dollars/MWH revenue for generating demand energy.

Dollars/MWH bought for difference between demand
energy and undergeneration of demand.

Dollars/MWH of revenue for generation above
demand. '

Reservoir visitation Weighting factor.

Downstream visitation weighting factor.

Water quality benefit weighting factor.
Navigation.benefit weighting factor.
Flood penalty weighting factor.

Generation benefit weighting factor.



w7 -
W -

Subroutine QPTMZR

DMD(12)
FLW(4,12)

ISUM -

JX . -

KMAX2 -

LHOLD _ -

LIST -
M -
MFN -

MST : -

MFIN -
MFINT -

MSTRT -
MSTART . -
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TABLE XI (Continued)

Revenue weightfng factor.

Visitors weighting factor.

Demands made available for output from OPTMZR.

Inf]ow rates made available for output fran
OPTMZR.

Integer variab]e‘for output of total unfraction-
ed people.

Counting variable for translation of stage to
month. :

Stage variable.

Maximum number of stages (equivalent to total
months).

KMAX - 2.
Variable used to key program branching.

Storage variable for 1ist (intermediate
variable).

Program output control variable.
Counter variable.

Month counter used on]y for output of month
names.

Month counter used only for output of month.
names.

Last month number of interest.

Corresponds to MFIN-used for stage to month
change. _

First month number of interest.

Corresponds to MSTRT - used for stage to month
change.



MON(12)

L
PM
PH
PRUN

: PSTAR(s,é)'
REV

REV1

SI(4)

SUM

SUMT

L

UM

UH
USTAR(12,5)

X(5)
.XI

Subroutine CRVFIT

A
B
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TABLE XI (Continued)

A]phame;ic names of months (i.e. SEP, OCT,
NOV ...).

Stage incremént variable.

Unmodified performance.

'Performance corresponding to UL after being

accumulated.

Performance corresponding to UM after being
accumulated. '

Performance corresponding to UH after being
accumulated.

Variable for accumulation of total run
performance.

Storage for current and post-stage performances.

Power revenue sent through 'COMMON' to OPTMZR.

.Accumulation variable for REV.

~Initial elevations per each reservoir.

Visitors sent through 'COMMON' to OPTMZR.
Accumulation variable for SUM.

Low control value from UHILO.

Medium control va]Ue from UHILO.

High control value from UHILOf

Stored optimum controls for all stages and
grid points. ‘

Grid point elevations.

Initial elevation at first stage..

First coefficient of second order curve.

Second coefficient of second order curve.



c -
p | -
u -

X1 -

2 - __
X3 .
1 | .
 Y2 -
Y3 -

Subroutine UHILO

~AVB -

AVT -

DMD(12) -
DMWH(12) -
DPR(4,24) -
DSCHG -
CE(12) -
EL .
Ev(4,12) -

ELD(4,24) .
ELP(4,24) -

ELRES(4,24) -
EFF(4) -
- F(12) -
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 TABLE XI (Continued)

Third coefficient of second order curve.
Performance value retukned to OPTMZR as "best".
Optimum control value corresponding to P.

UL value sent from OPTMZR.

UM value sent from OPTMZR.

UH value sent from OPTMZR.

PL value sent from OPTMZR.

PM value sent from OPTMZR.

PH value sent from OPTMZR.

Allowable volume change to bottom of grid range.

Allowable volume change to top of grid range if
top exceeded.

UHILO variable for demands.

‘Total monthly demands sent to UHILO.

Discharge data for use with FIT.

Discharge rate.

UHILO evaporation variable.

Elevation sent to UHILO from OPTMZR.
Maiﬂ'program evaporation per month.
Elevation data in conjunction to DPR(4,24).
Elevation data in conjunction to HPR(4,24).
Elevation data in conjunction to VRES(4,24).
Generator efficiency (per reservoir).

UHILO inflow variable (initially inflow rate -
changed to inflow volume).



FIT

~FL(4,12) -

GRD(5)
HP
HPR(4,24)
IPATH

K

MONTH
MSECS
'MODIPI

N
SECNDS

uL

UM

UH
UMAX
UMINIM
y ,
VM1
VM5

VRES (4,24)
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TABLE XI (Continued)

Binary search-linear 1nterp01at1on subroutine

used.

Main program inf]bw rate per month.

.Grid point elevations.
Horsebower variable.

- Horsepower data points for interpolation.

Internal variable indicating overgeneration.

Stage variable from OPTMZR to test for f1rst
stage

Variable from OPTMZR to determine grid elevation.
Data set month number.
Number of seconds in one-half month

In UHILO only used to by 1.5 demand constraint
on UH.

Counter variab]e.

Number of seconds of discharge to release AVB

‘or AVT.

Low control determined from AVT.

Medium control midway between UH and UL.

High control determined from AVB.

Maximum poSsibTe generation from given elevation.
Minimum generation controi.

Volume at elevation EL.

Volume at elevation GRD(1).

-Volume at elevation GRD(5).

Volume data points for interpolation.



Subroutine RESMOD

ACC
ADTIM(JJ)

BPP(JJ,d)
DADJIN

DAV

DAV1

DAILY

DIS

DISDMP
DISPT(Jd,1)
DISPT(3J,2)
DISI

DPDD

EL

EL1

EL2

EL3

ELC

ELINC (JJ,NJX)

ENERGY
EVAP
F1

F2
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TABLE XI (Continued)

Energy generated to date for the month.

Number of hours before addition of another
generating unit is added.

Bottom of the power pool.

Daily inflow rate.

Average daily inflow rate.

Variable for accumulating daily discharge rate.
Decision variable.

Power discharge rate.

Spill discharge rate.

First upper discharge control point.
Second upper discharge control point.
Total discharge rate.

Daily energy requirement.

Current elevation.

Elevation at beginning of month.
Elevation at beginning of day.
Elevation at beginning of day.
Modified elevation.

Elevation increment for modification of actual
elevation.

Daily energy generation.
Daily evaporation.
Flow rate at control point one.

Flow rate at control point two.



FRAC(JJ,1)

FRAC(JJ,2)

FRAC(JJ,3)
FIT

WP
HRS
INFLOT
INFLO2
IPOWER
IU
JMON

X

JXX

Y

.MD(J)

MDJ

* MON(J)
NDBUG
MWHMIN (JJ)
NJX

NMON

NDUMP

DISPT(dJ,2).
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TABLE XI (Continued)

Fraction of the ﬁnf]ow rate used as total
discharge rate between TPP and DISPT(JJ,1).

Fraction of the inflow rate used as total
discharge rate between DISPT(JJ,1) and

Fraction of the inflow rate used as total

discharge rate between above DISPT(JJ,2).

Function subroutine; binary search-linear
interpolation for general usage.

Instantaneous horsepower.

Hours necessary to meet dai]y energy requirement.
Daily intervening. flow at control point one.
Daily intervening f]ow‘at control point two.
Decision variable.

Number of generating units at the reservoir.

Number corresponding to the month (1-JAN,
2"FEB’ ¢ e e )

Number of generation units being used.

Number of generation units being used.

.Day counter.

Number of days in month J.

Number of days in the current mohth.

Array in which the month names are stored.
Decision variable.

Minimum daily energy requirement.

JdX-1

Number corresponding to first month of data
set where 1-JAN, 2-FEB, ...

Decision variable.



133

TABLE XI (Continued)

NUNIT(JJ) Number of generating units at reservoir.

PD(J) Monthly energy demand.

PO Instantaneous power.

S1 Stage height at control point one.

S2 Stage height at control point two.

TPP(JJ,Jd) Top of power pool per month.

TWC Tailwater change determined when spill is
necessary.

U Monthly energy requirement.

VOL Current volume.

VOL1 Volume at beginning of a day.

Calendar Variables

JJdd Counting variable.

KAL(J,1) Day number of first day in month (Monday = 1,
etc.).

KAL(J,2) Number of day of month on which first holiday
falls.

KAL(J,3) Number of day of month on which second holiday
falls.

MARK Counting variable (day counter).

NWKHL Control variable (=1, weekend/holiday; = O,

weekday).

Average Daily Elevation - Daily Elevation Change -
Performance Index Variables
DACNG - Accumulative elevation change (for RMF).
ELEVAT - Average daily elevation.
EL - Elevation at start of day.



ELEV
ELMIN
ELMAX

- IDADVT

IDAVST
ILAND
IWATER
IDOWN
PI

PI1

P1
P2
P3
P4
P5
P11
P33

P44
P55

PIDA
RMF
RIT
R22
R33
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TABLE XI (Continued)

Elevation at end of day.
Minimum elevation for total month (for RMF).

Maximum elevation for total month (for RMF).

DADWVT (integer value).

DAVIST (integer value).

R11 (integer value).

R22 (integer vaTue).

R33 (integer value). -

Monthly performance returned to OPTMZR.

Monthly performance index, less generation
benefit. .

Normalized Tand and water visitation (daily).
Normalized downstream visitation (daily).
Normalized water quality benefit.

Normalized navigation benefit.

Normalized flood penalty (daily).

Monthly summing variable for recreation benefit.

Monthly summing variable for water quality

benefit.

Monthly summing variable for navigation benefit.

Monthly summing variable for flood penalty
benefit.

Daily normalized performance index, less GENBN.

‘Reservoir management factor.

Summing variable for monthly visitors, land.
Summing variable for monthly visitors, water.

Summing variable for monthly visitors, down-
stream visitors. '



SUM

UNHRS
UNHRS

Wl
W2
W3
W4
W5
W6
W7
W8
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TABLE XI (Continued)

Total number of reservoir and downstream v1s1tors
for one month. :
Tota] number of hours generated in one day.

Average number of hours generated/day dur1ng

A.month

Reservoir visitation weighting factor.
Downstream visitation weightinggfactor.
Water quality benefit weighting factor.
Navigatfon benefit weighting factor.
Flood penalty weighting factor.
Generation benefit weighting factor.
Revenue weighting factor.

Visitors weighting factor.

Generation:and Revenue Benefit Variables

DEM
GEN

GENBN
REVDEM

REVBUY'
REVDMP
REV

Subroutine GEM

DIS

Monthly Demand (same as PD(J) in RESMOD).

Energy generated for month (same as ACC in
RESMOD)

Generation benefit.

Dollar/MWH of revenue for meeting any part of -
demand.

Dollar/MWH bought for difference between DEM
and GEN.

Dollar/MWH of revenue for generation over
demand.

Net revenue.

Power discharge rate.



DISTIM -
FLOW -
*HRS -
- vooT | -
Y | -

Subroutine FIT

GG(M) -
IDIF -
Jd ’ -

JuT ' -

KETCH - -
KUT -

YY (M) : -

Subroutine BENMOD

BN(12,24)
v -
IVFLOT -
IVFLO2 -
KAL(12,3)

M -
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TABLE XI (Continued)

Conversion factor, units are (seconds run -

‘acre feet)/ft3.

Inflow to reservoir.
Number of hours of generation.
Change in volume in acre-feet.

Updated volume in acre-feet. -

Ordinate values corresponding to YY(M).
Arithmetic difference between KUT and KETCH.

Reference to reservoir number (1 for this
program).

Intermediate variable, midrange calculated from
KUT and IDIF. -

Current low data point of abscissa.
Current high data point of abscissa.
Number of pairs of abscissa-ofdinate pairs.

Abscissa value for which an ordinate value will
be interpolated.

‘Abscissa values forming the range of search.

Input Variables to BENMOD

Data for recreation model.

Daily discharge (turbine and spill).
Intervening flow at dam.

Intefvening flow past Gore.
Calendar data;

Number of month.
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TABLE XI (Continued)

NAV , - .Data for recreation model.
PI ‘V - Monthly performance index.
STAGE] - Stage height at Gore.

- STAGE2 . - - Stage height at Van Buren.

| WQ(12,20) - Data for water quality model.

Variables for Recreation Model

ADJVST - - Total number of weekday land and water-based

visitors. _
BN(M,1) . Low elevation visitation for land (monthly).
© BN(M,2) - - Optimum land visitation (monthly).
BN(M,3) - High elevation visitation for land (monthly).
BN(M,4) - Low elevation 91sitation for water (monthly).
'BN(M,5) - Optimum water visitation (monthly). |
BN (M,6) | - High elevation visitation for water (monthly).
BN(M,7) | - Minimum elevation for optimum land visitation
(monthly).
BN(M,8) - Maximum elevation for optimum land visitation
(monthly).
BN(M;Q) - Minimum elevation for optimum water visitation
- (monthly).
BN(M,10) - Maximum elevation for optimum water visitation
(monthly). |
BN(M,11) - Equivalent number of day in month.
BN(M,12) - Weekday-weekend/holiday factor.
BN(M,13) - Penalty (%) at low elevation change.
BN(M,14) - - Penalty (%) at midpoint elevation change.

BN(M,15) - Penalty (%) at high elevation change.



BN(M,16)
BN(M,17)

BN(M,18)
BN(M,19)

BN(M,20)

BN(M,21)
BN(M,22)>

BN(M,23)

BN(M,24)
DIR

DAVIST
DELEV
DADWVT
"ELEVAT
HIGEL
" LOWEL
NWKHL

R1
R2

RAVTWA
RAVTLA
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TABLE XI (Continued)

Low discharge déi]y downstream visitation (%).

?;?po1nt discharge daily downstream visitation

High discharge dai]y downstream visitation (%).

Low e]evat1on change for e]evat1on change.
penalty curve.

Midpoint elevation change for elevation change
penalty curve.

High elevation change for e]evat1on change
penalty curve.

Lowest discharge rate for downstream visitation
curve.

Midpoint discharge rate for downstream visitation
curve.

Highest discharge rate for downstream visitation

. curve.

Daily d1scharge be]ow dam (turb1nes + spill +
intervening flow).

Number of daily visitors above dam.

Daily elevation change.

Daily downstream visitors.

Daily average elevation.

Highest elevation for visitor curves (monthly).
Lowest elevation for visitor curves (monthly).

Weekday-weekend/holiday index (1 =holiday/
weekend, O=weekday.)

Daily visitors for land.

.Daily visitors for water.

Raw visitation for water (monthly).

Raw visitation for land (monthly).



ALPHA1

ALPHA2

ALPHA3

' BODST -

BODEF
BODMIX

BODL
BODS
CFSS

CFSS
DOSTAR
DORES

DOEFFL
DSTRT
DSTRA
DOMIX

DS

DODEF
- DO
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TABLE XI (Continued)

Variables for Water Qua]ity'Mode1

Weighting coefficient for D.0. in water quality
benefit.

Weighting coefficient for D.S. in water quality
benefit. :

Weighting coefficient for temperature in water
quality benefit.

B.0.D. of reservoir or stream f]ow,'auxi]iary
variable.

B.0.D. of intervening flow, auxiliary variable.

B.0.D. of reservoir discharge or stream flow
and intervening flow.

Ultimate B.0.D.
Ultimate B.0.D. corrected to DSTRA.

Stream flow or reservoir discharge, auxiliary
variable.

Intervening flow rate, auxiliary variable.
Auxiliary variable for optimum D.O.

D.0. of reservoir or stream flow, auxiliary
variable.

D.0. of intervening flow, auxiliary variable.
Predicted downstream temperature.
Average downstream temperature.

D.0. of reservoir discharge or stream flow and
intervening flow.

D.S. of reservoir discharge or stream flow and
intervening flow.

Streeter-Phelps D.0. deficit.

D.0. of stream at next control point.



DOSAT
DOD
DMTC

RETM1
RETM2
RETM
RKPRU
RKZPRM
TMRES
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TABLE XI (Continued)

Saturated D.0. value at DSTRA.

D.0. deficit of mixture.

Downstream temperature correction factor.
Counting variable in water quality model.
First reach reach time.

Second reach reach time.

Reach time auxiliary variable.

K' corrected to DSTRA.

Kz' corrected to DSTRA.

Temperature of reservoir or stream flow,
auxiliary variable.

Temperature of intervening flow, auxiliary
variable.

Temperature of mixture.

Intermediate summing variable for WAQ.
Intermediate temperature water quality variable.
Intermediate D.S. water quality variable.
Intermediate D.0. water quality variable.
Water quality performance.

D.0. of reservoir discharge.

D.0. of intervening flow, first reach

D.0. of optimum.

B.0.D. of reservoir discharge.

B.0.D. of intervening flow, first reach.
Temperature of reservoir discharge.
Temperature of intervening flow, first reach.

Temperature of optimum.



WQ(M,9)

WQ(M,10)
WQ(M,11)
WQ(M,12)
WQ(M,13)
WQ(M,14)
WQ(M, 15)
WQ(M,16)
WQ(M,17)
WQ(M,18)
WQ(M,19)
WQ(M,20)

CFSMN3
CFSLO3
CFSHI3
CFSMX3
KK

NAVBN
NAV(M,1)
NAV(M,2)
NAV(M,3)
NAV(M,4)
NAV(M,5)

TABLE XI (Continued)

D.S. of reservoir discharge.

D.S. of intervening flow, first reach.

D.S. of optimum.

141

Downstream temperature correction, first reach.

K at 20°C.
Kz' at 20°C.

Downstream temperature correction, second reach.

Unused.

Temperature of intervening flow, second reach.

D.0. of intervening flow, second reach.
B.0.D. of intervening flow, second reach.

D.S. of intervening flow, second reach.

Navigation Model Variables

CFS minimum, auxiliary variable.
CFS lo-optimum, auxiliary variable.
CFS hi-optimum, auxiliary variable.

CFS maximum, auxiliary variable.

Counting variable in navigation model.

Navigation benefit.

CFS minimum for first reach.
CFS lo-optimum for first reach.
CFS hi-optimum for first reach.
CFS maximum for first reach.

CFS minimum for second reach.



NAV(M,6)
NAV(M,7)

NAV(M,8)

NAVBN1
RNAV

FLDBNT
FLDST1
FLDST2
FLDMX]
FLDMX2
FLDST

FLDMX

FLDBN

KKK
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CFS lo-optimum for second reach.
CFS hi-optimum for second reach.
CFS maximuﬁ for éecond réach.
Summi ng variabie1

Check-variab]e'to}determine if second reach used.
Flood Model Variables

Summing variable.
Flood stage at first control point.
Flood stage at second control point.

Maximum expected stage at first control point.

‘Maximum expected stage at second control point.

Flood stage,'auxi1iéry variable.
Maximum expected stage, auxiliary variable.
Flood penalty.

Counting variable.
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TABLE XII
PROGRAM LISTING

FORTRAN IV G LEVEL 21 MAIN . DATE = 73275 18/03/12

0001 EXTERNAL OPTMZR(CRVFIT,UHILO,RESMOD,FI T,GEM,BENMOD
€002 INTEGER DAILY
003 . REAL INFLCW,NAV,NAVBN,NAVBANL,ITVFLLl,ITVFL2 (LOKEL
C004 o . REAL . MWHMIN
coCs COMMCN/AL/MDI31) ,PDI12), INFLOWIL% ¢12),PANEVP (4,12}
0006 COMMON /A 2/C0T(12) ,DUMPP(12)
0007 COMMON/ A3/ EFF(4 ) 4 ADT IM(4 )4 ELST (%)
cuoe . COMMON/A&/TPP(4,412)+8PPl&,12)
[PV COMMON/AS/STAGEL(4424) yDISST1(4424) ,STAGE2(4, 24).DISST2(4.24l
[o]0) 9ol . COMMON/A6/DPD(124+31) 4DINFLOL4,12,431) ¢ DPANEVI 4,12, 31)
coll COMMON /A8/DAILY
0012 COMMON/AS/DIS
oul3 COMMON/AL10/JY
COl4 COMMUN/A11/FRACL 443) JELINC(4,3)
0015 CCMMCN/AlalolspuR(A.zen.ELRESD(a.zal.HPRES(a.zai.ELRESP(«.zaa
a0l e COMMON/A21/DISPT (442) ¢y NUNIT(4)
0017 . COMMON/A3Q/TAILL 4424) 4SPILLILGy24)
0018 COMMON/A32/ITVFLL(4912)y ITVFL2(4¢12) 4DITFLL &) 12,31},

IDITFL2(4412,31)
0019 COMMON /A 33/NMONSNDBUG LI ST, MODIPI
0020 COMMCN /OPT/XNXT(12),USTARL12,5),PSTAR(S,2)
co21 COMMUN /SAV/DMDI12) ,FL12) ,E(12)
0022 ’ COMMON /GRID/GRDILS)
co23 COMMON /STFIN/MSTRT ¢MFIN
Co24 COMMON/F I TTER/ELRES(4424) ¢VRES(4424)
0025 : COMMON /UMI/MWHMIN( 4)
co2e¢ COMMON/BENL/BN(12,24)+WQ(12¢20)sNAV(12,8),KALI12,3)
cu2? COMMON/3EN2/DELEV.NWKHL «ELEVAT
0028 GUMMON/ BENS/ ALPHALy ALPHA2y ALPHA3 ,RETM1,RE TM2
ccas COMMON/BENG/FLDSTY oFLOMX] oFLDST2 »FLDMX 2
0u3o COMMON/BENT/DAVIST DADWVT y wAQyNAVINFLDBN,GENBNy RMF
0031 COMMUN/ BENB/ W1 yW2o W3y WoyW5,WayWT W8
cu3e COMMON /BENS/SUM,REV
0033 COMMON/8EN10/LOWEL ¢+HIGEL
Co34 COMMON/REVGEN/REVDEM, REVBUY, REVDHP
c035 DIMENSION MON(12)
0036 DATA MON/4HJ AN » 4HFEB ¢ 4HMAR o 4HAPR o4HMAY ,4HJUN 4&HJUL (4HAUG 44

$HSEP 44HOCT 44HNOV ,4HDEC /

NSTAGE IS CODUNTING VARIABLE FOR MONTHLY DATA READ STATEMENTS.
cec3?r NSTAGE = 1

KK CORRESPONDS TO THE NUMBER OF RESERVOIRS IN THE SYSTEM.
0038 KK=1

NMON 1S THE NUMBER OF THE MONTH CORRESPONDING TO THE FIRST MONTH
OF THE DATA SET, WHERE 1 CORRESPUNDS TO JANU, 2 CCRRESPONDS TO
FEBR, eecsescecesss 3 AND 12 CORRESPONCS TG DECEMBER o

NDBUG CONTROLS EXTRA WRITE STATEMENTS.

LIST CCNTRCLS OUTPUT FORMAT.

MODIPI CONTROLS TYPE OF PERFORMANCE INDEX.

COAOANOMNN0n 00N OCan

C039 READ(542)NMON,NDBUG, LI STy MCDIP1
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FORTRAN IV 6 LEVEL 21 MAIN DATE = 73275 18/03/12
' ¢
Cc READ=-IN OF NTOTSG CORRESPONDING TO TOTAL NO. OF MONTHS OF DATA
c TO BE USED. ALSO READ~IN OF THE VARIABLE ,DAILY WHICH DENOTES
G THAT DAILY DATA INFORMATION IS TD BE READ IN ALSO.
c _ :
€04¢ . READ(5,987) NTOTSG,DAILY
0041 987  FORMAT(I 2, TXe§2)
c . .
c READ IN 1ST & LAST DATA SET TQ BE OPTIMIZED,MSTRT & MFIN,
c .
0042 READ(S ,987 INSTRT , MFIN
c
Cc READ IN THE NUMBER OF DAYS IN EACH MONTH.
cce3 READ (5 42) (MD(J) ¢ Jul ¢NTOTSG)
U044 2 FDRMAT(IZI 3} . .
c
Cc READ IN THE MONTHLY ENERGY DEMANDS IN MWH.
c
€045 READ(S 3 )(PD(J),J=1,NTOTSG)
CC46 3 FORMAT(4E20.7)
c
c .
c READ IN THE MONTHLY AVERAGE INFLOW, IN THOUSANDS OF CFS
c .
0047 1010 DO 200 JJ = 14 KK
cose 200 READ(S'4)(INFLW(JJ-JMJ'!.NTOTSG)
€046 4 FORMAT(8F10.0)
: c
c REAC IN THE MONTHLY AVERAGE EVAPORATION IN FEET.
c ‘
0050 00201JJ=1,KK
cos1 " 201 READ(S5 4% ) (PANEVP (JJy J) ¢ J=1,NTOTSG)
c
c .
c READ IN THE MONTHLY AVERAGE INTERVENING FLOWS IN THIUSANDS OF CFS
c JUST BELOw DAM (ITVFLL) AND BELOW CCNTROL POINT 1 {ITVFL2)
c
0052 00 3001 JJI=1,KK
053 READ( 5,3 ) (ITVELL (JJsJ) 4 J=1 \NTOTSG)
0054 3001 READUS,3)( ITVFL20 JdsJ) 4 Ja1,NTOTSG)
c
c ;
Cc REAQ IN THE EFFICIENCY OF THE GENERATORS AT THE VARIOUS RESERVOIRS-
c ,
ccss READ(S 44) (EFF{JJ)yJd=l oKK)
c
Cc READ IN THE NUMBER OF HOURS BEFJRE AN ADDITIONAL UNIT IS USED AT
c THE VARICUS RESERVOIRS
C
0056 ’ READ(S 4 }(ADT IMN(JJ }yJJ=]1,KK)
» c
c
c ' : _
Cc READ I N THE MUNTHLY VALUES OF THE TOP AND BOTTOM OF THE POWER
Cc POOL AT THE VAR]JOUS RESERVOIRSe
c

cos7 : DG 206 JJ = 1 4 KK
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€058 : 206 READ(S.#)(TPP(JJ-J). BPPLJJsJ)s J = 1y NTOTSG)
c
c READ IN THE STARTING ELEVATION IN FEET ABOVE SEA LEVEL AT TNE
c VARIOUS RESERVOIRS.
c
0059 READ(594)(ELST(JI) yJJ=1,KK)
c :
c READ IN THE UPPER DISCHARGE CONTROL POINTS AT THE VARIOUS RESERVOIRS
. c
€060 DC 1023 JJ = 1 , KK
€061 1023. READ(S.Q)(DISPT(JJ'J).J*loZl
c
c REAC IN THE NUMBER OF UNITS AT THE VARIOUS RESERVOIRS.,
c )
0062 READ(S,2) INUNTTUJJ) s JJ=1,KK)
¢ .
c READ IN THE ELEVATION INCREMENTS TO MODIFY THE ELEVAT ION BEFORE
c INTERROGATING THE HORSEPOWER VS ELEVATION OR DISCHARGE RATE VS
c ELEVATION CURVE FITS WHEN MORE THAN ONE GENERATING UNIT IS BEING
c USED AT THE VARIOUS RESERVCIRS.
Cc
0063 005 JJd =1 , KK
C064 NRANGE = NUNIT(JJ) - 1
0065 5 READ(5,4)1(EL INCIJJ,JX)ydX=1,NRANGE)
c
c READ IN THE FRACTIONAL AMCUNT OF THE INFLOW TO BE DISCHARGED
“C AT THE UPPER CISCHARGE CONTROL POINTS,
c
co66 * _ 00 55 JJ = 1 , KK
0067 55 READ(S,4)(FRAC(JJ9d)sd = 1 , 3)
c
c READ IN GRID PCINT ELEVATICNS IN' FEET
c .
ccee - READ(5 y1199) (GRD(J) s J=1,5)
€069 1199 FORMAT(5E10.5)
c
c REAC IN MINIMUM DAILY ENERGY TO BE GENERATED.
c (EQUI VALENT NUMBER OF CNE UNIT HRS MUST BE LESS THAN ADY IM)
c
corc : REAC (5 4789 ) (MWHMIN(JJ) 4 JI=1,KK)
con 789 FORMAT(4E10.3)
c
c REAC-IN OF VOLUME-EL EVAT ION DATA FOR THE VARIOUS RESERVOIRS.
. c :
0072 DO 56 JJ = 1 , KK
0073 56 READ(5,5060) (ELRES(JJsd hodml,24) o (VRES(JJpL) oLy 24)
CoT4 - 5060 FORMAT(BE10.5) .
c
c REAC-IN OF STAGE DISCHARGE DATA AT THE FIRST CONTROL POINT FOR
c THE VARIOUS RESERVOIRS.
c
0075 D050 JJ = 1 , KK
cote . 50 READ(5,5060) ( STAGEL [JJvd) »J=1 9261, (DISSTL(JJsL)sL=1,24)
c
c REAC-IN OF STAGE-DIS CMARGE DATA AT THE SECOND CONTRDL POINT FOR
c THE VAR] OUS RE SERVOI RS.
c

coT7 DO 51 4J = 1 s KK
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FCRTRAN [V G LEVEL 21 MAIN DATE = 73275 18703712
0078 51 READ{5,5060)(STAGE2(JJyJ),yJd=1, 24'.(DlSST2(JJvL'-L‘1124)
c
c READ~IN OF TAILWATER CORRECTED POWER DlSCHARGE-ELEVATION DATA FOR
[ THE VARIOUS RESERVOIRS.
. Cc .
CO7s - DO 52 4J =1 4 KK )
€080 . 52 READ(5,+5060){DISPWRIJI4J)sJ=1y B)y(ELRESD(JJ L D¢l =1y B8)
Cc ' .
c READ~IN OF TAILWATER CORRECTED HORSEPOWER-ELEVATION DATA FOR
C THE VARICUS RESERVOIRS.
c
0081 ’ . DO 53 JJ = 1 4, KK
cos2 : 53 READ(5+506L ) (HPRES(JJ9J)9dx1y6)e (ELRESPIIJIIL }oL=146)
0083 5061 FORMAT({6E10.5)
Cc
C READ-IN OF TAILWATER~-DISCHARGE DATA, TO 8E USED WHEN SPILL IS NECESSARY,
c FOR THE VARI OUS- RE SERVOIRS.
c
coes CO 5 JJ =1 » KK
coss 54 READ(S;SObO)(TAlLlJJvJ)vJ‘l 16) ,(SPILLIJISLD L=1,16)
Cc
C REAC-IN OF RECREATION MODEL DATA, 8N(M,N)} ARRAY
C .
0086 READ(S9122)( (BN({MsN)yN=1,24) 4M=]1NTOTSG}
cos? 122 FORMAT(BE10.,2/8E10.2/8E10.,2)
4
c
c- REAC~IN CF LOWEST ANC HIGHEST ELEVATIONS CONS1DERED BY THE
c RECREATION MODEL, LOWEL AND HIGEL
¢
- 0o8s | READ(5+1 23 }LONEL o HIGEL
cGCe9 123 FORMAT(2E10.3)
4
C .
c READ-IN OF WATER QUALITY CATA, WQ{MyN)
c
c090 READ(5,180) ( (WQ{MyN) yN=1,20)yM=1,NTOTSG}
€091 180 FORMATI(BE10.3/8E10s3/4E10.3)
[
c
c REAC'IN OF WATER QUALITY PERFORMANCE WEIGHTING COEFFICIENTS
c AND REACH TIMES -
c
€092 READ(S y181 JALPHALy ALPHAZ, ALPHA3, RETM1,RETM 2
co92 181 FORMATISF10.3)
¢ .
c
c READ-IN OF NAVIGATION HODEL DATA, NAVIMy,N} ARRAY
c
€094 9EAC(5-190)((NAV(M.N).N l.B).H‘l,NTDTSG,
€095 . 190 FORMAT(BEL10.3)
C
C .
C READ-IN OF FLCOD PENALTY MOCEL DATA
c .
cu96 READ (5¢220)FLECST1, FLOMX1,FLDST2,FLDMX2
€os? 220 FORMAT (4E10.3)
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c .
[ READ=IN OF CALENDAR DATA, KAL(MyN) ARRAY
CCoe - READ(S101) ( (KAL{M;N} ¢N=]1 3) o M=] (NTOTSG)
0099 101 FORMAT(315)
[«
Ces
Ces REAO~IN DF REVDEM,REVBUY,REVDMP GENERATION CDSTS
Ces
c1cC READ(5.39931REVDEM REVBUY.REVDHP
o101 3993 FORMAT(3F20.3)
[
[ READ IN WEIGHTING COEFFICIENTS OF MAIN PERFORMANCE INDEX.
c o
0102 READ (5451201 4 W2 9yW3 o Wa WSy WOy WTWE
cl02 512 FORMAT(8E10.31}
0104 IF(DAILY)1022,1022,1011
C
[
[ READ IN THE DAILY INFLOW IN THOUSANDS OF CUBIC FEET.PER SECOND.
c . .
c1cs 1011 DD1016JJs=l ¢KK
Cl06 DD1016J=NSTAGE yNTDTSG
0107 MDJ=MDJ)
0108 1016 REAC(S5,1012)(DINFLD(JJsJrJdX)eJX=1oMDJ)
C
C READ IN THE DAILY EVAPDRATION IN FEET PER .-DAY.
[
€1Cs DO1018JJ=] yKK
.0110 DO1018J=NSTAGE,NTOTSG
cl11 MDJ=ME(J)
Cl12 1018 READ(5,1012) (DPANEV(JJoJyJX)pJX=]1,MDJ)
[ READ IN THE DAILY INTERVENING FLOWS IN THOUSANDS OF CuBIC
Cc FEET PER SECONC AT THE VARIOUS RESERVOIRS.
c113 DO 3002 JJ=l KK
0114 DD 3002 J=1,NTOTSG
cl11¢ MCJ =MD (J)
Cllé READ(S541012M(DITFLICJIIsJedY) o JY'loHDJl
o117 3002 READ(S5,1012)M(DITFL2(JJsJdyJY)eJdY=1,MDJ)
c11e 1012 FORMAT(8EL1Q.4)
Clls 1022 CONTINLE
0120 CALL OPTMIR
S €121 sSToP
0122 END

'
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v0C1
0002
0003
€004
0005
€CCe
cyo7?
coo08
ccos
colo

o011
0012
co13
L01l4
0015
0016
ccl7
o018
cols
cozc
0021
0022
cu2:2
0024
tcas
Co2¢
0027

€a28
029
€030
cc3l
0032
€033
€034
0035
003¢
cCc3?
0038
0039
€040

CEXERRR A AR AR R RERKERRRRR A KRR E KRR R AR R R R R R R B AR KRR R KRR B AR AR R REE R R Rk Kk R R KR %
[ F 3T 22222 2 2 R 2SS SRS R IS LR RS R RS SRR 2 2SS RS2 2R3 A 22 RS 2222 222 2 222 s )
CERXRERRRERREEAERREEERRERR AR AR SRR RERE SRR A BR R AR R AR E R A AR ER R RN R R R R kR R RN AR R K Kk

Cenn b
Coxn SUBROUTINE OPTMZR ok
Cane %%

CHRERRRAERRRARERRRRRRRERARR R KRR A RRARER KRR XX RRRERRERER AR R KRR R LR RN R ARR SRR KK KL
CRHRRADAFERERERARRRAERXRARRRRRRR P RRXXRERRRRARRRRRREERAXRREE LR R AR S X AN S RE KRR R KK
SUBROLTINE GPTMZR
COMMON /0PT/XNXT(12),USTAR(12,5) 4yPSTAR{5,2)
COMMON / AL/MX(31),0MD(12)¢FLA(4912)9PEVP(4y12)
COMMON/A3/YYY(4) 4222(4) 4S1(4)
COMMON /GRID/X(5)
COMMGN /STFIN/ MSTRT ¢ MFIN
COMMON /BEN9/SUM,REY
COMMON/A 33/ NMONy NCBUG, L IST,M0DIPI
DIMENSIOM MONI(12)
DATA MON/4HJAN 24HFEB 24HMAR (4HAPR 34HMAY 4HJUN ,4HJUL +4HAUG o4
LHSEP 4 4HOCT (4HNOV 4 4HDEC /
SUM1=0.0
REV1=0.0
Xi=s1(1)
M=l
N=Q
MEINI=MFIN
JX=C
LHOLD=LI ST
TROULIST 0EQel) oDRG(LISTLEQ2))GD TO 3
LHOLO=L] ST
LIST=5
3 CONT INUE
IF(MSTRT.LT.MFINIGO TC 35
KMAX=13-MSTRT #MF IN
GO TQ 36
35 KMAX=MFIN-MSTRT+1
36 CONT INUE
CHRRRERRERRR AR RRRR AR RRRRRRREERE RRARXRE N ERARR AR AR RRRXRRERR R BB KR ER KRR R R RXR K KR KX RN

C**x 23]
[ 23 wen
Cxxx AREA ——— NORMAL OPTIMIZER RUNS PROCEED HERE. STAGES KMA X-1 xx
C**x THROUGH TO STAGE 2. OUTPUT OF USTAR AND PSTAR ARE MADE HERE AF- *xx
Crxx TER EACH STAGE IS COMPLETED. *ax
Cxex sxn
C*x% axx

CHRARRRRRRAERXERRRESXERR AKX ERRRRRERERR X BB R RERRRKBARRRRERER RRREE EE R RE R AR R RERE XK
100 IF(MSTRT.GT. MFINIGO TO 37
MOINTH=MF [ N=-N
GC TC 38
37 MONTH=MFT N~ JX
JX=J X+ 1
IF(MONTH.GEL.1)G0 TO 38
MONTH=12
JX=1
MFINI=12
38 CONTINUE
111 K=KMAX~N
KMAX2=KMAX-2
IF(K.EQ.1)GO TO 200
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FCRTRAN 1V 6 LEVEL 21 OPTMZR DATE = 73275 18703712
coal CALL UHILOUX(M) , MONTH,UH UM UL 4Ky My1)

0042 IF(LIST.EQ.5)G0 TO 631

€043 . WRITE1641123 JULsUM,UH

Wwas 1123 FORMAT{L1HO,' UL oUMyUH~-BEFCR CRVFIT®,T26,3F12.4)
0045 631 - CONTINUE o .

€C46 : IF (UHe LT.~.00004)60 TO 212

Co4t IFIUH.GE.0.,0)G0O TO 213

0048 UH=0 .0

ccss G0 TO 213

(HLT] 212  WRITE(€&,211)

wos1 211  FORMAT (1HO, "CONTROL WAS NEGATIVE®)

€Cc52 . RETURN

cos2 212 CONTINWE

c054 . XGRD=X (M)
(G55 CALL RESMOD(UH X (M) 1y MONTH, ANXT(M),P)

0056 X{M)=XGRD

co57 L=1

(C5¢€ GO TO 1001

0059 101  PH=P .

€060 IF((ABSCUH-UL}).GT.10.0)60 TO 216

co61 UL=UH

0062 ' UMs UH

0063 PL=PH

CCe4 PM=PH

€065 G0 10 217

0066 216 . CONT INUE

co61 . - XGRD=X (M)

9068 CALL RESMOD(UMyX{M)}s1,MONTH, XNXT{M) ,P)

03069 X (M)=XGRD

oy ! L=2

0oT1 G0 TO 1001

€cT2 102 .PM=P’

cuT3 XGRO=X(M)

0074 CALL 'RESMOD{UL 4 X{M)y 1, MONTHy XNXT(M) 4P)

€C15 X(M)=XGRD

1 L=3

covr7 GO TO 1001

(cre 102 PL=P :

co79 217  CONTINLE

2080 IF(L IST.EQ.5)G0 TO 632

ccel WRITE(6+703) PH, PM, PL

co82 703 - FORMAT(1HO,*PH = * ,T84F10,2,T19,'PM = *,T24,+F1l0e2:T35,*PL = *,T40,

$F10.2)

cce3 632  CONTINUE

c0B4 CALL CRVFIT(UL yUMyUH yPLyP¥yPH,yUSTAR(K,M) yPSTAR(M,2})
0085 IF(LIST.EQ.5)G0 TO 633

ccae6 . WRITE (6,430 USTAR(K,M),PSTAR(M,2)

0087 43 FORMAT(1HOy "RETURNED FROM CRVFITY 4,T25,2F12.3)
coss 633 CONT INUE :

ccas IF ((USTAR(K, M) .EQ.UH) .OR, (USTAR(KsM) .EQ.UL)IGD TO 89
0090 IF(LIST.EQ.51G0 TO 634 :

€091 WRITE(6944)

€092 44 FORMAT(1HO,* CALLING THE MODEL')

0093 634  CONTINUE

€094 XGRD=X(M)

€095 CALL RESMOD( USTAR(KyM) oX (M) o1y MONTHXNXT (M), P)
0096 ) X(M)=XGRD

(Ccs? . L=4
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cos8 G0 TO 1001
€095 107 CONTINLE
0100 IF{LIST.EQ.5)G0 TD 635
c1cl ‘ WRITE (6,45 JUSTAR(K,M),P
c102 45 FORMAT{1HO, ' RETURNED FROM NOD‘L'-TZS.ZFIZ 2)
c103 635  CONT INUE
€104 IF{(PaGEsPH)  AND. (P.GELPM) ANC.(P.GELPLIIGD TD 50
0105 IFL{PH.GT.PM)AND. {PH.GT.PL))GO TOD 51
c106 TF((PMGT oPH) «ANDL(PM GT.PL))IGD TO 52
clo? IF{(PLGTs PH) e AND4 {PL.GT . pn))co TO 53
0108 GO0 TO 52
c109 51 USTAR(KsM)=UH
€110 PSTAR(PM,2) =PH
-ol11 GO TO 89
o112 52 UST AR(K, M)=UM
113 PSTAR(M,2) =PM *
0ll4 ‘60 TO 89
0115 53 UST AR (Ky M)=UL ‘
Cl16 PSTAR(M,2) =PL
0117 GO TO 89
cl1s 50 PSTAR(M, 2)=p
cl1s 89 CONTINLE
0120 90 M=M+1
c121 IF(M.LE.5)GO TO 111
cl22 N=N+1
0123 M= 1
ctt‘t“‘tt““t‘tt‘t‘ttttttttt‘tttt““tt“‘t"‘t““ttttt‘ttqttt“tt‘t‘t“#t“‘
CEk%x L2 1]
C*%x o L2 14
Cone AREA 1000 ——- NORMAL PSTAR UPDATE PROCEDURE HERE. *x%
C*sx " L2 1]
C*%x k%
(22T I3 2332 22223122222 22 2 2 22331 23 22 22 B3R 222222232 2331122222222 2222222 22t 2 22
cl24 1000 GO TO 438
0125 1001 IF(K.EQ.KMAXIGO TO 437
cl2e DO 222 J=l,&
c127 TF{{XNXT(M) e GEoX{ J)) cAND. (XNAT (M) o LE.X (J+11)1GO TO 400
o128 222 CONTINUE
0129 WRITE(6,8)
0120 8 "FORMAT{1HO,*AREA 1000 CHECKSTOP - UPDATE?)
0131 RETURN
0132 400  P=P+PSTARCJ oL }+(PSTAR(J+1,1)-PSTARCI o LI I®LLXNXTIMI=X{IY} /U XC Je1) =X
YRIRE)
0133 437  CONTINUE
0134 60 TO(101,1024103,107),L
c13s 438 DO 333 J4=1,5
0136 333 PSTAR(J, 1)=PSTAR(J+2)
€137 WRITE(6,11 ) (X(KT)yKT=1,5)
crae WRITE( 6,12V Ko{USTAR(KyL} yL=1,5)
0139 WRITE(6413)K, (PSTAR(Ly1),L=1,5)
€140 11 FORMAT(LHO ¢* ELEVATION® 4T250F642,T36 F502,T471F642,T58,F6.2,T69F6u
$2)
0141 12 FORMAT(1HO,"USTAR STAGE®,T14,12,T20s5F11.2)
0142 13 FORMAT (LHO+* PSTAR STAGE? ,T14,12,T20,5F11.2)
0143 60 TO 100
: Ctttttttttt‘*tttt‘tttttt#ttttttttttttttttttttttttttttttttttttttttttttttttttt‘ttt
C*%% L R 2

Ceex "5



0léé
Clsa5
0I46
0la?
Cl4a€
Cles
0150

C151

Cl52
c152
0154
€155
0156

C157

Cl5¢€
0159
0160
Cled
0162
Cle3
Cléa
0l65
0le66
Cle7
cle8
0169
17¢
c171
0172
€173
Cl74
C175
C17¢
gl177
0178
Cc17s
c180
olsl
€182
o182
o184
185
Clee¢
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TABLE XII (Continued)

FCRTRAN IV G LEVEL 21 - : OPTMZR DATE = 73275 18/03/12
Cx*x "AREA 2000 --- FINAL PSTAR UPDATE PROCEDURE HERE hddd
Chres . %
Cexe : : %

e P I R R Rl E P Ry R R R PR R R P PR IR RS2 R 2 2Lt )

2000 0O 555 J=1,4
IFC{XNXT (1) eGEX (J)) oAND (XNXT{1}.LE.X{J+1)1)GO TO 500

555  CONTINLE

WRITE(6,9)
9 FORMAT (1HO »* AREA 2000 CHECKSTOP - UPDATE?')

" RETURN

500 P=P+PSTARIJ 1) +(PSTARL J#1, 1) -PSTAR(J 1D *((XNXTI1)=X(J) )/ {X{I#1) =X

s(J)

GO TO(104+1054106,108),L
CHERRBERER AR ARRRRRRRRERERE RN R RS RN SRR RN R SRR R RRRER AR R RR RS RE R R RRER SR AR R R AR RN RO X RS

Cons *en
Conn ErYS
Cexe AREA 200 —-- OPTIMIZATION OF INITIAL ELEVATION AND BEGINNING CF s
Cesx FORWARD RUN STARTS HERE. OQUTPUT OF FORECAST PERFORMANCE, RUN PER- *x
Ceex FORMANCEy INITIAL ELEVATION oXI,DEMANDS PER MONTH, CCNTROLS AND e
Cexx ELEVATION ARE MADE FERE. bl
Cens . . Ty
Cens Y

CEEXERE R R R RR R ER PR AE R R AR RN AR R AP A RX X B AR X R AR AR SA R XX R ERE R R R R RS E R R RE R R R
200  MONTH=MSTRT
CALL UHTLO(XI ,MONTH,UHUMyUL yK¢My1)
IF(UH.LT .~,00004)G0 TO 212
IF(UH.GE.0.0)60 TO 214 .
UH=0.0
214  CONTINUE
XGRD=XI
CALL RESMOD(UHyXT¢1sMONTH ¢ XNXT(M) 4P}
X1=XGRD
L=1
GO TO 2000
104  PHxP -
IF((ABS(UH-ULI).GT.10.0)G0 TO 218
UL=UH
UM=UH
PL=PH
PM=PH
G0 TO 219
218 CONTINUE
XGRD=XI
CALL RESMOD(UM X119 MONTH, XNXT(M),P}
XI=XGRD
L=2
GO TO 2000
105  PM=P
XGRD = XI
CALL RESMODUUL 4 XTI, 1y MONTH, XNXT(M) ,P)
XI=XGRD °
L=3
GO TGO 2000
106  PL=P
219 CONTINWLE
' IF(LIST.EQ.5)G0 TO 636
WRITE (6,703 ) PHyPM, PL
636  CONTINUE
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c1a? CALL CRVFIT(ULUMyUHPLyPM,PHIUSTARIKy 119PSTARI1,2)}

c188 IF(LIST.EQ.51G0 TO 637

c189 WRITE{6s43JUSTAR(K,1),PSTAR[1,2)
- C15¢C ' 637 CONTINUE

€191 . IFCCUSTAR{ K1) eEQoUH) o OR. (USTAR(K,1).EQ.ULIIGO TO 75

€192 IF(LIST.EQ.5)G0 TO 638

c19:2 WRITE(6y44)

0194 638  CONTINUE

€195 XGRD=X I

C196 CALL RESMODIUSTAR(K1) yXI 41, MONTH.XNXT(H) P}

0197 X1=XGRD

Cl9s 1F(LISTLEQ.51G0 TO 639

€199 WRITE( 6y45) USTAR{K,1) 4PSTAR(L 42)

0200 639  CONTINUE

c2C1 L=4

€202 G0 TO 2000

0203 108  CONTINUE

c204 JIFU(PoGE«PH) JANDs (PeGELPMI,ANC.{P+GE«PLIIGO TO 71

0205 IF{{PH.SToPM)AND. (PH.GTL.PL))GO TO 72

0206 IF({PM.GT oPH) (AND. (PM.GT.PL)IGG TO 73

€207 : IF({PL.GT+PH)4AND.(PL.GT.PM))GO TO 74

0208 GO TO 73

0209 72 USTAR(K,1)=UH

c210 PSTAR(1,2)=PH

0211 G0 TO 70

g212 73 USTAR(Ky1)=UM

c212 PSTAR( 1, 2)=PM
214 GO TO 70

€215 T4 USTAR(Kyl) =L

c21¢ . PSTAR(1,2)=PL

c217 GO TO 70

c21¢ 71 PSTAR(12) =P

€215 70 CONTINLE

0220 75 WRITE( 6y 9083)

c221 9083 FORMAT(l Hl,l KRRk AR AR AR R R AR R R R R R A R R R R g kR kR R RE g kg

ISI 2R R R R E E SRR RIS R R R R R SRR SRR 2R R R 2 2 8 8 ) ,/,1H "“' 'Tlo' L}
s FORWARD RUNS ARE COMMENCING FROM THIS POINT ONWARD

S TOT %2820 ,/ 1H 222002 ARRRRRRRR R IR R RRRR XXX KRR ERR SRS S S
SEREXEBAXFRARERRE XK E R REE R AR RERERRRRRRRER AR KRR ERR R RER S KT )

0222 LIST=LHOLD
€223 XGRD=XI

0224 CALL RESMOD(USTAR(Ky1) yXIy1sMONTH XNXT{M) ,P)
0225 XI=XGRD

c226 PRUN=P

0227 SUM1=SUM1+SUN

c228 REV1=REV1 +REV

c22s DO 666 J=1,4

0230 TFOEXNXTOK) oGE o X{J D) o AND. (XNXTIK) « LE.X(J#1)3)G0 TO 777
0231 666  CONTINUE

0232 WRITE( €425)

0233 25 FORMAT (1HO, 'CHECKSTOP FINAL RUN 1 ST, ENTRY?)
€234 RETURN

0235 777 K=K+l

0236 IF(MSTRT 4GT.MFINIGO TO 61

€237 63 MONTH=MSTRT+1

€238 60 TO 62

0239 61 IF(MSTRT .LT.121G0 TO 63

€24C - MONTH =1
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C24l
G242

€242
0244
0245
C24¢6
0247
0248
€246
0250
€251
€252
0253
C254
€255
0256
€251
0258
0259
c26C
0261
0262
€263
0264
€265
C2o¢
g2e7
0268
G266
0270
€271

€272
€273
. 0274
c27%
c27¢
0277
c27e
€279
0280
c281
€282
0283
t28ee
0285
0286
c287
0288
0289
0290
0291
€292
€293
0294
c2ss
' £29%6

62

888

26

990

64

65

999
1991

4900
49C1

756
755

758
157

153
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CONTINUE :
USTARI K, 1)=USTAR(KyJ)+ (USTAR(KyJ¢1)~USTARIK,J)) *{ (XNXT(K=1)=XtJ} )/
${X(Je1 )X N ’

Mxpe ]

XGRD=XNXT{K=1) - i

CALL RESMUD(USTAR(Ky 1)y XNXT{K=1)s1yMONTH XNXT(M),P)
XNXT(K~1)=XGRD :

PRUN=PRUN+P

SUML=SUML ¢+SUM

REVI=REV1¢REV

IF(KMAX2.EQ.0)G0 TO 1991

Jx=1

MSTART=MSTRT

DO 999 JJ=1,KMAX2

DO 888 J=144

IFUCXNXT(K) o GEoX{J))  ANDs (XNXT(K) o LEX (J*11))GO TO 990
CONT INUE

WRITE(6,26) M _
FORMAT(1HO0,12,TS,* STAGE CHECKSTP ~ FINAL RUN')
RETURN

K=K+ 1

IF{MSTRT.GT.MFINIGO TO 64

MONT H=MST ART +K -1

G0 TO 65

JX=JX+1

MONTH=MS T ART +JX

IF(MONTH.LEL12)60 TO 65

JX=0

MONT H=1

MSTART=1

CONT INUE

USTAR(K, 1) =USTAR(K yJ )¢ {USTAR(KyJ+1 )=USTAR(K,J))*({XNXT(K=1)=X(J D)/
$(X(J+1)=X(J)))

M=M+e]

XGRD=XNXT{K=1)

CALL RESMOD(USTAR(K,1) XNXT{K=1)14MONTH XNXT(M) ,P)
XNXT (K=l ) =XGRD

PRUN=PRUN+P

SUM1=SUM1¢SUM

REV1 =REV1 +REV

CONTINLE

CONTINUE

[SUM=SUML

WRITE(6427)PSTAR(1,42)

WRITE{ 6, 33)PRUN

WRITE(6+4900) 1SUM

WRITE( &, 4901)REV]

FOURMAT (1HO, 14HTOTAL VISITORS,11X,111)
FORMAT{1HO,19HTOTAL PCWER REVENUE,6X,F11.2)
WRITE( 6y 47)XI

MST=MSTRT -1 +NMON

IF(MST=12) 755,755,756

MST=MST-12

MFN=MF IN-1 +NMON

JF{MFN=12)757,757,758

MFN=MFN-12

CONTINUE

IF(MST LT .MFNIGD TO 1892
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0297
(2GE
€299
0300

€301

0302
c303

C304 .

0305
0306
Q307
0308
G3aCs
ga31o

c31t
0312
0313
0314
0315
C3l¢
0317

C31€
€319

1892
1893

1992

1963

217

33
31
32
47
48
49
81

154

TABLE XII (Continued)
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WRITE( 6,81 ) (MONIL) L=MSTy12), (MIN{M) yM=1,MFN)
GO TO 1893 .
WRITE( 6, B81)( MON{L) yL=MST s MFN)
- CONT INUE

IF{MSTRTLLT« MFINIGO TO 1992

WRITE{ 63 493 (FLW{14L) sL=MSTRT 12) 4{FLW(1,M) ,M=1,MFIN)
WRITE(6+148).(DMD(L ) L=MSTRT,12)4(0OMD(M) 4M=1y MFIN)

GO TO 1993

WRITECEp49)(FLW(14M) ¢M=MSTRT ,MFIN)

WRITE(6448) (DMD{L)L=MSTRT yMFIN)

CONTINWE

WRITE(Hy 31)(USTAR(I,1),I=1,KHAX)

WRITE(6932)IXNXT(J) ¢J=1,KMAX)

FORMAT(1IHO,T25,*STAGES IN INCREASING ORDER BEGINNING FROM BETWEEN
$STAGE ONE AND TWO*',/, 1HOy *FORECAST PERFORMANCE®,T25,F1244)
FORMAT(1HO¢* RUN-PERFORMANCE® yT25,F12 44 )

FORMAT({1HO, *CONTROLS VALUES®,T21,12F9.2)

FORMAT (1HO,*RESERVOIR ELEVATION®,T21,12F9.2)

FORMAT(]1 BHOIN]JTIAL ELEVATICN,T21,F8.2)

FORMAT(16HOMONTHLY DEMANDS,T21,12F 9.2}

FORMAT (13HO INFLOW RATES,T21,12F9.2)

FORMAT(1HO ¢/ 1 T269A%3T35,A% TG4 A% ¢ T53 A% 4T62 A%, TT1,A4,TB0, A4,T8Y,

- $SALyTIB A4y T10T9A&4sT1169A44T1254A%)

RETURN
END
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C001
0002
ooz
0004
€005
co06

coo7
0008

ccos
0010

coll

0012
co13
0014
0015
0016
coly
0o1ls
col9
cozv
0021
0022
co22
0024
Cco25
Cu2e¢
0027
coze
Cu29
0030
co31
co32
0033
0034
C03s
0036
c037
co3ls
0039
. €QaC
Co41l
0042
CQa3
Cua4s
0045

CHERREERERR RS RRXRERERR R RR RS R R R R R AR AR KR AR SRR R R R XK R R RS AR R KRR R AR AR R R AR R bR E kX
CHRRRR R KA R AR KRR AR AR KRR R R AR KRR AR R R R R AR R R AR AR R KK R AR R kR R kR kAR kR R R Rk h ki kk &k Kk
C#ltt‘tttttttttltt““t‘tt‘tltttttt“““‘t“ttl‘tt“tl“““l“‘tt‘tt“““““

Ckick *E
Cenx SUBROUTINE CRVFIT bt
Crex . *xk

CEEXRREEX SRR I RN KK KRR R RRER AR AR R R RS R RN AR SR AR SR SRR R AR RX R R R R AR R R RS R KRR E R ERE R KX
Ctttttt‘t#ttttt#tlt#tl“tltttl‘ttttttttt“t#tttttt‘ttt#“tt‘ttt““‘tt‘ttttt“tt
SUBROUTINE CRVFIT(X1,X29X3,Y1,Y2,Y3,UsP)
FFEIY)eEQaY2) e ANCL(Y1.EQ.Y3))GO TO 62
IF({X1. EQ.X3)G0 TO 49
TF(X1. EQ4X2)GC TO 60
[F({X2.EQ.X3)G0 TO 61
A={YL1/7(0 X1=X2)*{ X1 =X3) ) )+ (Y27 ((X2-X1)*{X2=-X3} )} )+ Y3/ ((X3=X]1}*{X3-X
$2)1)
B=(Y1/ ({X1-X2)*{X1=X3} ) )R (X2+X3)+(Y2/7({X2-X1)*{X2=-X3}}}*x{ X1+X3)+{Y
$3/70 1 X3-X1)*{ X3—X2} )} *{ X1+ X2)
C=(Y1/ ({ X1-X2)%( X1~ X3)))‘X2‘X3#(YZ/((XZ-XI)‘(XZ X3)) ) xX1%X3+(V¥3/ ((
$X3-X1)*(X3-X2}))eX1%X2
IF(A.EQ.0.0)G0 TO 29
U=8/ (2 .0*A)
P=A® (U*U) -(B*U) +C
IF(U.LT. X3)60 TO 10
U=x3
P=Y3
G0 TO 320
10 [FU.GT«X1)GO TO 30
U=X1
P=Y1
GO TO 30
29 P=Y1
U=X1
30 IF({P.GEWY]1) e ANDo(P.GE.Y2)sAND(P.GE.Y3})}GO TO SO
IF(YLl.GTaP)P=Y]
IF(Y2.GT.P)IP=Y2
IF{Y3.6T.P}P=Y3
IF({P.EQ. Y1) U=X]1
IFIP .EQ.Y3)U=X3
IF{P.EQ.Y2)U=X2
GO 10 50
60 IF(Y2.GT .Y3)GO TO 62
63 U=X3
P=Y3
GO TO 50
62 . u=x2
P=Y2
G0 TO %50
61 IF(Y2.6T.Y1)GO TO 62
U=x1
P=y1
GO TO S50
49 u=X1
P=Y1

50 CONTI NUE

RETURN
END



156

TABLE XII (Continued)

FORTRAN IV G LEVEL 21 MAIN DATE = 73275 18/03/12

vool-

coue
0003
€004
Gous
0006
cao7
0008
0009
col0
0011l
0012
co12
0014
co15
Co1le
0017
.co18
3019
0020
co21
0022
0023

0024
€025
Coz2¢e
cu27
C02¢
0029
Co30
Co31
0032
0033
€034
0035
CC3e
€037
co38
€C3s
0040
Co41
C042
0043
0044
€045
0046
Co47
Co4g
0049
0050

0051
€052
0053
0054
€055
0056
aos7
Cose

CHERRERERRRE R KARERERRR RRREERRRRRAAEEE KR KR KR RRKE KRN ERERKERRRERRR KKK CE R RS ERREE R KA
CREXRRERBEERREERRRRRRERRAE A ERE RN ERRRR A BRERRRRRREE L IR R SRR ERA R R R AR RRERRER KK R ESE

Crex L2
Casn . SUBROUTINE UHILO * &k
Cexx L1

C‘“““““““““*‘.“‘““".““““““#““‘“““‘“““““““““““
c““.‘“‘“‘.““‘.‘*““““““#‘#‘““##*.““““““““‘.““““““““
SUBROUTINE UHILO(ELy MONTH,UH, UMy UL 4Ky M,NR)
REAL MWHMIN ’
COMMON /SAV/OMDL12),F(12),E(12)
COMMON /AL13/DPR{4424 )4 ELD(4y24)s HPRU 4y 24 )4 ELP{ 4y 24)
COMMON ZAL/MX(31) ,0MWH{12) ,FL{4312),EV(4412)
COMMON/ A3/EFF (4) s Al4) o EXZL4)
COMMON/A 33/ NMON, NDBUG,LIST (MODIP1]
COMMON /GRID/GRD(5)
COMMCN /FITTER/ELRES (4424 )oVRES( 4y 24)
COMMON /A21/DDD{442) 4NUNIT(4)
COMMON /UMI /MWHMIN( &)
DO 1000 N=1,12
OMD{ N} =D MWH{N)
FINI=FL{1,N)
E(N) =EV(]1 N}
1000 CONTINLE
UMAXGD=NUNIT (NR) *0,7T46*EFFINR)*FIT{EL oELP yHPR 46 ¢NR)
MSECS=MX (MONTH)*4.32 EQ4
F{MONTH)=2.0*MSECS*F ( MONTH)
UMAX =24, 0%MX (MONTH) ®*UMAXGD
UMI RI M=MRHML NINR) ®#MX (MONTH)
19 CONTINUE
IF(KeEQel JUMAX={ (2 0 *MSECS )*NUNIT(NR }*0, 74 6*EFF(NRI*FITIEL »ELP,HPR
$+6sNR) ) /3600.0
ELADJ=EL~E[MONTH)
V=64 4,356E04*F IT(ELADJELRES yVRES,249NR)
VM1=4,356E04¢FIT(GRD(1) yELRES,VRES,244NR)
VM5=4,356E04*FIT(GRO(5)y ELRES,VRES,24¢NR}
AVB=(V+F (MONTH) ) =vM]
IF{AVB sLE.0.0)GO TO 10
DSCHG=FIT(EL,ELD,DPRyB,sNR)
SECNDS=AVB/(DSCHGENUNIT(NR))
HP=NUNIT(NR)*FIT{EL,ELP yHPRy6,NR)
UH=(EFF{NR)*0 ., 746 *HP*SECNDS )/ 3600.0
GO TO 105
10 UH=0 .0
105 CONT INUE
IF(UH.GT o UMA X) UH=UMAX
IF{MCDIPI.EQ.2)G0 TO 101
100 IF(UHeGTe(145*%*DMDIMONTH) ) JUH=1.5%DMDIMONTH)
101 SECND S=0,0
AVT = (V+F (MONTH))-VM5
IF{AVT.LE.0.0)GO TO 110
DSCHG=FIT(EL +ELD yDPR B8 ¢NR)
SECNDS=AVT/ (CSCHG*NUNIT{NR )}
HP=NUNIT (NR)*FIT(EL, ELP,HPRy6,NR)
UL=(EFF{NR)*0, T46*%HP* SECNDS)/3600,0
200 CONT INUE
IF{UL. LE.UH}GO TO 360
UH=UL
IPATH=3

GO TO 350
110 UL=UNMEANL P
360 IPATH=1
350 CONT INUE
IF(UL.LT. UMINIMIUL=UNINIM
UM= (UH+UL) /2.0
RETURN
END
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cool

0002
coc3

004 -’

0005
coce
0007
0u08
€o0s
0010
0011
co12
0013
0014
0015
0016
coi?

ool8
cc1s
0020
0021
co22
0023
co24
cu2s
0026
€027
0028

ccz2s

€030
co3t
0032
0033
C034
0035
€o3¢
0037
0038
€c3s
€040
0041
€042
Cus3
0044
€045
€046
co47
co4e
0049
€050

CREERRRRRRRSRREPRREIPEREERREEEKE AL SERE R KRE

c

C
c
C
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- SUBROUTINE RESMOD{U.ELLsJJeJsELyPT)

RESMOD 1S THE RESERVOIR MOCEL CONTROL PROGRAM.

INTEGER DAILY

REAL INFLOW.NAVyNAVBN,NAVBN1,ITVFL1, ITVFL 2, IVFLO1,IVFLO2
COMMON/AL/MDU31) 4PD(12) yINFLOWI4412) ,PANEVPI4,412)
COMMON/A2/COT(12),0UMPPL12)
COMMON/A3/EFF{4) (ADT IM(4 ), ELST (&)

COMMON/AG/TPP(4,12) 4BPP{4,12)
CCMMCN/AS/STAGEL (4424 ),DISST1(4924) ,STAGE2( 49 24)3sD1SST2(%24)
COMMON/AG6 /DPDI12431) ¢DINFLC(412,31)sDPANEVI(4y12,31)
COMMUN /AB/DAILY )

COMMON/ A9/DI1S

COMMON/AL10/4Y

COMMUN/AL11/FRAC( 49 3) yELINCU 4y 3)
COMMCN/AL13/DISPWR(4424)y ELRESD(4y 24}, HPRES(4y24)yELRESP(4y24)
COMMON/A21/DISPT(4,2) 4NUNIT(4])
COMMON/AZO/TAIL(4y24), SPIEL (4,y24)
COMMGN/A32/ITVFLI(44512),ITVFL2(%4412),DITFL1{4s12,31),
1DITFL2(4y12,31)

CCMMCON/A33/NMON,NCBUG,L IST,MODIPIL
COMMCN/FITTER/ELRES(4,24) 9 VRES (4 ,24)
COMMON/BEN1/BN(12,24) +WQ(12,20) ¢ NAVEL12 y8) ¢KAL(12,3)
COMMON/ BEN2/ CELEV,NWKHL , ELEVAT

COMMON/BEN3/R] 4R2
COMMON/BENT/DAVIST ,DADKVT yWAQyNAVBNFLDBNyGENBNy RMF
CCOMMCN /UMI/ MW HMIN{4) . .
COMMUN/BENB/ml g W2 ¢ W3 g wl g WSy WOy WT gy W8

COMMON /BENS/SUMREV

COMMON/REVGEN/ REVDEM,REVBUY, REVDMP

DIMENSION MON(12)

DATA MON/4HJAN ,4HFEB ,4HMAR ,4HAPR ,4HMAY , 4HJUN ,4HJUL , 4FAUG

1HSEP , 4HOCT 4 4HNOV ,4HDEC /
JJJ=0
MARK=KAL(J,41)~1
DACNG=0.0 .
ELMIN=680.0
ELMA X=0, 0
PI1=0.0
R11=0,0
R22=0.0
R33=0.0
P11=0.0
P33=0,0

P44=0 .0
P5520.0

UNHR $1=0. 0
DAV1=0.0
SUM=0.0

EL = ELY
ELEV=EL]

DI SOMP=0.0
ACC=0.0

1 POWER=0

SRS RRERE SR SRR SR A SRR AR RS RS R EEREEERR KR

ve
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cos1 T KW36

0052 - C - X=0. ‘

0053 JMON = J + NMON = 1

€c54 1F(JMON-12)32,32,33

0055 33 JMON = JMON = 12

€056 32 NDUMP = O

ccs7 -~ IF(LIST.EQ.5)GC TO 640

0058 © WRITE( & '526) :

0059 526 FDORMAT {1 HO."tttt“t'ttttttt‘tt““‘t#t‘t‘t‘tttt‘tt“““"tt“")
€060 640  CONTINLE

0061 IF((LIST.EQel)sORe(LIST.EQe3)40R.ILIST.EQ.5))G0 TC 505

0062 WRITE( 6y 522)

0063 WRITE(6,523)

Cub4 WRI TE (64524}

0065 522 FORMAT(LFOsT114¢INIT, )

€066 523 FORMAT(LX,T10,*DAILY *,T21,9DAILY *,T33, *DAILY*,T45, *DAILY®,T56,¢NO.

$9,TO3,'HRSe? yTTO,*DELTA® ,T82,°DAILY® ,T93,° DAILY*,T103,*DAILY*,TL13
$, 'NAV. *,T120,*FLOOD*,T 128, *DAILY®")

€067 524 FORMAT(LX,T3 ,"DATE® 4T10,*ELEV.®,T22,°D1S.*,T33,*DEMAND®, T46, *GEN.
$ 0, TS5, "UNITS?yT639*GENS® 9 TTOy ELEV,.® 2781 4*R-VIST.*4T92, *DN-VIST,"*,
$T102,*W=QUAL+*yT113,*BEN.*yT121y*BEN.*sT129,'Pel. ")

cose 505 1U = NURNIT(JJ)
0069 VOL = FITUEL ELRES,VRES,24,JJ)

0070 MDJ = MDLJ)

co71 DPDD = U/MDJ

0072 IF(DATLY)30430,5

co73 30 EVAP=PANEVP(JJ,J )%0,7

€074 DADJIN = INFLOW(JJ,J)

0075 IVFLOL = ITVFLLI(JJ,Jd)

cc7e IVELO2 = ITVFL2(JJed)

co77 500 4 JX =1 4 IU

0078 NJX = JX = 1

cors ' ELC = EL

coso IFIJX.GT.1IELC = EL - ELINCCJJoNIX)
cost . HP = JX * FIT(ELCyELRESPy HPRES,64J4d)
cce2 PO = HP*0. T46*EFF(JJ)

0083 HRS = DPDD/PO

0084 IF(HRS =ADTIM(JJ) 110, 10,4

co85 4 CONTINLE

ousBe JX = 1U

0087 10 JXxX=JX

coss 00 3 JY =1 , MDJ

0089 NUMBER=1

cosc EL3 = EL

cosl VoLl = VoL

0092 IFIDAILY 147447,48

€093 48 DADJIN = DINFLO(JJydsdY)

€094 EVAP = DPANEV(JJ,J,JY)*0.7

0095 IVFLO2 = DITFL2(JJ2ded V)
. Ccse IVELOL = DITFLL(JJsd,JdY)

€097 47 IF(NDBUG)49,49,1062 , :
0098 1062 WRITE(6,1085) MON(JMON) , JY , DPDD
€099 1085 FOKMAT(///5X 6HDATE , A% 43X, 12,10X,L5HENERGY DEMAND ,E12.4/)
0100 1098 WRITE( 6, 1086) EL 5 VOL

cro1 1086 FORMAT (5X,9THE INITIAL ELEVATION IS *,E12+4¢ SX, *THE INITIAL VOLUM

1E IS  *,El2.4/) -
0102 49 IF(EL=TPP(JJ,J))1049,1049, 16

c103 1049 IF(DPDDI1048,1048,11
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c1c4 . 1048 DI1S=0.0

€105 B PO=0.0

0106 HP=0.0

107 < HRS=0.0

cloe ) JX = 0

0109 EL = EL3

0110 ] voL = voul

0111 NUMBER=NUMBER+1

0112 IF(NUMBER «GE «+3)G0 TO 1036

0113 GO TO 1054

Cl14 1636 WRITE(6,1037) .

0115 1037 FORMAT(5X, *CHECKSTOP IN RESMOD - ELEVATION CHANGE DUE TO EVAPORATI

10N GREATER THAN CHANGE DUE TO INFLOW®)

Cllé STOP

0117 11 Jx=J XX

o118 NJX = JX -1

€119 ELC = EL

0120 IF(JX.GTL1JELC = EL = ELINC{JJ¢NJIX}
0121 HP = JX * FIT(ELC,ELRESPy HPRES,;6¢JJ)
0122 PO = HP * 0.746 * EFF(JJ)

o123 HRS = OPDD/PO .

Cl24 : IF{HRS=2440)23,23,24

0125 24 HRS = -24.0 :

0126 - 23 DIS = JX * FIT{ELC,ELRESDsDISPWR+84JJ)
c127 10564 CALL GEM(VOL,DADJIN,DIS,HRS)

0128 . EL = FIT(VOL+VRES+ELRES24,JJ)

€129 EL = EL - EVAP

c130 IF(BPPIJJJI-EL)1095,1095,1048

0131 16 IF(EL-DISPT(JJ,1))17,18,18

€132 17 DISL = FRAC(JJs1 )*DADJIN

€132 GO 10 12

0134 18 DIS1 = FRAC(JJ+2) * DADJIN

€135 GO TO 12

C13¢ 12 Jx=1u N

0137 NJX = JX =1

c13¢ ELC = EL

0139 IF(JX.GTLIELC = EL — ELINC{JJoNIX)
0140 DIS=JX*FIT(ELC, ELRESDy DISPWR, 8yJJ)
€141 IF(DIS1-DIS)I13,13,14

0142 13 NDUMP = 1

0l43 GO TO 1042

Cled 14 EL2 = EL

0145 DISOMP = DIS1 - DIS

Olab TWC=FIT(DISOMP,SPILL,TAILy164JJ)
Clat EL = EL = TwC

0148 : ELC = EL

0149 IF(JX.GTLL)ELC = EL = EL INCEJJI,NIX)
€150 ' DIS=JX*FIT(ELC+ELRESD DI SPWR 8 yJJ)
0151 IF(DIS1-DIS)1042,104241

€152 1! DISDMP = DIS1 - -DIS

0153 TWC=FIT(DISOMP,SPELL,TAIL 164JJ)
0154 EL = EL2 ~ TWC

€155 DIS=DIS1

0156 ELC = EL

0157 IF(JX.GTL11ELC = EL - ELINC(JJsNIX)

€158 1042 HP = JX * FIT(ELC,ELRESPyHPRES 5 ,JJ)
0159 PO = HP*0.T46*EFF(JJ)
Cl60 HRS = 24.0
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ols61 CALL GEM(VOL,DADJIN,DISyHRS)

Cle2 EL = FIT{VOLsVRES,ELRES4244JJ)

0le3 EL = EL - EVAP

0164 : ITFLEL=DISPT{JJy2))424 42441

Cles - 41 EL = EL3

0166 VoL = VoLl

ole7 DIS1 = FRAC(JJ,3) * DADJIN

Clee G0 TO 12 :

0169 42 IF(TPP(JJ,J)-EL)22+21,21

c170 21 IPOWER = 1

cl71 22 IF(NDUMP)43,43,1094

0172 43 IF(NDBUG110955,1095,104%

0173 1044 WRITE(641045) :

Ql74 1045 FORMAT{/5X,50H*sskkskskbs ks kbthss DUMP STRATEGY %%tttk

15685082/ ) :

c115 WRITE(641046) HP , DIS

Q176 1046 FORMATUL10Xs4HHP  4EL12.44910X,5HDLS 4El2.4//)

0177 1094 NDUMP = 0

cl7¢€ 1055 ENERGY = PO * HRS

0179 ACC = ACC + ENERGY

0180 IF(NCBUG)31,31,1097

ciel 1057 WRITE(641039) JX , HRS

0182 1039 - FORMAT(S5X, LOHUNITS ON ,12,23X,5HHRS ,E12.4/)

o183 : WR1TE(6,1087) PO o ENERGY

o184 1087 FORMAT(S5Xy18HPOWER GENERATED = ¢E12.4,5X,1BHENERGY GENERATED ,€E12

1.47)

cLes 31 DAV = (DIS * HRS ) / 24.0

cl8e¢ DAV1=DAVI1+DAV

0187 Fl1 = DAV + IVFLOl

c1se F2 = F1 + IVFLC2

cl8s$ S1 = FIT(F1,DISST14STAGEL+24,J4)

€190 S2 = FIT(F2,DISST2,STAGE2,24¢J4)
CEex et R R RRE SR AR SR AR RRERE R RS ERE SRR A SRS RS XSRS REE R SR FIEREIREE SR ER KRS K S8
CHEERBRRAER K SR SRR ARKAEE AR XXX SR AN AXE K EEE XA R AR XA AR AR XA G AR RAR R A AR RS AR RS AR BE SR KK
Cxes . E 2 2
Cess CALENDAR SECTION s
Cxex E 2 1]
Cttttt#tt‘lt‘ttttttt‘t‘tt“ttlt"‘tlltl‘tl‘ltlt‘t‘tl‘“‘ttt"‘tt_t“"tttt‘ll“““‘
R I EE LRI R 22 2222 R I R 2 2R R R 2R R R R R R RS2 2222 R R 22 RS2 R R R 22 1222 2]

0191 N=JY

€192 120 IF(JJJEQ.1)G0 TQ 110

€193 MAR K=MAR K+ 1

194 GO TO (109,109,109,109,109, 108+108) 4 MARK

€155 110 MARK=MARK+] )

C196 IF(MARK.EQ.6)GO TO 108

c197 IF(MARK.EQ.T7)G0O TO 108

(1ss GO TO 109

0199 108 NWKHL=1

G200 IF(MARK.NE.7)GO TO 112

c201 MARK=0

0202 . JJd=1

0203 G0 TO 112

0204 109 NWKHL=0

0205 112 IF(KAL(J,2).EQ.JYIGO TO 113

€206 IF(KAL(Je3).EQ.JY)IGO TO 113

0207 GO TO 114

0208 - 113. NWKHL=1

c20s 114  CONTINUE
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c21c¢C
0211
cz212
€212
0214
c21¢
0216
c217
c218

0219
0220
Q221
c222
0223
" C224
€225
0226
Q2217
0228
0229
€23¢C
0231
0232
€233
02234
0235
€236
0237
caae
€239

C24C

C241
© Q242
0243
C244
C245
0246
0247

CEE2 022 R0 XXX R AR AR B XA ERAA SRR R R AR BEERRE R AR R R AR RR R RS S R R R SRR R R RS R R R R R RS Rk k
CHEEERRERAR B EREE SRR RS RRRRERRRA SRR R SRS AR SRR AR RS AR KK ERE R R SRR Rk R R bRk kR kR Rk

Ck*% ! ky
C*** THIS SECTION DETERMINES THE 2VERAGE DAILY ELEVATION AND THE DAILY hhdd
C*** ELEVATION CHANGE. TERMS OF THE RESERVIOR MANAGEMENT FACTOR ARE L
C**#% ALSO DETERMINED . b
Cx&x k%

C.l“‘ttit#ttt‘tttttttt‘t#ttttttttlt‘t.lttttt#tttt"i‘?‘t‘““““"““““‘l“
CHERR AR R RN AR IR ARRRERREREREERRE SRR RN ER R RS RSN AR R R R R R AR AR R RE X R EF R RR R R R ERE R K KK

- ELEVAT=(EL+ELEV) /2.0
OEL EVs EL-ELEV
DACNG=DACANG* ABS{DELEV)
IF{EL.GTLELMINIGO TO 500
ELMIN=EL
500 IF(EL.LT.ELMAX)IGO TO 501
ELMA X=EL
501 CONT INUE
CALL BENMOD(JsPL+S1,S2,0AV.IVFLOL,IVFLO2)
CHRRRIBER AR IR AR RERR S B RE AR AR ERRR X EERRE RS R ERRAREE R AR R R AR AR SRR R AR EER R KK
CHERREESRRE AR SRR RS RRRRER SR RRRRREER KR ARAR SR SRR A XA BERR R R R ERER SRR AR R bR R DR KK £ X

Cexx L1
C**x. THIS SECTION CCMPUTES THE PERFORMANCE INDEX ON A DAILY BASJIS AND SUMS **x
Cesx THESE OVER THE ENTIRE MONTH . x*k
Ce*s : [ 223

CH* %0525 2R R AR R KX KR RA RS R R R R RS R KRR KX R A R AR AR R R R AR R KRR R R R RN R R R R AR R R RR XA RR R kKK
CEE XXX 04X XX KX R R R E R R AR AR R E XK R SRR XSS XS R SRR R R AR AR SRR R R RR R AR KR SR Rk R KRN BR Rk EEK
R11=R11+R1
R22=R22+R2
R33=R33+CADWVT
P1=(DAVIST/(BN{J,2}#BN(J,5}))} .
P2={DADAVT/{BNIJ,16)*{BN(J,y2)+BN{J,5)}))
P3=wAQ/MD( J}
Pa=(NAVBN/MD( J})
P5=(FLDBN/MD(J )
P11=Pll+Wl*Plew2ep2
P33=P32+P3
P44=P44t+ PG
P55=P55¢+P5
PIDATSWI*P1+W2¥P 2+ WI*P I+ W4*k P4+ W5 PS5
SUM=SUM+DAVIST +DADNVT
PI11=PIDA+PI
IDADVT=DADWVT
IDAVST=DAVIST
UNHRS = JX*®HRS
UNHRS1=UNHRS1#UNHRS
TFC{LISTeEQel) eORILISTCEQe3).ORL{LIST.EQ.5))GO0 T 504
WRITE( 64525) MONL JMON) » JY y ELEV 2 DAV +DPDD,ENERGY y JX yUNHRS ¢ DELEV, IDAVS
$T, IDADVT yWAQyNAVBNyFLDBN,PI1
525 FORMAT(IHO ¢A4 sTO p12¢T109F6e2sT1T9F9e29T31,F9e24T43,F9.2,T56412,T62
$9)F5.2yTTOF5.2,T785199T90,19,T103¢F643¢T1124F5.2+T1204F5.2,T128,
$F5.2)
504 ELEV=EL
JF(IPOWER)IL195,1195,1190
1190 IFlJY-MDJ)1191,1195,1195
1191 IF(ACC-U)1193,1194,1194
1193 DPOD=(U-ACC)/Z{MD{J)=DY)}
IF(CPDDLT MWHMINIJJI)IIGO TO 1194
DO 1196 JX = 1 , U
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0248 NJX = dX - 1

€249 ELC = EL

0250 IF{UXeGToIELC=EL-ELINC{JJIyNIX)

0251 HP = JX #* FIT(ELCyELRESP,HPRES;63JJ)

c252 PO = HP * 0.746 * EFF(JJ)

0253 HRS = DPOD/PO

0254 IF{HRS-24.001222,1222,1333

€255 1333 HRS = 24,0

0256 1222 IF(HRS~ADTIM{JJ))IL1197,1197,1196

0257 1196 CONTINUE

case JX = 1U

0259 1197 JxX = yXx

C260 GO TO 1195

0261 1194 DPDD = MwWHMIN(JJ)

0262 JX = 1

0263 JXX = 1

C2¢e4 1195 I1POWER=D

0265 3 CONTINUWUE

. 0268 RMF=ABS{ (CACNG/MOD(J) )*{ELMAX-ELMIN)})

€267 ILAND=R11

0268 IWATER=R 22

0269 IDOWN=R33

271¢C UNHRS1 =UNHRS1 /MD(J)

0271 .DAV1=DAV1/MD(J)

c272 DEM=PDIJ)

€213 GEN=ACC
CHR*2 X RXX XX R XE XX AR X R K AR R R R KBRS EXX R XX E R RS XXX A EAS S XXX B R XK S RE XX BB EB AU B RE SR BEE R RS
[ 212222 3 22 1 R 22 222 222 2 R RS R R R 22 223 R 3 2 s 2T R 2223222222230 2 23
Ce*x THIS SECTION DETERMINES THE BENEFIT OF GENERATION IN RELATION TO Ll
Cx** DEMAND IN MEGAWATTS ’ *xs
Ces* (224
CH2¥ XX XX KRR R XXX XK ER XXX B A S BX X R REREBE R BB X AR R R R R X ER R RE R RSB E XA S SR X MR AR R RE R R PR G R RN
CRERX XXX R XXX XXX RDBX R A ER XX XX RN EESEEE XD SRR AR DR SRR RS L R RN KX R R DR RE R SR SR SRR R RS

€214 IF{GEN-0.0)301,301,302

€215 301 GENBN=0, 0 -

0276 G0 TO 310

€217 302 IF{GEN-DEMI303,304+305

02718 303 GENBN={1.0/DEM}*GEN

0279 GO TO 310

cz2ec 304 GENBN=1.0

cz281 GO 10 310

0282 305 GENBN=(0.25/DEM)*GEN+1.0

0282 310 IF{DEM-GEN)I311,311,312

0284 311 REV=DEM*®REVDEM+{ GEN-DEM) *RE VDMP

0285 GO TO 313

c28¢ 312 REV=DEMeRE VDE M=( DE M-~GEN)} *REVBUY

0287 313 CONT INUE

cz8¢e PI=W6*CENBN+PI1

c289 IFLLIST.EQ.5)GO TO 1701

0290 WRITE (6, 8307 JMON (JMON)

€291 WRITE(6,8908)ELL,HEL

0292 WRITE( & 8901)

€293 WRITE(6,8902)

€294 WRITE(6,8903) ’ .

0295 WRITE{ 6y B904 ) INFLONW( JJ9J) oPD(J) 9 UgACC4DAVE JUNHRSL » IWATER, IL AND,

$1D0WNyPL1,P44,P55
C29¢ WRITE(6,8906)P33
0297 WRITE( 6y 8905 1GENBN yREV4PT RMF
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0298
0299

0300

0301

0302

0303
0304

€305
0306
c3c?
0308
c309
c31¢
0311
0312
Cc313
0314
0315
C3l1¢
G317

LEVEL
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8907 FORMAT(1HO,23HTHE MONTH BEING RUN IS ,A4)
8908 FORMAT {1 HO,27HTHE INITIAL ELEVATION IS = ,F10.34T40y

8901 .

8902

8903

8904
8905
89C6
1701
551
552
553

554

$25HTHE FINAL ELEVATION IS = ,F10.3)

FORMAT(LHOy TS, 3HAVGy T15 s THMONTHLY s T25 ,SHOPTIMIZER 4T3 7 46 HENERGY o T4T
$ 39HAVG~DAILY s T60 y9HAVG-CAILY 4T 73, SHTOTAL » T84, SHTOTAL ,T95,5HTOTAL,
$T1069SHTOTAL+T116s5HTCTAL,T126,4,SHTCTAL) :

FORMAT{1H 4T3,6HINFLOW,T15,6HOEMAND ¢ T264 THCONTROL ¢T38 44 HGEN. 4 T4 T,
$OHOI SCHARGE yT60,8BHGEN=TIMET73 ySHWNATER, T84, 4HL ANDoT95, THOWNSTRM,
$T106y SHRECR. » T11644HNAV. » T126,5HFLCCO)

FORMAT {1H sl 1H(THOUS=CFS)y T16,SH{MWH) ¢ T27SH{MWH)} ¢ T3T 4 SH(MWH) 4 T45,
$S1IH(THOUS=CFS) yTO0»FHIUNIT=HR) T72,8HVISITORS,T83,8HVIS ITCRS, Y94,
$BHVISITIRS,T105, THBENEFI T4 T115, THBENEFIT,T124,THBENEFIT)

FORMAT {LHO 4T3 3F6 o3 4T 14,FB429T269FB8a2¢T35¢F8,2+T49,F6e3+9T614F4el
$TT34169TB4eI169TI5,16,T106+F5.3,T1165F5.3,T126,F5.3)

FORMAT(LHO 41Xy L6HPOWER BENEFIT = 4F10.3,T30,16HPUWER REVENUE =$,
$F1042 ¢+T60,16HTOTAL BENEFIT = ,F10.2,T90y 6HRMF = 4F10.3)

FORMAT(LHO 92Xy SHWATER /31 X, THQUALITY 9/ ¢3XsF4 a2}

GO TO(551,552,553,554)yMODIPI

Pl =PI

G0 TO 521

P I=REV
G0 TO 521

PI=SUM

GO To s21

PI=wT7*REV¢WB*SUMN

521 CONTINUE

u=aCC
RETURN
END
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0001
0002

0003

C00%
€005
0006
0007
(ocs

coc9
0010
0011

FCRTKAN IV G

covl
0002
0003
Cuce
0005

Cuoe
0007
cocy
co09
oulo0
ao11
cu12
0013
€014
co15
co16
€17
cute
0019
coz2¢
0021
0022
c023
0u 24

cu2s
0026

TABLE XII (Continued)

21 MAIN DATE = 73275
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18703712

o 2222222 R R L RS RSS2 22222222 22222233223 %23 L T T T T T T

c
c

[aNeNeNsNal

(aNalel

LEVEL 21

10

20

30

«0

10

100

SUBROUTINE GEM(Y,FLOWsDISsHRS)
COMMON/ 433/ NMON, NOBU G, L IST,HODIP I

GEM PERFORMS AN EULER INTEGRATION,

KW=6
FLOW IS THE EXPECTED INFLOW RATE.

DISTIM = ( HRS * 3600.

VDOT = FLOW * 1.983471

© IF(NDBUG119,19,20

20 WRITE(KN22i) FLOW 4 DIS ,

21 FORMAT(5X,13HINFLOW RATE
15HVOLUME CHANGE ,E12.47)

)} / 43560.
~ DIS * DISTIM

voaT
vE12 0% 93X, 15 HDISCHARGE RATE

19 Y = ¥ ¢ vDOT
RETURN
END

FIT DATE = 73275
FUNCTICN FITUY,YY,GGoVM,JJ)}

DIMENSION YY{4,M)GG(4 M)
TFU{YeGEYY{JIgl ) ) eAND (Y JLELYY(JIeMI}IGO TO 20
WRITE(6,100Y

FORMAT{S1HO***x VALUE GIVEN TO FIT QUTSIDE RANGE OF PTS.
$F12 .4 45H *x%x)
sToP

KETCH=1
KUT=(M+11/2
IFCY=YY( JJyKUT})
KETCH=KUT

KUT=¢
I0IF=KUT=KE TCH
IF(I0DIF.EQ.1)GO TO 50
JUT=KUT-(IDIF/2}
IFC =YYl JJyJUT))
KUT=JUuT

GO TO 40
KETCH=JUT

GG 10 «0

FIT = GGLJIJIyKUT)
GO TQ 100

FIT = GGlJJ,JUT)
GO 1O luo

40460,30

70,80,90

60

80

9E1244y 3%, 1

18/03/712

50 FIT=GO(JJKETCHI+LIY-YY(JIKETCHI Y /{YY{IJKETCH+1 ) =YY {JI,KETCH] ) )=

${GGEJJsKUTI-GGIIJ KETCHIY
RETURN
END



coul
0002
cou3
Cu04
€005
cuoe
0007
€008
"cous

0010
0011
col2
0013
Cule
Cols
(Cl¢

co17
cols

CcC1s:

0020
0021
€022
0023

co24
0025
cQ2¢

€027
0028
0029
Go3a
0031

Gu3l2
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CHEb bt bbb b bbbt bbb R SRR AR 2SR ER SR NERRRRRAARR AR AR AR R AR SRR AR BB RS SR SE RN AR
SUBROUTINE BENMOD(M,Pl ,STAGEL,STAGE2,DAV, IVFLOLl, IVFLOZ)
REAL NAV,NAVBN,NAVBN1,IVFLOL1l,IVFLO2,LOWEL
COMMON/BENL/ BN(124+24),WQ(12,20),NAV(12,8)yKALL12,3)
COMMUN/BEN2/DELEV NWKHL ,ELEVAT
COMMCN/BEN3/R1,R2
COMMIN/BENS/ALPHAL , ALPHAZ.ALPHAB.RETMI RETM2
CDMMON/BEN&/FLDSTI.FLDMXI FLDST2 +FLOMX2
COMMON/BENT/DAVIST o DADWVT yWAQy NAVEN, FLDBN  GENBN ) RMF

COMMON/BENLO/LOWEL yHIGEL
ct----t-ttt-t---t----------t--tstvs-t-ttt----tt----------t---ttt-ttt--tt-t-ttttt

CEHERRRREXRE SR ERRERABR AR SR XX SR AR ERE AR EARRI R KR SRR R ERE R R AR AR SR AR R AR R RRE RN &S

Cres x%
Cx** BENEFIT MODEL b dd
Crex s

CEEERRB AR EEXRE ERS R R R R A X RS AR AR SR AR R ESR R R AR R XS R KRR SRR R R RR R E R KSR R R KRR R E R R ER R R kR
CHEER XXX AR R XN XXX RRRERX XX ER A RRFRRE R R R AR R R XX R R R X TR R RS R RRE AR R R R R R ER R EE
CH*ES 322X XX AR R XX R R EX R ER R E R AR E R R AR FRRE R AR X EEREF R R SR EE R R EE R R R EXRER KR X
CHREXXEXR X XXX RRRRRRR AR R FRERBX R EEERR R R R RR R XA TR B R R E R R R EFE R R R RE kR hEE R EE AR k&

Crss xx
C*** CALCULATE VALUE OF RAW MONTHLY LAND VISITATION %
[T T es

2 L T e R R I PR P et 2 P
bbb b ddddbiiithbthhhihbhiddd il il dd el i il bl il e i L b bt d i b e bbbl i bl
DIR=DAV+IVFLOL
IF(ELEVAT-LOWEL 1304130131
130 RAVTLA = BN(M,1)
. GO TO. 139
131 IFUELEVAT-BN(M,7))132,133,134
132 RAVILA=((3NEMy2)~BNIM,1) ) *ELEVAT+BN(MyL)*BN(M, T)
1-LOWEL *3N(M, 2} 3/ (BNI M, T)-LOREL)
GO Y0 139
133 RAVTLA=3N(M,2)
GO TO 139
134 IF(ELEVAT- BN(H.B))IBS-IBS.IB&
135 RAVTLA=BN(M, 2)
GO 70 139
136 IFLELEVAY-HIGEL)13T,138,138
137 RAVTLA={(BN(My3)~BN(M,2) ) *ELEVAT+BNIM,2) *HIGEL
1-BN(My3)*BN(M,8) )/ (HIGEL-BN(M,8)}
GO TO 139
138 RAVTLA=BN(M, 3}
139 CONTINUE
R R I LR R e L e e T R P e 2 22 L
CHERERARRAORRRREREE SRR RS AR RRRRERRIRRER SRR RERE SRR KRR AR BR R AR KRR AR RE R KSR R AR R K & &

Cexs ) (212
Cx** 'RAW LAND BASED VISITATICN HAS BEEN CALCULATED AS RAVTLA L i
Cx** CALCULATE RAW WATER BASED VISITATION e
Cres %

CEERRRRERRRR TR RRRRRAER B AR AR AR SRR R AR R ERRESRRARR AR R AR RERC R XX SR RR AR KR RIHRR SR SR RS
CHXEBERAE SR RZRRRERREER R R AR RER KRR AR AR R A AR BR R R AR SR R SRR ERE R AR A SRR R AR R R AR KRR
1F(ELEVAT-LOWEL) 140,140,141
140 RAVTWA=BN(M, 4)
GO TO 149
141 TF(ELEVAT-BNIM,9))1142,4143,144
142 RAVTWA=((BN(My5)}= BN{M,4) }*ELEVAT+BN(M,4)*BN(M,9)
1-LOWEL*BN(My5))/ (BN(My9 )-LOWEL)
GO TO 149



€033
0034
Cu3s
c036
co37v
CO3E
‘ov39

CGaC
0041
G0ae2

[ )
C044
0045
Co46
COa7
Cox8
€04S

0050
Co51
€052
0053
Q054

0055
€as56
0057
G058
CC59

C060
Cgel

0062

0063
Cl6a
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143 RAVTWA=BN(M,5)
GD TO 149
144 TF(ELEVAT-BN{M,10))1454145,4146
145 RAVTWA=B N( M, 5)
’ GO TO 149
146 TF(ELEVAT-HIGEL}147,148,148
1647 RAVIWAS((BN(M, 6)-BNI{My5) ) *ELEVAT+BN(M,5) *HIGEL
1-BN(My&)*BNIM,10))/ (HIGEL-BN(M,10)) -
GO TO 149
148 RAVTHA=BN(M, 6)

"149 CONT INUE
CEEIREEEEEEE AR L REEERERER SR SR EE AR RSB REREXERE SR RE SRR EESEEEEERREL L RE SR R ER KR KRR L &K

CHEPERERERREXLAF RS SRS RS RE RS SRS RS R R XX SRR SRR ER XL KRR SRR S X R A SR SRS R R RS R RS SR S K S & &&

Co e ) e
C*** BOTH LAND AND WATER BASED VISITATICN ARE CALCULATED L
Ce*% CALCULATE TOTAL DAILY VISITORS e
Cees 31

Cttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttt
Cttttttttttttttttttatttttttttttttttttttttttttttttttttttttttttttttttttttttttttttt

R1=RAVTLA/BN(M,y11)

R2=RAVIWA/BNI(M,11)

ADJVST={RAVTLA+RAVTWA) /BN(M,11)

IF (NWKHL.EQ.0)GO TO 150

DAVIST=3N{M,12)*%ADJVST

GO TO 158

150 DAVIST=ADJVST

CHERLEERERRERRARRRERAAE SRR RS RERER SRR AR SR RA RS S SRS KR SRR EE AR KA SRAEXEE RN RS RN RE RN S
CRERSERERRREBE EAREERRB AR R SARRRR RS AR ESAN SR AR RS AR RRT AR ER R SR RRB SRS RS SRR KBS R 4R

Ceex . T
C***¢ THIS GIVES DAVIST AS ¥ OF DAILY VISITORS L2 1]
CHex “ee

CHREEEARE BN BARRRARRERERRE R RS RRR SRR S EE A SRS AR SR A SRS R REE R SR KRS AR RN RRREREE SRS
CHEREREEXEXEIR SRR A SRS RE RS KR SRR RN RER SR RRE XA SR AR SRR SRR R R R AR R SRR AR SR KRR ERARE XK
Ce*% THIS SECTION APPLIES THE CAILY ELEVATION CHANGE PENALTY bddd
Cexs e
CHBTERARERERSRIRR BRSNS RE SRR RRARERE RS AF RSN S R SRR R R R R BB RR S IR IR KSR KA RS
COTRERFARRRSSR SRS PAF I REER AR XA S B SR ERN SR AR R SRR R RAR R SRR RS SRR SRR RK RN A SRR R A RS
158 IF(DELEV=-BN(My19))151,4151,152
© 151 DAVIST=DAVIST*EN(M,13)
GO TO 160
152 I F(DELEV-BN(M,20))153,154,155
153 DAVIST=DAVIST*((BN(M,14)~BN{M,13))*DELEV+BN(M, 13)*BN(M,20)
1-BNIMy19)*BNIM,14) )/ (BNE(M,20)=BN(M,19))
GO To 160
154 DAVIST=DAVIST*BN{M,14)
GO TO 160
155 IF(OELEV-BN{My21))15641574157
156 DAVIST=DAVIST* ((BN(M,15)-BN(M,16))*DEL EV+BN(M, 14) *BN(M, 21) '
1-BN{M, 15)*BN(M,20) ) /(BN(M,21)-BN(M,20))
GO TO 160
157 DAVIST=DAVIST*BN(M,15)
160 CONTINUE
Rl=(R1/(R1+R2))*CAVIST
R2=DAVIST-R1
CRSFEORRRBRRARARER AR SRR AT AR A AR AR SRR SRR E RN R AR RS R SR SRR S SR KRR R R SRR RN
CHEEEEFARADABLARERR AR RAREEEEREE R R X ER BB XS RB ARSI R SR AR RRR R RS SAR RS XX EE AL R KR SR ER SR AR
Crss e
C*** THE DAILY AVERAGE VISITATION, DAVIST, HAS BEEN FOUND FOR ABOVE DaM *xe



coet
0066
0067
Coe8
0069

CuTe
0071
CCc72
co72
0074

0075
0oT6
cor7

ccre
CuTs
COUBO
[9¢1.1
.0082
ousl
cussa
008S
Cco8s
auaT
0088
0089
€uso
0091
0092

€933
(0S4
C095
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C‘#tt‘i‘#tt‘t““‘t“‘tt‘t“‘tt#tt#tt‘#‘tt#t‘##t‘#‘t‘##“t“#i#“‘#“#‘#ttt‘t#t‘
CoepshsRs st R RN R AR R R RA AR EKRE RS AR ERA R SRR RA SRS R R AR KRS RE R R R AR S AR R kRS K 5 X

Chex . k%
C*s% THE FOLLOWING COMPUTES THE DOWNSTREAM VISITATION
Cexe LL )

Clt‘t“““"t“‘t“““““‘*“‘.“““““‘tttt‘i““““““““‘t“““‘i“‘
Ct““‘t““‘i““t“‘““‘t“““““‘“"t‘t““““‘“‘“““““““‘C“““
IF(DIR-BN(M,22)1161,161,162
161 DADWVT=DAVIST#BN{M,16)
GO TG 170 ,
162 IF(DIR-BNIM,23)1163,164,165
163 DADWVT=DAVIST*((BN(M,17)~BN{M,16) ) *DIR+BN(M,16) % BN{M,23 )
1~BN(Ms1T I*BN(Ms22) )/ (BNIM,23)~BN(M, 22))
G0 10 176
164 DADWVT=DAVIST#BN{M,17)
GO TO 170 '
165 IF(DIR-BN(M,24)) 166,167,167
166 DADWVT=(DAVIST®((BN(M,18)-BN(M,17) ) *DIR+BN(M,1T) *BN( M,24)
1-BN(M, 18)%BN(My23) 12/ (BN(M,24)-BAIM, 23 1)
G0 TO 170
167 DADWVT=DAVIST#*BN{M,18)

170 CONTINUE .
CEEEEERAERSERRRRRERR R R RS EE SR ERAERRR S RRRRRREERR SRR EARE SRR R ERR AR KRR R RN R AR B4

CEr st AR R AR AR AR RAER XSS R X R XRR R R EE R SA SRR AR RE R AR XSRS RS RS KR kS kKRR SRS S &S

Cosx 1y
Cens WATER QUALITY MODEL hddd
Cesx . *ex
Ces* THIS MODEL CCOMPUTES THE WATER QUALITY AT A POINT DOWNSTREAM xxx
Ce*x FROM THE RESERVIIR AS OETERMINED B8Y A REACH TIME IN DAYS b dd
Cesx *ax

CHEXXXRXEXSX AR LR RS E R RN R R RS AR AR S AN AR R RS ERA R A RN SRR XA S A RS RS AR RE R R R SR RN A R AR RS
CEES XXX R ERSEREE SRR SRR AR SR RE XXX RS RB R R X KRR SR ERE SRR E R SR E R SR RN R AR R AR RS R kX

WAQ=0.0

DOSTAR=WQ(M,3)

TMRES=WQ(M, 6) -

TMEFF=WQ (M, T)

DORES=WQ(My 1)

DOSFFL=WQ(M,2)

BOOST=hQ(My4)

BODEF=WQ(M,y5)

DSSTM=WWJ (Me9)

DSEFFL=WQ(M,10)

CFSS=DAV

CFSEFF=IVFLOL

DMTC=wQ{M,12)

L=1

RETM=RET M1
CERRRORBR AR REE SRRRERERRERE RN ER KRR RR SR RRRR AR RN EERASAERRRRRB SRR SR AR KRR ARE KKK
CHERABRRRERERABIRRRR R RE AR AR RS R RIBR SRR AAR SR KR AR R AR SRR RREREE KR ARERRR A SRR EE R K&

Ceex [ 23]
Cxx%. THIS SECTION COMPUTES THE TEMPERATURE CF THE STREAM AT THE RESERVOIR bl
Cx*x AND DOWNSTREAM AT THE NEXT CONTROL POINT L1
Cxxx (3124

CHRXRASRRRRERLEREASRRARRABR AR AR K EEERAE B R E XX SR ERRR R EA XA ERK KRS AR R SRR RR KR SRR XK K K&
CEXBRERREIERLEBEERBERARRER SR SEEREERRRRRRRR AR KRS R B AR RRAR R SRR KR RRRR K ERE R ERE K K&
182 TMMIX=(TMRES*CFSS+TMEFF*CFSEFF)}/ (CFSS+CFSEFF)
DSTRT=TMMI X#DMTC
DSTRA=(DSTRT+TMMIX) /2.0



0096
0vs7

0098
co%9

0100
o101
0102
0103

clo04
Cl105
Clce
0107
clo8

Cl 0s

o110

o111

Q112
o113

168

TABLE XII (Continued)

RKPRM=WQUM,13)*%(1, 04 7**(DSTRA~20.0))

RK2PRM=W Q(M, 14)%(1,0159*%*(DSTRA~20.0))
CRESREEEEARRRE SRR ERRREERRE AR R AR AR ERRRE KRR R RARRRER R AR AR AR R R AR AR RE AR KRR RRR R KR
CHERRERREAERERRERRRRRARRER A RRERRERAER R R RRR AR BE AR BB AR AR AR RR AR KX AR KRR RR KRR ERR KK

Cexx ’ . ) &%
C*** THIS SECTION CCMPUTES THE CO OF THE MIXTURE ' A
Cxxx g b

CHEXXXRTRER XA RERERRRRRRERERAREE AR AR RR R KRR RERR AR EER ARG E KRR R EERER R R R R kR R AR R R KKK

CHRRUARGRABERRRBRRA SRR ARG RS AR R SRR ARE AR KR AR R AR RS KR RE R B R AR RRER AR AR KKK SR KA KKK

DOMI X=(0 ORE S*CF SS+DOEFFL*CFSEFF) /{CF SS+CFSEFF)
DOSAT= {~9,832E-5)*(DSTRA) **3
1+(B8.6854E-3)*(DSTRA) *%2
2+(=,4055)*%(DSTRA)
3414, 61651
IF(DOSTAR.EQ. 0., 0) DOSTAR=DOSAT
DOD=DOSAT~DOM IX
LF(DOD) 18641864187

186 DOD=0.0
CHEREREERREX R RRR R RABEEBEARRRERERAREER R AR R IR R XX SRR EERRRR R AR AR RS REER R BR SR ER SRR R

CEEEXXXFEX XXX XRX XXX ERRE XX RRREEREE R RS X RS RS XX EARRR A RRRXR KR KK RR AR RE R R RERRAER R KK

Cesx i xx
C**% THIS SECTJON COMPUTES THE BOD AT THE RESERVOIR AND CORRECTS IT TO LA b
C**% THE STREAM TEMPERATURE AT THE NEXT CCNTROL POINT _ &
Ce*x . xx

CHERERRAARRAR AR RRRERRRERARRRRRRREEERRRERRR AR R SR AR RARERERRER SRR R AR KSR AR KSR RR SRR R S
187 BODMIX=(BODST*CF SS+BODEF*CFSEFF) /(CFSS+CFSEFF)
IF(L <.EQ.2)B00L=B0ODMI X :
IF(L.EC.2)G0 TC 184
BOOL=(BOOMIX)/(1.0-10.0%*(~wQ(My13)%5.0))
184 B800S=BCDL*{]1 .0+0,02%(DSTRA-20.0))
CERREREAARARAE SRER AR AR R AR SRR SRS AR ER DR AR KRR RRR SRR R AR AR XA R RR B XX GR KRR AR KR KRR R RN
CRERRREXABRRIRIRDERRRERRERRRRRRRRRRREERRRR AR DR AR EARERRRR SRR BB AR AR AR R KX R R RREE &S

Cexx . b2 2 J
Ce#** THIS SECTION COMPUTES THE DO OF THE STREAM CORRECTED FOR TEMPERATURE %%
C*##% AT THE NEXT CONTROL POINT. (THE STREETER-PHELPS EQUATION) *en
Ceex sen

CHERFRRAE SRR RRRR KRR RBRAKRRRRRRERI RO R R R KRR ETR RN RRRRRR KRR RR AR AR AR SRR AR AR R &K

CHREERRERXRR AR SRR RRBRERRE R AR XRRESRR AR AR R R AR AR AR RERRER RS AX R RN RE XSRS RAE R KRR
DODEF=((RKPRM*BOCS )/ (RK2PRM-RKPRM ) ) *(10,0%*(-RKPRMSRETM }=~10,0%*
L{-RK2PRM*RETM) )+DOD*(10,0** (-RK2PRM*RETM) )

DO=DOSAT-DODEF
CHEERRBAA AR AR REE AR E R R SR A SR SRR R ERB R RRRA R R R R AR R RERR RS SRR KRR BR AR R RN R R RA KR KK
CHELZEEXXEXERXER SRR XBARXS XXX AR EARE A AR AR KSR ER R RX RE AR AR R B AR KR KK R KR RERREERR R REE S SR KR

Censx e
Cx** THIS SECTION COMPUTES THE DS AT THE NEXT CONTROL POINT **&
Cex : )

CREEERRRRRERBRAIRERRRRRREERIRRBRRD R RS R R RRE AR BB BRI R AR ARRRERE KRR R EE R R R AR R AR K&

CHBABRIERREE R BRRFRRAXKRRR R BRE AR SR RRRAGAR R SRR AR RERRRR R AR RERAIRRR KRR SRR R KRS
255 DS=(DSSTM*CFSS+DSEFFL*CFSEFF) /(CFSS+CFSEFF)

CHRRRRRARBRRAR AR RS ER KRR RR R AR TRERR RN SRR AR ARG R R R AR AR R SRR SRR RN K &

CHXRRBERERRERRARRRERER AT ER I RRARABA R AR KRR R SRR AR KR ARRR AR RN KRR RER R KR AR KRR AR AR R K XS

Crex s
Ce**  WATER QUALITY PERFORMANCE INDEX bl
Cres : e

[ R L Y T ey P E e Pt T YT
CERRRERRSAREEERRRRERBRRERBARRRR R RS AR AR A RRE KR AR RRRRER KRR SRR R KR KRR R XA ER R R RERK KR KK
WQDO=ABS({DO-DCSTAR) /DCSTAR)
WUDS=ABS((DS=WQ(M,11))/WQ(M,11)}
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Clle
0117
Cl1¢
€119
0120
0121

0122
o122
0124
0125
Cl2¢
0127
glze
0129
C130
C131
0132
0133
Cl34
Clss
Cl3e
€137
C138
0139

0140
Olel
0142
0143
Claa
0145
0146
Cle7

Cl4E€
0149
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151
152
0153
C154
0155
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TABLE XII (Continued)

WQTM=ABS{(DSTRT-WQ{M,B))/HQ(M,8))
IF(WCD0.LT.].0)60 TO 260
WQDO=1.0
260 IF(WQDS.LT.1.0)G0 TO 261
. WQDS=1.0
261 TF{wQTM.LTa1.0)G0 TO 262
WQTM=1,0 |
262 WAQ=(ALPHAl* ({1, O-NQDOD+ALPHAZ'(1.0-HQDS)+ALPHA3‘(1 O-WQTM) )
$7(ALPHAL+ALPHA2¢ ALPHA3)
IF(RETM2,.EQ.0.0)G0O TO 201
IF(L.EQ.2)G0 TO 183
TMRES=DSTRTY
TMEFF=WQ(My1T)
DORE $=D0
DOEFFL=WQ(M, 18)
BODST=BODL-BOOL* (1.0-10.0%*{—RKPRM*RETM])})
BODEF=(wWQi M, l9l)/(l.0-10.0“( ~RKPRM*5,0))
DSSTM=CS
DSEFF=hQ(M,20)
CFSS=CFSS+CF SEFF
CFSEFF=IVFALO2
WAQL=WAQ
RETM=RETM2
L=2 )
GO Y0 182
183 CONTINLE
WAC=(wAJ+WAQL) /2.0
Cttttttttttttttttttttttt‘ttttttttttttttttttttttttltttttttttttt-tttttttttttt‘tttt

CCEREERRNE A SRR AR R R R R XA AR R AR EEE R A AR SRR E R AR SRR SRR TR E R ER R RS R R R AR R R R R R EE R R R

Crxx hhdd
Cra% NAVIGATICN BENEFIT MODEL bt
Cx*% e

cttttt:ttt-tttt--tttttttttt--ttt-ttttttttt-tt.ttttttttttt-tttttttttttttttttttttt
CERERSRR B RXX AR ERERRRERRRRRAXRERREARR AR R KR ER SRR XX AR RRRRE RS R AR AR R AR AR RER RS
201 NAVBN1=0,.0

RNAVE(NAV(MyS) +NAV {Ms6 ) +NAV (M, T) +NAV (M, e)l

KK=1l

CFSMN3=NAV(M,1)

CFSLO3I=NAV(M,2)

CFSHI3=NAV(M,3)

CFSMX3=NAV (Ms4)

DSC=DIR
CHRRR XX R X RRRXRREFREEE LR RRRER RS X ERE R RRE AR AX X R SRR R R RERXF R XA XX B R AR XX R R KR RER R X

CEESX SRR SR XX XXX XA XX A REERA R R E R R R RRE R EREERERXEERE XRE S XXX R R R RE AR REER R RRRERRE K XS

Crxx . xx
C**x DETERMINATION OF NAVIGATION BENEFIT L4 d
Cenn e

R T e e T T Py Ty P e
125 bbbtdidbbhidtbhdeistttsttbtthhdadedtddtdid it ddddd i dd il Il it i il i bil il ddd sl Ll
205 IF(CSC-CFSMN3)192,1924193
192 NAVBN=0.0
G0 1O 202
193 IF(DSC-CFSLO3)194,195,196
194 NAVBN=(0.5%(DSC~CFSMN3)) /(CFSLO3~CFSMN3)
G0 TO 202
195 NAVBN=0.5
GD TO 202
196 IF(DSC-CFSHI3)197,197,198



Cc157
0158
C15S
0160
Clel
Cle2
vle3
OLr64
CleS
0166
Ole?
Cloe
0169
alrr1o
C171
0172
0173
Cl74

Cc175
017e
C177
c178
0179

clac
c1sel
cir82
o183
Cla«
Cles
ol8e
c187
claeg
ore9
€1sC
c191
0192
(193
Cl94
o195
(1se
gl97
C198

170

TABLE XII (Continued)

197 NAVBN=0,5
GO TO 202

168 IF{DSC-CFSMX3)199,200,200

199 NAVBN={0.5%(CFS4X3-DSC}) /{CFSMX3-CFSHI3)
GO TO 202

200 NAVBN=0. 0

202 IFIRNAV,EQ.0.0)GO TO 206
IF(KK.EQs2)G0 TO 204
NAVBN] =NAVBN
KK= 2
CFSMN3=NAV (M,5)
CFSLO3=NAVIM,6)
CFSHI3=NAVIM,T)
CFSMX3=NAV(M,8)
DSC=DIR+ I VFLO2
G0 TO 205

206 NAVEN=2,0*NAVBN

204 NAVBN=NA VBN ¢ NAVBN
CHERERERR RS RR SRR ARAERARR AR BERERRBREE KRR R RER BRI SRR SRS A SRR KRR R AR R R R AR R RSE K k%

CE¥2 55222 XXX XX R XX N XXX R RXX XX RN XARERRR R RN R EX BB A RS RRE SRR R RRE R R R RRRE R R R R R EE R XK

C*%x EEE
Cers FLOOD BENEFIT MODEL b
C*xx %

CHERBEBEIRBEARNEBERERR SRR R XX AR AR BB AR AR BAR AR RRESRRR R RR AR R R AR SRR RS R R AR RS %S
CHERIRRREEREARARRARARREARRNRASABA RN SRR RS AR SRR R AERREASEXS R RS RS SRS RN KR BES R XS
FLDOBN1=0.0
KKK=1
FLOST=FLLCST1
FLDMA=F L DMX]
STAGE=STAGE!
CHESRERRE RN AR RXRB AR B ERRRRXERR XX P EEBRBRBRRERTSREER ARSI ER SRR AR AS R R RSN RR XSRS RS RS
CHERERRERARXAEARBE AR RE R AR RREEE AR XX BERS RS R AR RS RS RR XSS R AR R X BB RS AR BE RS R SRR SR B R KK

Cees ey
Cesx QETERMINE FLCCD BENEFI1TY k%
Cenx - “xx

CHSEEARERE R SRS ARRRRRERERRRERRRERERR RSB ARE BB XX B RRSRBER R KR SR LR SE LR KRB R SRR KRR
CEEXEERERLERE SR ARERXBRXR LSRR XXX ERRS RS KR LR LR ARREESE R KX BU SR REEE SRR AR RREE R K
228 IF(STAGE~FLDST)222,222,4223
222 FLOBN=0.0
G0 70 226
223 TF(STAGE-FLDMX) 22442244225
224 FLDBN=(-2,0*STAGE#2,0*FLDST)/(FLDMX-FLDST)
GO TO 226
225 FLDBN=-2,0
226 1FIKKKGEQ.2)G60 TO 227
IF(STAGE2.EQ.0.01G0 TO 229
FLDBN1=FLDBN
KKK=2
FLDST=FLDST2
FLDMX=FLDMX 2
STAGE=STAGE2
G0 TO 228
229 FLDBN=2,0*FLDBN
227 FLDBN=FLOBN] +FLDBN
RETURN
ENO




TABLE XIII

DATA FOR SAMPLE RUN

123656789111111111122222222223333333333444444444655555555556666666666T77777777778
01234567890123456789012345678901234567890123456789012345678901234567890

9 0O 3
12
1 1

1
0
2

30 31 30 3131 28 31 30 31 30 31 31

541040
1793040 -
6946040
20863
le745
Uel
Ul
065
: 1'6
le3
13.694
22.687
11169
«93
1040
633,0
633.0
'633.0
6229
63840
2
155
Ce0
59540
17.0
58u.0
612.0
6440
196.8
43045
821.3
1‘0
3.325
9455
Ce
«3
6e0
2.0'
17.0
27
Ce0
7845
225,
la6
589.11
1742
589.11
00
4a51
0.0
8.0
3100040
62840
0.03
2B0VVLU
62640
0.06

- 44787
07417

O«
0.0

595.0
5950
59540

64040

008
6060

58440
61640
6480
211.2
470e2
883.2
2652
4425
9.388
«02

)

65
65
19.0
28,
10.0
10125
243
l1.615
600463
19.5
600463
«75
4493
le0
9.0
70000
63240
0.01
800UV0
632.0
0.01 -

1687040
1467040
762040
2+ 5447
0s4513
" Qa0
0.0
345
0015
0005
41418
19100
23.898

63340
63340
633.0

1.5
617.0

58840
62040
65240
2372
512.1
949.0
2462
5a2
10.56
«03
1.0
7'5
9.0
20.0
29
20
115
265
leb4
61766
23
61766
let
5.3
240
100
38000.C
4940
~-1le0
400UU0.0
71.0
-1.0

0a7742
De2484

Oel
0.0

59540
595.0
59540

62840

59240
62440
65640
26449
5268
1010.8
27
5.9
1049
U4
le5
8.0
15.0
210
3l.
25
128475
313.
le65
625467
2448
625467
2.0
5.68
3.0
11.0
1200040
2.0
0s0
1500040
5.0
0.0

2110060

1173060

5730.0
1.9297

0.0

2.5
0015
04005
23.024
20.615
17.841

633.0
633.0
63340

64000

59640
628.0
66040
29442

. 604.1

1092.2
2775
69
116
«05
245
9.0
12«0
2240
32.
35,
133.
3“5.
14695
635.3
270
635.3
246
640
4.0
1240
14000040
Ue90
3.0
95000.0
0.95
3.0

14709

00

5950
5950
5950

600.0
632.0
66440
32542
65441
116942
249
8.1
12.2
«07
440
10.0
13.0
2340
33.
425
160.
382.
14659
64040
270
66648
3.15
643
5.0
13.0
70000.0
1.0
Oe5
670006.0
100
0.5

13070+0

848040
411040

143626

o.o

0.015
G007
0.005
41613
6436
114633

633.0
63340
63340

6040
63640
6680
35842
70649
12512
340
8.5
13.9
«09
4e5
13.0
1540
2440
34,

. 5845

175645
425.
le62
645463 .

3463
6e6
6.0
l4,
62740
090
340
62540
0495
3.0

067217

0.0

59540
59540
59540

171



1800C 40
626.0
0.06
1100v40
62600
0.06
'120uu.U
62640
« U6
1600V.0
62640
« 06
21uCeU
6264C
«06
330Uveu
62800
006
4T0VU U
628.0U
0e06
ST0UL LU
6284y
Ce03
6200 eV
628.0
003
S57T0uveu
628Beu
Ce03
59445
240
110ev
Ooo
3.0
110a0
%0
5.0
110eu
Ge0
90
110ev
0.0
1040
110ev
0.0
1040
110ev
0.0
840
110.v
0.0
5.0
110eu
Q.0
4.0
11040
00
30
110.0
040
240
11040

5000060
63240
0.01
3100060
63240
0.01

3100040
63240 '
i .01

40250040
632.0
«01
5700040
63240
«01
8200VeU
632.0
0.01
11200040
63240
0.01
1450000
632.0
0.01
160000.C
63240
0.01
1420006
632.0
0.+C1L
66740
Be 745
15040
CeN
9.528
15040
0.0
11.051
15000
00
12.504
1500
0.0
13.558
1500
00
12.852
1500
Ca0
l1l.118
15040
0.0
9.874
15040
0.0
9e2486
150.0
00
8727
150.0
0.0
Be39
1500

TABLE XIII (Continued)

36000.0
67.0
~140
250000
7440
-1.0
1600040
750
=140
2C06040
6440
~1.0
27000.0
6340
-1le0
50LL0eu
38.0
-1a0
4500060
420
~1.0
570006C
3840
-1.0
63000auU
410
-1a.0
660U0C0
4160
-1.0

0.0
110.0
0.0
0‘0
110.0
0.0
0.0
1100
0«0
0.0
11040
0.0
0.0
11040
0.0
0.0
11040
0.0
0.0
110.0
0.0
0.0
110.0
0.0
0.0
11040
0.0
0.0
110.0
0.0
0.0
110.0

14000.,0
540

0.0
1uu00.v
540

0.0
9uU00.0
50
040,

12000.0°

5.0

0.0
2000.,0
540

0.0

170600a0

2.0

O'O

19000.u

240

0.0

32000.0

2.0

0.0

3800040

240

000

320006V

2.0

000

340
0920
0.0
3.0
0920
0.0
3.0
04920
Q0«0
3.0
0920
0.0
3.0
0.92
0.3
3.0
0.92
0.0
3.0
0.92
0.0
3.0
1.000
0.0
3.0
1000
0.0
3.0
1.080
0.0
3.0
1.080

5600040

0.95

3.0
5000040

0095

3.0

40000.,0
95 -

3.0

5100C.0
«95

3.0
67500.0
«95

3.0
100000.0

Ce90

340

200020.0

Ce90

3.0

28000040

0.90

3.0

3C0000.0

Ge90

3.0

245C0040

Ge90

3.0

6.0
C.07

6e0
0.07

0.07

6.0
0407

6.0
007

4100040
1.0

0.5
36000.0
1.0

0‘5
28000.0
1.0

0.5 .
3700040
1.0

0e5
460C0.0
1.0

045
50000.0
le0

045
1C0000.0
1.0

0.5
14000040
1.0

0s5
150000.0
1.0

0e5
12000040
1.0

Oe5

154555
0.“

164111
Qe&s

150
Os4

Qbbb
Ol

B8.889
0ot

8.889
0o

84333
Oed

8.889
Oe

10555
Oe&

1le111
Oed

12.778
Oat

6250
0495
3.0
62540
095
3.0
62560
«95
3.0
62540
«95
3.C
6250
.95
3.0
6270
0«90
3.0
6270
0.90
3.0
6270
0«90
3.0
6270
0.90
3.0

62740

090
3.0

224667
0«0

18176
0«0

1l.111
0«0

5917
0.0

" 24778

0.0

4483
0«0

104845
0.0

16.389

0.0

19.722
0«0

22,782
0«0

244897
0.0
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635.0
0407
B.o
63540
0.07

635.0
.07
8.0
63540
«07
8.0
63540
.07
8.0
633.0
0407
840
63340
0.07
840
633.0
0.07
8.0
63340
0.07
8.0
63340
0.07
8.0 .

I'S«54
0.0

15454
0.0

15.54
Ce0

15454
0.0

15454
o.o

1554
C.0

1554
0.0

15.54
0.0

15454
0.0

15454
0e0

1554
0«0
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0.033
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Qe043
004666
0.048
«04666

19.0

12,

11
25

15
0

TABLE XIII (Continued)

0.0
3.0
1.080
0.0
0425
8.0
8.0
840
840 -
840
8.0
8.0
840
8.0
8.0
843
8.0
3540

.
(o]

(=]

NOOOOOOOOO0OO0OO0OO0Os OCOOO

.
o

640 lassay
0607 Oet4

045375
0475
«4125
063667
0435
0.3667
Vell25
0e&75
«5357
05833
0.6
«5833

CO0O0O0OCOOCOoOO0OCO
® & o 05 0 0 0 085 o o

[eNoNeNeRoNoNeNoReoNeNeNel

204988
0.0

20.0
20.0
200
2040

.20.0

2040
2040
20.0
2040
2040
2040
2040

1.0

1554
0e0,

100.0
100.0
10040
100.0
100.0
100.0
100.0
100.0
10Ce0
100.0
10040
10040

‘Ce526
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ELEVAT IUN
USTAR STAGE
PSTAR STAGE
ELEVAT ION
USTAR STAGE
PSTAR STACE
ELEVATIOMN
USTAR STAGE
PSTAR STACE
ELEVATIUN
USTAK STACt
PSTAR STAGE
ELEVATIIN
UST AR STAGE
PSTAR STAGE
ELEVAT ION
USTAR STAGE
PSTAR STAGE
ELEVATION
USTAR STAGE
PSTAR STACE
ELEVATION
USTAR STAGE

PSTAR STAGE

12
12

11
11

10

10

TABLE XIV

OQUTPUT FOR SAMPLE RUN

595.00
1418.27
l.92
595 .00
2576.75
3.97
595 .00
510. L0
6.54
595400
527. 00
10.72
595. 00
510.00
13.31
595,00
527.00
16. 85
595.00
4760 GO
20. 84
595.00
527.00

25.35

606, 00
6164 .96
3.10
606,00
6144,21
5.73
606 .00
3312.58
8.16
606 .00
527.00
12.13
606,00
510.00
14.84
606,00
527 .00
18.44
606,00
476.00
22454
606.00
527.00

26.81

617.00
6164496
3436
617,00
8594.99
6.59
617.00
9928.14
9.56
617.00
10406. %6
13.49
617.00
5014. 85
16437
617,00
527.00
20.16
617.00
476490
24.08
617.00
527,00

28,03

628,00
6164.96
3.62
628.00
8594 .99
T.15
628-00
11429.92
10, 52
623 .00
9160.74
16,65
628,00
10686. 71
18 .05
628.00
10103.11
21 .62
628.00
11240.48
25.25
628.00
10265.86

28.88

640,03
20769, 51
4431
640,00
21248,01
7.73
660, 00
21740.56
11.09
640,00
27184.22
15.08
640,00
21734.39
18.79
643.00
24485, 31
22.44
640, 00
24988,51
26.12
640,00
27688.29

29.65

vLL



ELEVATION
USTAR STACE &
PSTAR STAGE 4
ELEVATION
UST2R STAGE 3
PSTAR STAGE 3
ELEVAT ION
USTAR STAGE 2

PSTAR STAGE 2

TABLE XIV (Continued)

595.00
527. 00
28.05
595, C0
510.00
32.69
595.00
527.00

37.66

606.00 617.00
527.00 527.00
29«54 30.78
6U6, 00 617,00
510,00 510. 00
33.85 34.9%
606.00 617.00

527 .00 12534.69

38,18 38. 71

628.00
12285.45
31.92
628,00
12908.94
35.51
628.00
23240.,43

38,98

640,00
22184,77
32. 88
640.00
26971.13
36.10
640,00
27873, 25

38,93

A AL LR 22 R R RS S R R Rt RS R R R RS R 22 a2t R 2223222 2R 2ty

Ak FORWARD RUNS ARE CIMMENCING FRUM THIS POINT ONWARD
BEEARRAAR SIS AR RS RA AR KRR RR R R AR R R R AR RRR AR AR R R R AR R RS SRR LR R R R R RN R R AR SRR R R R AR AR R

REARERRR R AR R R RA KR AR EE R R R R AR KRR AR R ER AR R KRR R R R K KRR

THE MONTH 3EING RUN IS SEP

THE INITLAL ECEVATION [S = 6220900 THE FINAL ELEVATION IS = 627.932
AVG MONTHLY OPTIMIZER ENERGY AVG-DAILY AVG-DAILY TOTAL
INFLOW DEMAND CONTROL GEN. D1 SCHARGE GEN-TIME WATER
(THCUS-CFS) (Ma H) UMWH } (MnH) (THOUS-CF5) (UNI T-HR) VISITORS
2.0€6 5410.00 8114,94 8114.91 1.098 16.0 102946
WATER
QUALITY
0.52
PCwER BENEFIT = 1.375 POWER REVENUE =$ 54099,82 TOTAL BENEFIT =

3,455

TOTAL
LAND

VISITORS

74076

RMF

ek

TOTAL
DWNSTRM
VISITORS BENEFIT
9281
= 0.815

TOTAL
RECR.

0.653

TOTAL
NAYV,
BENEFIT

1. 000

TOTAL
FL0O0D
BENEFIT

0.0

A



TABLE XIV (Continued)

LR AL Rt S A 22 A 22222 2 22 Rt R R R RS R R R RS2 R s L R )

THE MONTH BEING RUN IS OCT

THE INITIAL ELEVATION IS = 627.932 THE FINAL ELEVATION IS = 635, 950
AVG MINTHLY OPTIMIZER ENERGY AVG-DAILY IAVG-DAILY TOTAL TOTAL TOTAL TOTAL TOTAL TOTaL
INFLCH DEMAND CONTROL GEN. DISCHARGE GEN-TIME WATER LAND DWNSTRM RECR . NAY . FLOOD
{THCUS-CFS) {MrH) {MhH } (MdH} {THOUS-CFS}) (UNIT-HR) VISITORS VISI TORS VISI TORS BENEFIT ~ BENEFIT BENEFIT
4.787 16870,00 23173.89 24908.36 3.113 46 .6 93705 79551 4193 0.666 0.556 -0.339
WATER
QUALITY
0.70
PORWER BENEFIT = 1.369 POWER REVENUE =8 167906.69 TOTAL BENEFIT = 2496 RMF = 1.999

ERHXBBP A RRRRR AR AR R RE R R R AR RR AR SRR R KRR AR AR RN RS

ThHE MONTH BEING RUN IS NOV

THE INITIAL ELEVATION IS = 635.950 THE FINAL ELEVATION IS = 633,003
AVG MONTHLY OPTIMIZER ENERGY AVG~DAILY AVG=-DAILY TOTAL TOT AL TOTAL TOTAL TOTAL TOTAL
INFLCW CEMANC CONTROL GEN. D ISCHARGE GEN-TIME WATER LAND DHNSTRM RECR. NAV . FLOOC
{THOUS~CF §) { MWH) (MWH ) (MWH) {THQUS~CFS) (UNIT=-HR) VISITORS VISITORS VISITOR S BENEFIT BENEFIT BENEFIT
24545 21100.00 22225.66 25088.19 3.198 45, 6 57197 51886 3602 0,757 0.815 -0.082
WATER
QUALITY
Q.76
POWER BENEFIT = + 1,297 POWER REVENUE =% 197876.38 TOTAL BENEFIT = 3.55 RMF = 0,353

BEFFETEIAR A AEARE RSP SRR R R ARG E XXX EE AR S A BR KB ERE EE XK S

THE MCATF BEING RUN IS DEC

THE INITIAL ELEVATION IS = 633,003 THE FINAL ELEVATION IS = 628.371 )
AVG - MONTHLY OPTIMIZER . ENERGY AVG-DAILY AVG-DAILY TOTAL TOT AL TOTAL TOTAL TaTeL TOTAL
INFLOW CEMAND CCNTROL GEN . D ISCHARGE GEN-TIME WATER LAND DWNSTRM RECR, - Nav, FLCOC
( THOUS~CF S) { MuH) { MiwH ) (MWH} ({THOUS -CFS) {UNIT-HR) VISITORS VISITORS VISITOR S BENEFIT BENEFIT BENEFIT
Q.774 13070.00 16412.38 13817.18 1.727 24,8 44927 27863 4739 0.867 0.857 -0.091
WATER
QUALITY
0.81

PUWER BENEFIT = 1.264 POWER REVENUE =% 119124,31 TOTAL BENEFIT = 3.7 RMF = 0. 634

91



TABLE XIV (Continued)

LR Py R e P P PRI T s
THE PCATE BEING RUN IS JAN

THE INITIAL ELEVATION IS = 6284371 THE FINAL ELEVATION IS = 631.118

AV G MONT HLY OPTIMIZER ENERGY AVG-DAILY AVG=DAILY TOTAL TOTAL TOTAL TOTAL TITAL TOTAL
INFLOW CEMAND CONTROL GEN« DISCHARGE GEN-TIME WA TER LAND DWNSTRM RECR. NAV. FLOGOD
(THOUS-CFS) (MuH) (MWH) (MWH) (THQUS-CFS) (UNIT=HR) VIS ITORS VIS ITORS VISITORS BENEFIT BENEFIT BENEFIT
1.930 17930.00 10804.64 10804.60 1. 371 19. 8 39940 30954 4261 0,928 0.965 0.0

RATER
QUALITY
0.93
PORER BENEFIT = 0.603 POWER REVENUE =% 118617.56 TOTAL BENEFIT = 3.63 RMF = 06236

REEIRRARAR AR AR RAARRRAA R R AR R AR RN AR R R R R R R R R KK RR R RN
THE FCANTH BEING RUN IS FEB

THE INITIAL ELEVATION IS = 631.118 THE FINAL ELEVATION IS = 629,501

AVG MONTHLY OPTIMIZER ENERGY AVG-DAILY AVG-DAILY TOTAL TOTAL TOTAL TOTAL TITAL TDTAL
INFLOW DEMAND CONTROL GEN. DISCHARGE GEN-TIME WA TER LAND DWNSTRM ‘RECR, NAV, FLCOD
(THOQUS-CFS) {MAH} (MwH) (M) (THCUS=CF S} (UNIT=HR) VIS ITORS VIS ITORS VISITORS BENEFIT BENEFIT BENEFIT
1.709 14670.00 14812.30'14812.26 2.073 29.9 50852 39884 577¢ 0.952 0.993 0.0

WATER
CUALITY
0.87
POWER BENEFIT = 1252 POWER REVENUE =$ 132314.644 TCTAL BENEFIT = 4407 RMF = 0. 090

REAAREEAREAAAARERRRRREER RN AR S AR KR MR R AR AR KRR AR AR
THE MONTH BEING RUN IS MAR

THE INITIAL ELEVATION IS = 629,501 THE FINAL ELEVATION IS = 628.748

AVG MONTHLY  OPTIMIZER  ENERGY AVG-DAILY AVG-DAILY TOTAL TOTAL TOTAL TOTAL TOT AL TOTAL
INFLOW DE MAND CONTROL GEN. D1SCHARGE GEN-T IME WAT ER LAND OWNSTRM RECR, NAV, FLOOD
(THCUS-CFS)  (MWH) (MWH) (MWH ) (THOUS-CFS)  (UNIT-HR)  VISITORS VISITORS VISITORS  BENEFIT  BENEFITY BENEFIT
1.363 11730.00 11901 77 11901.71 1.516 21.9 67417 56930 8191 0.969 0.987 0.0

WATER '
QUALITY
C. 73

PORER BENEFIT = 1254 POWER REVENUE =$ 105913.38 TOTAL BENEFIT = .94 RMF = 0,018

LLE



TABLE XIV (Continued)

AR R R S22 2 R 2 e e R P R ST R T R R T

THE MONTH BEING RUN [S APR

THE INITIAL ELEVATION IS = 628.748 THE FINAL ELEVATION Is = 624,769
AVG MONTHLY OPTI Mi ZER ENERGY AVG-DAILY AVG-DAILY TOTAL - TOTAL TOTAL TOTAL TOTAL TOTAL
INFLOW DEMAND CONTROL GEN. DT1SCHARGE GEN-TIME WATER LAND DWNSTRM RECR . NAV. FLODD
{THCUS-CFS) {MiH) (MHH) (MR H) (THOUS-CFS) (UNIT=HR?} VISITORS VISI TORS VISITORS BENEFIT. BENEFIT BENEFIT
0.722 8480. 00 11374.94 11374.92 1.521 22.1 95639 80054 11576 0.937 1. 000 0.0
WATER
QLALITY
J.53
POWER BENEFIT = 1.335 POWER REVENUE =$ 62109.81 TOTAL BENEFIT = 3.80 RMF = 0.511

ARSI R R ER R R R R R RS RS SRR R RSS2 2 22 ]

THE MONTH BEING RUN 15 MAY

THE INITIAL ELEVATION IS = 624,769 THE FINAL ELEVATION IS = 627. 392
AVG MONTHLY OPTI NI ZER ENERGY AVG-DAILY AVG~DAILY TOTAL TUfAL *TOTAL TOTAL TOTAL TOTAL
INFLCW CEMAND CONTROL GEN. DI SCHARGE GEN-TIME WATER LANC DWNSTRM RECRs = NAV, FLOOD
(THCUS~CFS) {MWH) (MWH} {MWH) {THOUS=CFS} (UNIT=HR) VISITORS VISITORS VISITORS BENEFLT BENEFIT BENEFIT
1.745 €940, 60 9527.66 9527, 66 1.240 18.1 189140 109788 18485 0.902 1. 000 0.0
WATER
QUALITY
Q.71
POWER BENEFIT = 1.343 POWER REVENUE =8 67635.31 TOTAL BENEFIT = 3. 95 RMF = 0.215

SEPAREBRRRRE AR R R RRR AR R RN RN RN RS R R RSB AR AR R RE RN RS
THE MONTH BEING RUN IS JUN

THE INITIAL ELEVATION IS = 627,392 THE FINAL ELEVATION IS = 623.372 -

AVG MONTHLY OPTIMIZER . ~ENERGY AVG-DAILY AVG-DAILY TOTAL TOT AL TOTAL TOTAL TITAL TOTAL
INFLCh DEMAND CONTROL GEN . D ISCHARGE GEN-TIME WATER LAND DWNSTRM RECR. NAV , FLOOD
{ THOUS-CFS) { Mur) {MwH } (MWH) (THOUS~CFS) {UNIT-HR) VIS ITORS VISITORS VISITOR S BENEFIT BENEFIT BENEFIT
0.742 7620.00 11346.96 11346.92 1. 534 22.3 257297 138754 21143 0.821 . 0.966 0.0

WATER
QUALLTY
0.61

PO®ER BENEFIT = 1372 POWER REVENUE =$ 76033.81 TOTAL BENEFIT = 3.57 RMF = 0.521

8L1



TABLE X1V (Continued)

IR BRRRKEEERRE AU RREI R R XE RERERRRRERERERERKE R RRE

THE MCNTH BEINCG RUN IS JUL

THE INITIAL ELEVATION IS = 623.372 THE FINAL ELEVATION IS = 619.416

AV G MONTHLY OPTIMIZER  ENERGY AVG-DAILY AVG=DAILY TOTAL TOTAL TOTAL . TOTAL TOTAL TOTAL
INFLOW DEMAND CONTROL GEN o DISCHARGE GEN-TIME WA TER LAND DWNSTRM RECRa NAV . FLOOD
(THOUS-CFS) (MWH) (MwH) (MWH) (THOUS~CFS) (UNIT=HR) VISITORS VISITORS VISITORS BENEFIT  BENEFIT BENEFIT
04451 5730.00 8594.99 B8594.93 . lel6% 17.0 265720 141483 22966 0,778 - 1.000 0.0

WATER
QUALITY
0.34
POWER BENEFIT = 1.375 POWER REVENUE =$ 57299.85 TOTAL BENEFIT = 3.50 RMF = "0.489

EREARRERERARRA AR AR SRR R R KRR R SRR AR AR R R KR ERER KRR R %K

THE MONTH BEING RUMN IS AUG

THE INITIAL ELEVATION IS = 619.416 THE FINAL ELEVATION IS = 615.802
VG MONT HLY OPTIMIZER ENERGY AVG-DAILY AVG-DAILY TOTAL TOTAL TOTAL TOTAL TITAL TOTAL
INFLCH DEMANC CONTROL GEN. DISCHARGE GEN-T IME WA TER LAND DWNSTRM RECR. NAV. FLCOD
{THOUS-CFS) (MwH) (MwH) (MnH) {THCUS-CF S} (UNIT=HR) VIS ITORS VISITORS VISITORS BENEFIT BENEFIT BENEFIT
0,248 4110.00 6164496 616%.93 0.862 12,6 173753 116203 18595 g.727 1.000 0.0
WATER
QUALITY
0.31

POnER BENEFIT = " 1.375 POWER REVENUE =$ 41u99.85 TOTAL BENEFIT = 342 RMF = 0.408

61



FORECAST PERFORMANCE

RUN -P ER FORMANCE
TGTAL VISITCRS
TOTAL POWER REVENUE

INITIAL ELEVATION

INFLOW RATES
MONTHLY DEMANDS
CONTROLS VALUES

RESERVOIR ELEVATICN

TABLE XIV (Continued)

STAGES IN INCREASING ORDER BEGINNING FROM BETWEEN STAGE ONE

42.5335

43.4266
2498777
1220029.00

622 .90

SEP ocT NOV DEC J AN FEB
2.09 4. 79 2454 0. 77 1.93 1.71
5410.00 16870.,00 21100.,00 13070.00 17930.00 146790.00
8114.91 24908.36 25088.19 13817.18 10806.60 14812.24

627.93 635.95 633.00 628437 631.12 62%9. 50

MAR
1.36

11730.00

AND TwO

APR
0.72

8480. 00

1190171 11374.92

628. 75

624477

MAY
1.7¢
69640.00
9527 66

627.39

JUN
0.74
7620.00
11346.92

623,37

JUL

0e45
5730.00
8594.93

619.42

0.25
4110.00
6164,93

615.80

08l
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