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Abstract

The primary motivations of this dissertation are to identify meteorological

characteristics of the southeastern United States cold season tornado environ-

ment and to improve numerical modeling of such environments focused on the

parameterization of the planetary boundary layer (PBL). This environment is

particularly challenging for forecasters owing to the inherent marginality of one

of the necessary conditions supporting thunderstorms: instability. Throughout

the first portions of this work, both thermodynamic and kinematic parameters

characteristic of the near-storm environment for southeast U.S. cold season tor-

nadoes are found to be different relative to other environments. Numerous ther-

modynamic and kinematic parameters are found to be statistically significant in

this regime, with relatively limited buoyancy and offsetting strong vertical wind

shear. As such, this regime is sensitive to small variations in the assessment

of buoyancy, of which a relatively greater proportion is concentrated in the low

levels compared to other regimes. These findings, along with distinguishable

behaviors of kinematic and thermodynamic parameters throughout the daytime

heating and nighttime cooling cycles, motivate the need for more thorough in-

vestigation of PBL parameterization schemes in this particular regime.

This work then proceeds with a discussion of PBL parameterization schemes

and a focused investigation of the performance of nine different PBL schemes
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in the Southeast cold season severe weather environment by comparing simu-

lated thermodynamic and kinematic profiles to observationally influenced ones.

It is demonstrated that simultaneous representation of both nonlocal and local

mixing is most appropriate for the southeast U.S. cold season tornado regime.

For storm-relative helicity, strictly nonlocal schemes provide the greatest over-

all differences from observations (underforecast) in a mean sense. Meanwhile,

strictly local schemes yield the most extreme differences from observations (un-

derforecast) in a mean sense for low-level lapse rate and depth of the PBL. A hy-

brid local/nonlocal scheme is found to mitigate these mean difference extremes,

while often minimizing conditional bias inherent to strictly local and nonlocal

schemes.
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Chapter 1

Introduction

1.1 Background

Severe thunderstorms are responsible for a wide array of impacts to society and

are defined by the hazards that they produce: wind gusts exceeding 50 knots,

hail with diameter of at least 1 inch, and/or tornadoes. The meteorological con-

ditions that favor these phenomena (e.g., Schaefer 1986) associated with deep,

moist convection must simultaneously be met in time and space, and include

instability, moisture, and lift. An additional condition of vertical wind shear is

required for organized severe thunderstorms to occur.

While these four necessary conditions are simultaneously met at various

times each year across portions of the United States, the relative magnitudes

of variables characterizing each condition can vary considerably from event to

event (e.g., Rasmussen and Blanchard 1998; Thompson et al. 2003; Craven and

Brooks 2004; Schneider and Dean 2008). In the spring, steep mid-level lapse

rates and related instability developing over the western United States can yield

an elevated mixed layer that overspreads rich low-level moisture originating

from the Gulf of Mexico farther east to promote severe-thunderstorm potential,
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a process that is described by Farrell and Carlson (1989). Alternatively, win-

tertime severe-weather events in the southeast United States are characterized

by weaker instability but stronger vertical wind shear (e.g., Guyer et al. 2006;

Guyer and Dean 2010). The juxtaposition of these two regime examples (warm

season versus cold season) highlights the seasonal variability that is manifest in

the relative magnitudes of the variables that characterize necessary conditions

for severe thunderstorms. Specifically, relatively warmer times of the year in

the United States are typically associated with warmer and more moist condi-

tions near the surface compared to conditions aloft, yielding greater convective

available potential energy (CAPE; Glickman 2000), a measure of atmospheric

buoyancy. On the other hand, cooler conditions during the wintertime provide

the background for lower CAPE in the United States.

CAPE is one example of a meteorological parameter that forecasters often

use for the assessment of severe-weather potential, and is specifically an exam-

ple of a thermodynamic parameter, which measures the degree of atmospheric

buoyancy. Vertical differences in the temperature profile, known as lapse rates,

as well as surface dewpoints and mean mixing ratios in the lowest 100 mb are

other examples of thermodynamic parameters. Parameters that measure vertical

flow variability in the environmental wind profile include storm-relative helicity

(Davies-Jones et al. 1990) and vertical differences in the velocity, known as bulk

shear, which are examples of kinematic parameters. References to many mete-

orological parameters used in severe thunderstorm forecasting and their related
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climatology are provided by Rasmussen and Blanchard (1998) and references

therein, while analysis maps of many parameters can be viewed at Storm Pre-

diction Center (2015a). The Storm Prediction Center, for which references are

made throughout this work, is an agency responsible for severe thunderstorm

forecasting across the United States. The Storm Prediction Center is within

the broader National Oceanic and Atmospheric Administration (NOAA) agency.

The acronym "SPC" is used to represent the Storm Prediction Center.

This work focuses on the specific regime of severe thunderstorms that oc-

curs in the southeast United States during the wintertime. Cohen et al. (2015,

hereafter C15) illustrate some examples of surface meteorological patterns as-

sociated with tornado events evolving within these regimes, corresponding to

Figs. 1.1 and 1.2. The societal impact offered by such events is particularly sub-

stantial owing to characteristics of the Southeast that inherently make this area

more vulnerable to severe weather causalities. As addressed by Ashley (2007),

this vulnerability is derived from coincidence of several factors, including cli-

matological considerations and socioeconomic patterns, along with properties of

the terrain, which amplify the relative impacts of such severe weather events that

can yield fatalities. The higher population density and occurrence of tornadoes

at night are associated with the vulnerability across the Southeast.
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Figure 1.1: Reproduction of Fig. 6 of C15 representing mesoanalysis data from Storm Predic-
tion Center (2015a) based on Bothwell et al. (2002) for two severe-weather events in the lower
Mississippi Valley region at (top) 0400 UTC 1 Jan 2011 and (bottom) 0600 UTC 23 Jan 2012.
Plotted variables are mean sea level pressure (mb) in black contours provided in 4-mb intervals,
surface isotherms (◦F) denoted by red contours plotted at 5◦F interval, isodrosotherms (◦F) de-
noted by dashed contours at 4◦F interval and color fill indicating dewpoint values at or above
56◦F, and surface winds with full wind barbs corresponding to 5 m s−1 (10 kt) and half barbs to
2.5 m s−1.
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Figure 1.2: Reproduction of Fig. 5 of C15 representing tornado paths marked as black segments
from (a) 1200 UTC 31 Dec 2010 to 1200 UTC 1 Jan 2011 and (b) 1200 UTC 22 Jan to 1200
UTC 23 Jan 2012 (Storm Prediction Center 2015b). Black ovals indicate locations of sounding
analyses that C15 investigate in detail, with city identifiers listed beside the ovals [Jackson
(JAN), Brookhaven (BVN), Raleigh (RLG), Meridian (MEI), Greenville (GLH), Tunica (UTA),
Tuscaloosa (TCL), and Birmingham (BMX)]. These tornado reports correspond to the surface
patterns provided in Fig. 1.
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Furthermore, the cold season severe weather regime of the Southeast offers a

substantial challenge to forecasters owing to the marginality of instability that is

characteristic of this regime. In fact, in an analysis of weak-CAPE environments

supporting tornadoes through the use of SPC mesoanalysis data (Bothwell et al.

2002), it is found that during the months of December, January, and February

from 2003 to 2009, tornado occurrences are mostly confined to the southeast

United States, with the majority of these tornadoes occurring in association with

mixed-layer CAPE (MLCAPE) of 500 J kg-1 or less owing to relatively cooler

surface temperatures and weaker mid-level lapse rates (Guyer and Dean 2010).

MLCAPE represents CAPE associated with the mean thermodynamic condi-

tions in the lowest 100 mb of the atmosphere. Guyer et al. (2006) also reiter-

ate this limiting factor for F2 and stronger tornadoes occurring in the southeast

United States from October 15 to February 15 between 1984 and 2004 through

application of North American Regional Reanalysis data (Mesinger et al. 2006).

This is at a time of the year when strong vertical wind shear associated with high-

amplitude, large-scale wave patterns, and a southward-displaced and relatively

strong jet stream can offset the limited buoyancy in support of severe weather,

such that vertical shear is an important ingredient in support of supercell storms

(e.g., Miller 1972; Guyer et al. 2006). The combination of these factors provides

the motivation for detailed investigation.
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1.2 Dissertation structure

Following the introduction of the general meteorological problem addressed in

this chapter, Chapter 2 provides a parameter-based analysis of often-referenced

meteorological variables for the southeast United States cold season severe

weather regime. Smith et al. (2012), Thompson et al. (2012), and Edwards et al.

(2012) introduce, document, and apply the process of merging severe storm re-

ports with near-storm environmental characteristics based on the Storm Predic-

tion Center mesoanalysis data (Bothwell et al. 2002), which are used as the

foundation for this analysis. This work then formulates distributions of parame-

ter values characterizing the near-storm environment associated exclusively with

southeast U.S. cold season tornadoes, while simultaneously investigating their

differences from other regimes supporting severe weather in the United States.

Differences between the southeast U.S. cold season tornado regime and other

tornado-supporting regimes are statistically distinguished.

Furthermore, Chapter 2 uses results from work featured in the three-part se-

ries of Smith et al. (2012), Thompson et al. (2012), and Edwards et al. (2012)

that involves the documentation of convective mode – i.e., principal archetypes

of morphological features – associated with the tornadoes. This lends oppor-

tunities for comparisons of parameters between predominant convective modes

supporting tornadoes, specifically in the particular regime of southeast U.S. cold

season tornadoes in this second chapter. Convective mode is inherently linked
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to the severe-storm intensity, and this work provides specific parameter compar-

isons amongst the two predominant convective modes characterizing southeast

United States cold-season tornadoes: right-moving supercells and quasi-linear

convective systems (QLCSs).

The findings presented in Chapter 2 highlight the notion that the particular

regime of southeast U.S. cold season tornadoes is associated with different char-

acteristics relative to other regions of the U.S. and at other times of the year. In

addition to providing analyses across a vast set of meteorological parameters,

the present work reinforces already-suggested notions presented by Guyer et al.

(2006) and Guyer and Dean (2010) who highlight defining characteristics of the

southeast U.S. cold season tornado environments. Collectively, these charac-

teristics are marked by relatively cooler surface conditions, weaker buoyancy,

higher low-level relative humidity, lower lifting condensation level heights, and

strong vertical wind shear. However, a contribution of this work is provided by

specifically focusing on near-storm environmental characteristics exclusively as-

sociated with individual tornado events for southeast United States cold season

tornadoes and comparisons with other tornado-supporting regimes.

Ultimately, the assessments of the lower-tropospheric thermodynamic and

kinematic structures are important components of the forecast process for ac-

curately identifying these characteristics. Chapter 2 motivates the idea that the

defining characteristics of southeast U.S. cold season tornado environment are
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directly related to properties very near to the surface, whose behavior is gov-

erned by exchanges of mass, heat, and momentum via mixing processes occur-

ring in association with turbulence in what is known as the planetary boundary

layer (PBL). The process of mixing is accomplished through turbulent eddies,

which directly influence the behavior of thermodynamic and kinematic profiles

in the low levels of the atmosphere. Eddies evolve at time and space scales

that are not able to be explicitly represented in most mesoscale models, thus

requiring expression of their effects using PBL parameterization schemes (e.g.,

Stull 1988; Holton 2004; Stensrud 2007). Following C15, the term "mesoscale

models" herein refers to those with small enough grid length (horizontal dis-

tance between adjacent model points within the simulation domain) to explicitly

represent convection, while larger grid lengths necessitate convective parame-

terization schemes (e.g., Kain et al. 2006; Stensrud 2007).

Given the marginality of the necessary condition of instability supporting

these wintertime tornado environments and their societal impact, it is important

that greater attention be placed on improving numerical simulations of such en-

vironments in an era when operational meteorologists place substantial empha-

sis on considering high-resolution model guidance in the forecast process, which

better resolve processes at the meso- and storm-scale (Weiss et al. 2008). Pro-

vided the importance of resolving properties of the PBL, it follows that thorough

investigation of the PBL in this particular regime is necessary. This investiga-

tion is the focus of Chapter 3 and Chapter 4. Chapter 3 provides an overview of
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the way in which PBL schemes have traditionally been developed and applied,

along with their known biases. Chapter 4 begins with an overview of the experi-

mental design and associated motivation for this design when investigating PBL

schemes for the southeast U.S. cold season severe-weather regime, which is a

novel regime of focus for evaluation of PBL schemes. Subsequently, Chapter

4 provides the evaluation of PBL schemes for this particular regime, including

results corresponding to adjusted schemes that have never been previously in-

vestigated. This chapter is then followed by Chapter 5, which provides a review

of findings.

Throughout this work, there are three primary, focused questions addressed

as a means of improving scientific knowledge of southeast U.S. cold season

tornado environments:

1. What are distinguishing characteristics of southeast U.S. cold season tor-

nado regimes relative to other regimes?

2. How well do already developed methods of representing turbulent pro-

cesses within the PBL perform in reproducing thermodynamic and kine-

matic structures for these regimes via numerically modeled simulations?

3. How can improvements be made to these methods to improve their viabil-

ity in such simulations?
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Regarding the first question, it is hypothesized that this regime contains distin-

guishable distributions of thermodynamic and kinematic variables when com-

pared to other regimes in which tornadoes occur. Ultimately, upon identifying

this distinguishability, additional analysis in this regime may be worthwhile,

covering concepts such as convective mode and daytime versus nighttime vari-

ability of related variables. Regarding the second and third questions, it is hy-

pothesized that, following the methods of C15 but for a larger sample size, cer-

tain PBL schemes will perform better than other PBL schemes, providing guid-

ance to the numerical modeling community and forecasters in selecting the best

PBL parameterization schemes for this environment. PBL-influenced param-

eter tendencies associated with the larger sample size will be evaluated. This

will permit the investigation of whether these tendencies mimic those of C15,

whereby the engagement of relatively more model levels throughout the PBL in

the mixing process is necessary for better simulated thermodynamic structures.
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Chapter 2

The Southeast United States Cold Season Tornado

Environment

2.1 Dataset for Analysis of the Southeast United States Cold Season Tor-

nado Environment

The first hypothesis regarding the distinguishable thermodynamic and kinematic

characteristics of the southeast United States cold season severe weather envi-

ronment is investigated by using a large severe-weather environment database,

which is subsequently described. Smith et al. (2012), Thompson et al. (2012),

and Edwards et al. (2012) document the assignment of environmental character-

istics and modes associated with certain severe-weather producing convection

across the United States, serving as the foundation for this work. The result-

ing dataset is a nine-year sample of tornado, significant hail (hail of at least 2

inches in diameter or greater), and significant wind (wind gusts of at least 65

knots) events based on the National Climatic Data Center Storm Data publica-

tion that is paired with SPC mesoanalysis data (Bothwell et al. 2002) during

the period from 2003 through 2011. This involves the documentation of the

highest-magnitude report per hour and per report type on the 40-km grid-length
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Rapid Update Cycle (RUC) model grid (Benjamin et al. 2004). This process

permits the pairing of the severe report database with the mesoanalysis data that

correspond to the immediately prior analysis hour. This process amounts to the

collection of 22901 total severe-thunderstorm grid-hour events, with 10753 of

them corresponding to tornadoes, with the 10753 grid-hour tornado events be-

ing the focus of this work.

The 10753 grid-hour tornado events are stratified into four groups:

1. Events occurring within roughly the southeast quarter of the United

States – hereafter referred to as the southeast United States encompassing

the states of Arkansas, Louisiana, Tennessee, Mississippi, Alabama, Geor-

gia, North Carolina, South Carolina, and Florida – during the cold sea-

son (December, January, and February) – referred to as "SECOLD" (503

events),

2. Events occurring outside of the "SECOLD" spatiotemporal regime (i.e.,

outside of southeast United States any time of year and within the South-

east outside of the December-February period) – referred to as "NONSEC-

OLD" (10250 events),

3. Events occurring within the southeast United States outside of the December-

February period – referred to as "SEWARM" (3013 events),

4. Events occurring anywhere in the United States outside of the December-

February period – referred to as "WARMER" (9973 events).
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Both "SEWARM" and "WARMER" are subsets of "NONSECOLD." The moti-

vation for the aforementioned stratification process is to permit the opportunity

to investigate the difference of meteorological variables associated with "SEC-

OLD" tornadoes from those associated with other tornadoes occurring across

the country and during warmer times of year. Subsequent discussion focuses

on these differences. Tornado events corresponding to tornadoes in each of the

aforementioned classes are plotted in Fig. 2.1, Fig. 2.2, Fig. 2.3, and Fig. 2.4,

which illustrate the robust nature of the sample of reports following the method-

ology applied to work featured by Smith et al. (2012), Thompson et al. (2012),

and Edwards et al. (2012). While the final section of this chapter addresses

daytime versus nighttime variability of parameters associated with the tornado

events, these plots and subsequent discussion prior to the final section of this

chapter do not make a distinction between events that occurred during the day

versus the night.
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Figure 2.1: Tornado events associated with the "SECOLD" regime.

Figure 2.2: As in Fig. 2.1, except for the "NONSECOLD" regime.

15



Figure 2.3: As in Fig. 2.1, except for the "SEWARM" regime.

Figure 2.4: As in Fig. 2.1, except for the "WARMER" regime.
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2.2 Testing the Distinguishability of the Southeast United States Cold Sea-

son Tornado Environment

Tests of statistical significance can be used to identify the "SECOLD" regime

as being associated with a distinguishable set of environmental parameters rel-

ative to other regimes. In the present work, this is performed by using the

Kolmogorov-Smirnov test (Massey 1951). This test compares the differences

between the cumulative density functions corresponding to two samples, com-

paring the "SECOLD" regime to the "NONSECOLD" regime, though no addi-

tional seasonal comparison is included. Larger differences of cumulative density

function with increasing parameter values correspond to greater likelihood that

the two samples are from different populations. This is illustrated in Fig. 2.5 that

compares surface-based CAPE (SBCAPE) for "SECOLD" with SBCAPE for

"NONSECOLD," with a corresponding p-value of less than 0.0001 suggesting

statistically significantly different SBCAPE between "SECOLD" and "NON-

SECOLD" regimes.
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Figure 2.5: Cumulative density functions corresponding to SBCAPE during the "SECOLD"
regime (solid black curve) and "NONSECOLD" regime (dashed red curve).

This procedure is extended to many other parameters provided in Table 2.1,

which indicates low p-values associated with many often-referenced thermo-

dynamic and kinematic parameters in severe-weather forecasting representing

distinguishability of the "SECOLD" regime. The Kolmogorov-Smirnov test is

a non-parametetric test, which is a strength of this statistical test owing to its

lack of distribution assumption. However, results from this test can be sensitive

to both large sample sizes and differences between cumulative density functions

that may only occupy relatively small portions of the full ranges of the distri-

bution values, rendering limitations of this test. For example, very large sample

sizes could result in determining statistically significant differences that are not
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necessarily practically significant. Also, if there were to exist a large differ-

ence in the cumulative density functions between two samples over a very small

interval of the parameter values, the Kolmogorov-Smirnov test may imply sta-

tistically significant differences between the two samples whereas much of the

remaining portions of the two samples could be similar, yielding a contradiction.

These notions are important to consider when interpreting the results of this sta-

tistical test. Also, regarding the specific formulations of meteorological param-

eters subsequently studied, particular choices involving these formulations (e.g.,

bounds of layers used to compute lapse rate), are somewhat arbitrary but are

accepted by the convective community as representing the severe thunderstorm

environment.
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Table 2.1: P-values corresponding to the Kolmogorov-Smirnov statistical test of the difference
in parameter values between the "SECOLD" and "NONSECOLD" regimes.

Variable P-Value

mixed-layer convective available potential energy <0.0001

mixed-layer convective inhibition 0.0747

mixed-layer lifting condensation level <0.0001

mixed-layer level of free convection 0.0003

most-unstable convective available potential energy <0.0001

most-unstable convective inhibition <0.0001

most-unstable lifting condensation level <0.0001

most-unstable level of free convection 0.0162

surface-based convective available potential energy <0.0001

surface-based convective inhibition 0.0370

0-3-km mixed-layer convective available potential energy <0.0001

downdraft convective available potential energy <0.0001

700-500-mb lapse rate <0.0001

850-500-mb lapse rate <0.0001

0-3-km lapse rate <0.0001

surface temperature <0.0001

surface dewpoint temperature <0.0001

0-8-km bulk shear <0.0001

0-6-km bulk shear <0.0001

0-3-km bulk shear <0.0001

0-1-km bulk shear <0.0001

0-3-km storm-relative helicity <0.0001

0-1-km storm-relative helicity <0.0001
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Box-and-whiskers plots of SBCAPE and MLCAPE (Figs. 2.6 and 2.7, re-

spectively) clearly show the downward-shifted, compressed nature of buoyancy

for the "SECOLD" regime compared to other regimes influenced by warmer

and more moist conditions in the lower atmosphere that can support greater

buoyancy. These box-and-whiskers plots, and all subsequently provided box-

and-whiskers plots, indicate the interquartile range, median, and mean values

for distributions, with whiskers extending up to 1.5 times the interquartile range

beyond the first and third quartiles. However, outlier values are not included to

ensure primary focus on the details of the bulk of the distributions. The box-

and-whiskers plots of SBCAPE and MLCAPE (Figs. 2.6 and 2.7, respectively)

highlight the notion that small variability in "SECOLD" buoyancy is relatively

large compared to the overall limited total buoyancy in this regime, compared to

other regimes.

Graphically, it is evident that the portion of MLCAPE confined to the low-

est 3 km of the atmosphere (Fig. 2.8) during "SECOLD" is associated with

smaller separation from the other regimes than MLCAPE derived from the en-

tire freely convective layer (Fig. 2.7). This is further explored by computing the

ratio of 0-3-km MLCAPE to total MLCAPE in Fig. 2.9, which explicitly shows

larger proportions of MLCAPE confined to the lowest 3 km above ground during

"SECOLD" compared to other regimes. This highlights the relative importance

of lower-atmospheric thermodynamic structures in explaining the buoyancy in
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the "SECOLD" regime. With such structures being directly influenced by tur-

bulent exchanges in the PBL, this provides substantial motivation for further

exploration of the PBL in more detail for the "SECOLD" regime, with even

further motivation provided by the distinguishability of other thermodynamic

parameters (e.g., total MLCAPE and SBCAPE). Relatively lower magnitudes

of mid-level lapse rates and surface moisture (Figs. 2.10 and 2.11, respectively)

characterize the box-and-whiskers plots for "SECOLD" versus "NONSECOLD"

distributions.
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Figure 2.6: Box-and-whiskers plots corresponding to the distribution of SBCAPE for tornadoes
occurring in the "SECOLD," "SEWARM," "NONSECOLD," and "WARMER" regimes, from
left to right, with sample sizes listed below x-axis labels. The blue-outline box corresponds to
the interquartile range, the red horizontal line corresponds to the median value, the dot marker
corresponds to the mean value, and whiskers extend up to 1.5 times the interquartile range be-
yond the first and third quartiles. The p-value corresponding to the Kolmogorov-Smirnov sta-
tistical test of the difference in parameter values between the "SECOLD" and "NONSECOLD"
regimes is listed within the title.
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Figure 2.7: As in Fig. 2.6, except for MLCAPE.
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Figure 2.8: As in Fig. 2.6, except for 0-3-km MLCAPE.
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Figure 2.9: As in Fig. 2.6, except for the ratio of 0-3-km MLCAPE to total MLCAPE.
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Figure 2.10: As in Fig. 2.6, except for 700-500-mb lapse rate.
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Figure 2.11: As in Fig. 2.6, except for surface dewpoint.

Regarding kinematic-related variables, substantial separation between the

"SECOLD" distribution and distributions corresponding to other regimes is well

portrayed in Figs. 2.12-2.15. These depict larger magnitudes of storm-relative

helicity and vertical bulk shear during the "SECOLD" regime compared to the

other regimes, as previously identified. With storm-relative helicity in the lowest

3 km of the atmosphere and bulk shear in the lowest 1 km directly influenced
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by the vertical wind profile in the lowest portion of the atmosphere where PBL

circulations affect the wind profile, this also motivates the need to explore the

representation of the PBL in this distinguishable environment.

Figure 2.12: As in Fig. 2.6, except for 0-1-km SRH.

29



Figure 2.13: As in Fig. 2.6, except for the ratio of 0-3-km SRH.
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Figure 2.14: As in Fig. 2.6, except for 0-1-km bulk shear.
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Figure 2.15: As in Fig. 2.6, except for 0-6-km bulk shear.

A subset of parameter distributions, whose corresponding box-and-whisker

plots are shown in the previous section, is explored in further detail in this sec-

tion. This is done by investigating histograms associated with each parameter of

the subset in each regime. Multiple histograms are averaged together, each orig-

inating at equally spaced points within the first bin of the original histogram,

resulting in a smoothed distribution known as an "average shifted histogram"
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(Scott 1985). This analysis serves as the basis for subsequent discussion of tor-

nado environments, with plotted histograms corresponding to indicated ranges

of parameter values. Distributions of thermodynamic parameters characteris-

tic of the "SECOLD" regime and other regimes are illustrated in Fig. 2.16,

Fig. 2.17, and Fig. 2.18, and are followed by distributions of kinematic parame-

ters (Figs. 2.19-2.21).

A difference amongst the various tornado regimes is the relatively narrow

distribution of MLCAPE for the "SECOLD" regime compared to the other regimes

(Fig. 2.16). Other regimes represent broader distributions of buoyancy, while the

bulk of the "SECOLD" distribution is confined to marginal values of buoyancy.

This directly highlights how sensitive "SECOLD" environments are to buoy-

ancy; small differences in "SECOLD" MLCAPE are relatively large compared

to typical buoyancy magnitudes for tornado events.

Mid-level lapse rates (computed in the 700-500-mb layer) are illustrated in

Fig. 2.17. The "SECOLD" regime is associated with a relatively more narrow

mid-level lapse rate distribution compared to the distributions for other regimes.

The peak of the "SECOLD" regime mid-level lapse rates is closer to moist-

adiabatic than dry adiabatic. Meanwhile, the influence of steeper mid-level lapse

rates accompanying stronger elevated-terrain surface heating over the western

United States is associated with the broader "NONSECOLD" and "WARMER"

distributions that incorporate higher 700-500-mb lapse rate magnitudes.
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Surface dewpoints for the various regimes are illustrated in Fig. 2.18. Peak

dewpoints for the "SECOLD" distribution are relatively drier compared to the

"SEWARM" distribution. Awareness of the distribution of surface dewpoints

characteristic of the "SECOLD" regime is particularly useful for forecasters, as

the relatively narrow range of dewpoint values associated with "SECOLD" tor-

nadoes can be used as focused guidance for anticipating when sufficient moisture

exists for tornadoes based on past events, conditional on the forecaster having

identified a given large-scale meteorological pattern as being characteristic of

one in the "SECOLD" regime.
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Figure 2.16: Average shifted histograms displaying MLCAPE for tornadoes occurring in the
"SECOLD" regime (top left), "NONSECOLD" regime (bottom left), "SEWARM" regime (top
right), and "WARMER" regime (bottom right) for the plotted ranges of parameter values. Y-axis
ranges of MLCAPE vary from panel to panel to provide focus on the details of each individual
distribution.
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Figure 2.17: As in Fig. 2.16, except for 700-500-mb lapse rate.
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Figure 2.18: As in Fig. 2.16, except for surface dewpoint.

Distributions of kinematic parameters associated with the "SECOLD" regime

are also different than those in the other regimes investigated (Figs. 2.19-2.21).

The relatively stronger low-level helicity and low-level and deep-layer bulk shear

are illustrated by these figures, consistent with the notions previously high-

lighted regarding stronger vertical shear in these environments. Comparing the
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"SECOLD" regime to the "NONSECOLD" regime, a relatively larger portion of

the 0-1-km storm-relative helicity (SRH) in the "SECOLD" regime extends to

higher magnitudes (Fig. 2.19), while nearly symmetric distributions of the ver-

tical bulk shear (Fig. 2.20 and Fig. 2.21) are clearly shifted to the right for the

"SECOLD" regime.

Figure 2.19: As in Fig. 2.16, except for 0-1-km SRH.
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Figure 2.20: As in Fig. 2.16, except for 0-1-km bulk shear.
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Figure 2.21: As in Fig. 2.16, except for 0-6-km bulk shear.

2.3 Convective Mode in the Southeast United States Cold Season Tornado

Environment

It has been well evidenced in preceding sections that the "SECOLD" environ-

ment is indeed different than other studied regimes. Work introduced by Smith
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et al. (2012), Thompson et al. (2012), and Edwards et al. (2012) permits the

opportunity to investigate morphological characteristics of tornado-producing

convection during this distinguished regime. Through this process, character-

istic classifications of convective morphology yields identification of convec-

tive mode associated with these tornado reports. These modes provide some

background for considering potential hazards produced by severe storms (Moller

et al. 1994; Miller and Johns 2000; Trapp et al. 2005; Gallus et al. 2008), with

tornadoes developing from QLCSs more often being relatively weaker than those

developing from cells (Trapp et al. 2005). With right-moving supercells and

QLCSs being the primary constituents of convective mode associated with "SEC-

OLD" tornadoes, a subset of parameters is compared for right-moving supercell

and QLCS convective modes for tornadoes occurring within the "SECOLD"

regime in Figs. 2.22-2.30.

The strongest discriminators between right-moving supercell tornadoes and

QLCS tornadoes in the "SECOLD" regime are thermodynamic ones, with vari-

ables such as SBCAPE (Fig. 2.22), MLCAPE (Fig. 2.23), and 700-500-mb lapse

rate (Fig. 2.25) being associated with larger degrees of instability for right-

moving supercell tornadoes than QLCS tornadoes. However, despite the rela-

tively stronger buoyancy associated with right-moving tornadic supercells, only

a few hundred J kg-1 of SBCAPE or MLCAPE variability are associated with

the difference between separate convective modes, highlighting the sensitivity

of the "SECOLD" regime. This further highlights the importance of correctly
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evaluating buoyancy, which is, in part, derived from thermodynamic structures

in the lower atmosphere influenced by turbulent mixing in the PBL.

On the other hand, kinematic variables offer less separation between torna-

does developing from right-moving supercells than QLCSs. This is apparent by

considering p-values determined from the Kolmogorov-Smirnov statistical test

of differences between these two modes, which are listed in Table 2.2. These

collective findings highlight the need to obtain accurate depictions of ongoing

and/or forecast instability to assess the possibility for a particular spectra of pa-

rameters to support QLCS or right-moving-supercell tornadoes.
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Figure 2.22: Box-and-whiskers plots corresponding to the distribution of SBCAPE for torna-
does occurring during the "SECOLD" regime for right-moving supercell (RM) tornadoes and
for QLCS tornadoes. The sample sizes corresponding to each of these convective modes are
listed below the x-axis. The blue-outline box corresponds to the interquartile range, the red hor-
izontal line corresponds to the median value, the dot marker corresponds to the mean value, and
whiskers extend up to 1.5 times the interquartile range beyond the first and third quartiles. The
p-value corresponding to the Kolmogorov-Smirnov statistical test of the difference in parameter
values between the right-moving supercell (RM) and QLCS modes is listed within the title.
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Figure 2.23: As in Fig. 2.22, except for MLCAPE.
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Figure 2.24: As in Fig. 2.22, except for 0-3-km MLCAPE.
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Figure 2.25: As in Fig. 2.22, except for 700-500-mb lapse rate.
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Figure 2.26: As in Fig. 2.22, except for surface dewpoint.
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Figure 2.27: As in Fig. 2.22, except for 0-1-km SRH.
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Figure 2.28: As in Fig. 2.22, except for 0-3-km SRH.
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Figure 2.29: As in Fig. 2.22, except for 0-1-km bulk shear.
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Figure 2.30: As in Fig. 2.22, except for 0-6-km bulk shear.
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Table 2.2: P-values corresponding to the Kolmogorov-Smirnov statistical test of the difference
in parameter values between the right-moving supercell and QLCS convective modes for the
"SECOLD" regime.

Variable P-Value

surface-based convective available potential energy <0.0001

mixed-layer convective available potential energy <0.0001

0-3-km mixed-layer convective available potential energy 0.0039

700-500-mb lapse rate <0.0001

surface dewpoint temperature 0.0228

0-1-km storm-relative helicity 0.5991

0-3-km storm-relative helicity 0.7892

0-1-km bulk shear 0.3295

0-6-km bulk shear 0.1503

2.4 Daytime versus Nighttime Variability in the Southeast United States

Cold Season Tornado Environment

Throughout this chapter, the distinguishable characteristics of kinematic and

thermodynamic parameter magnitudes characterizing the "SECOLD" regime

have been identified and tested. This chapter concludes with an investigation

of the daytime versus nighttime variability of some of these parameters. The

objective of this investigation is to determine if the behavior of the temporal

variability of these parameters during "SECOLD" differs from other regimes.

Daytime versus nighttime variability of thermodynamic parameters such as

SBCAPE (Fig. 2.31), MLCAPE (Fig. 2.32), and surface dewpoint (Fig. 2.33)
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during warmer-season influenced regimes ("SEWARM", "NONSECOLD", and

"WARMER") roughly resembles the variability expected with a more quies-

cently evolving PBL (e.g., Stull 1988; Stensrud 2007). Specifically, surface heat-

ing associated with insolation is associated with increases in SBCAPE (Fig. 2.31)

and MLCAPE (Fig. 2.32), while stronger vertical mixing instigated by the sur-

face heating and related deepening of the PBL during the day are associated with

daytime decreases in surface dewpoints (Fig. 2.33) as drier air aloft is mixed to

the surface. Alternatively, for the "SECOLD" regime, these fluctuations are

dampened, during a time when large-scale moisture transport, cloud coverage,

vertical-shear-enhanced turbulence, and precipitation processes associated with

large-scale weather systems can all negate the more quiescent evolution of the

PBL. This is manifested in the distinguishable behavior of these thermodynamic

parameters in the "SECOLD" regime compared to the other regimes.
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Figure 2.31: Time series of box-and-whiskers plots corresponding to the distribution of SB-
CAPE for tornadoes occurring in the "SECOLD" (top left), "NONSECOLD" (bottom left),
"SEWARM" (top right), and "WARMER" (bottom right) regimes grouped within time periods
identified along the x-axis. Time periods are listed from start time to end time in UTC (e.g., "0-
3" corresponds to the three-hour period beginning at 0000 UTC), with sample sizes listed below
the labeled time periods. The blue-outline box corresponds to the interquartile range, the red
horizontal line corresponds to the median value, the dot marker corresponds to the mean value,
and whiskers extend up to 1.5 times the interquartile range beyond the first and third quartiles.
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Figure 2.32: As in Fig. 2.31, except for MLCAPE.
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Figure 2.33: As in Fig. 2.31, except for surface dewpoint.

The behaviors of kinematic parameters representing the "SECOLD" regime

that are influenced by lower-atmospheric mixing processes also exhibit differ-

ences compared to other regimes, based upon 0-1-km SRH (Fig. 2.34) and 0-1-

km bulk shear (Fig. 2.35). The "SEWARM", "NONSECOLD", and "WARMER"

regimes are associated with daytime losses in low-level SRH and vertical bulk

shear followed by nighttime increases in the magnitudes of these parameters
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(e.g., Stull 1988; Stensrud 2007). This is consistent with smoothing of the ver-

tical wind profile in association with enhanced vertical mixing during the day

followed by increases in vertical shear attendant to decoupling of the PBL at

night. These processes and their reflection on 0-1-km SRH and bulk shear are

more characteristic of a quiescently evolving PBL. On the other hand, and sim-

ilar to thermodynamic parameters, the "SECOLD" regime is associated with a

much dampened variability pattern associated with daytime heating and night-

time cooling cycles characteristic of the other regimes.
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Figure 2.34: As in Fig. 2.31, except for 0-1-km SRH.
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Figure 2.35: As in Fig. 2.31, except for 0-1-km bulk shear.

It has been shown that daytime versus nighttime variability of thermody-

namic and kinematic parameters representing the "SECOLD" regime is sup-

pressed compared to the other regimes that resemble more quiescent PBL evolu-

tion. This is consistent with parameters of the "SECOLD" regime being different

than those of other regimes, specifically with the "SECOLD" regime being as-

sociated with a buoyancy distribution that is compressed while confined to more
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marginal values and with stronger vertical shear compared to other regimes. Be-

cause many of these parameters are strongly influenced by thermodynamic and

kinematic properties of the lowest portion of the atmosphere, which are affected

by turbulent processes occurring in the PBL, and because these parameters are

shown to have distinguishable characteristics in the "SECOLD" regime, the PBL

of the "SECOLD" regime is the focus of subsequent discussion. C15 provide ini-

tial attempts to better understand PBL-influenced meteorological parameters in

the "SECOLD" regime for numerical simulations, and subsequent work builds

upon C15. Ultimately, more accurate representations of the PBL in this regime

could support improved forecasts of parameters used for forecasting tornadoes.
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Chapter 3

Planetary Boundary Layer Parameterization Schemes

3.1 Purpose of Planetary Boundary Layer Parameterization Schemes

The importance of accurately representing processes occurring within the PBL

has been inferred, as they directly influence the accuracy of numerical simula-

tions of high-impact weather phenomena. This is of particular importance for

severe-weather patterns where one or more of the necessary conditions for se-

vere storms is marginal and the assessment of the hazardous-weather threat is

sensitive to small fluctuations of the marginal quantities favoring severe thun-

derstorms. Small forecast inaccuracies in such scenarios may be of particular

importance, and a source of these inaccuracies comes from a model’s repre-

sentation of the low-level wind profile and the low-level thermodynamic profile

(e.g., Jankov et al. 2005; Stensrud 2007; Hacker 2010; Hu et al. 2010; Nielsen-

Gammon et al. 2010). Ultimately, this motivates the need to minimize errors

in forecast vertical profiles to better depict characteristics of the convective en-

vironment, which plays a major role in more accurately assessing the severe-

weather threat (e.g., Kain et al. 2003, 2005, 2013).
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As was previously discussed, turbulent eddies facilitate the exchanges of mo-

mentum, heat, and moisture in the PBL within which properties of surface condi-

tions are communicated on time scales under an hour (e.g., Stull 1988; Stensrud

2007). Because these eddies are not able to be explicitly resolved by mesoscale

models, their effects are parameterized using PBL parameterization schemes.

The theoretical development of these schemes is addressed by multiple sources

(e.g., Stull 1988; Holton 2004; Stensrud 2007). The Advanced Research version

of the Weather Research and Forecasting (WRF) Model (ARW; Skamarock et

al. 2008) offers options for selecting from several different PBL parameteriza-

tion schemes to be used in numerical simulations of weather events. However,

some schemes are more appropriate to be used for certain atmospheric regimes

than others (e.g., "SECOLD" versus other regimes).

C15 provide a detailed summary of the various PBL schemes that the WRF

offers for use by numerical modelers, as well as advantages and disadvantages

to using each scheme. They also summarize basic foundational work in the de-

velopment of PBL parameterization schemes by synthesizing explanations pro-

vided by Stensrud (2007) and Stull (1988). Some of the core details of this

process described in greater detail by C15 are provided in the subsequent sub-

section, which is followed by a section focused on characteristics of the perfor-

mance of these schemes.
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3.2 Theoretical Underpinnings of Planetary Boundary Layer Parameter-

ization Schemes

C15 describe the process by which variables within the equations of motion

are partitioned into two components: time-averaged, mean components that

represent the background state of the atmosphere and perturbation components

that depict differences from the average state corresponding to turbulent eddies

within the PBL. The equations containing perturbation quantities always carry

fewer known terms than unknown terms. To effectively solve, or close, these

equations requires the use of empirical relationships linking unknown terms of

moment n + 1 with known terms of lower moment, where n is an integer. This

is referenced as nth-order turbulence closure. An example of a first moment is

the mean of a state variable such as zonal and meridional wind component and

temperature, an example of a second moment is a covariance variable involving

the mean of the products of two state-variable perturbations, while an example

of a third moment is a triple-correlation term involving the mean of the products

of three state-variable perturbations. C15 provide a detailed overview of the or-

der of closure associated with the several PBL scheme options available in the

WRF.

Aside from differences in the order of turbulence closure, PBL parame-

terization schemes differ from each other regarding the depth through which
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known variables are permitted to affect a given model point, which is an im-

portant source of variability amongst PBL schemes that C15 address. Schemes

can be classified as local or nonlocal. For local closure schemes, only verti-

cal levels that are in immediate proximity to a given point within the model

directly influence variables representing this point, whereas other vertical lev-

els within the PBL can also influence variables for nonlocal closure schemes.

Nonlocal closure schemes are able to represent the effects of deeper PBL cir-

culations supporting countergradient fluxes within the lower atmosphere that

oppose downward-directed heat fluxes associated with maxima in stability. As

such, nonlocal schemes can improve model accuracy for regimes in which larger

eddies exist in the lower atmosphere.

Stensrud (2007) highlights a major disadvantage of employing strictly local

closure, which effectively reflects stunted deepening of the PBL in the presence

of localized stable layers. In the real atmosphere, these stable layers may have

minimal effect on vertical mixing within the PBL, which is facilitated by the

largest eddies encouraging deeper mixing of mass, heat, and momentum. While

nonlocal schemes are able to account for effects from these eddies, higher orders

of closure used in local schemes have been found to offer some improvement

in numerical simulations (e.g., Mellor and Yamada 1982; Nakanishi and Niino

2009; Coniglio et al. 2013). However, using such higher orders of turbulence

closure comes at relatively greater computational expense. Some schemes have

been developed that incorporate concepts of both local and nonlocal closure,
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which will be the focus of later discussion, with a focus on the Asymmetric

Convective Model (ACM) whose design is illustrated in Fig. 3.1 as originally

presented by Pleim (2007a,b).

Figure 3.1: Reproduction of Fig. 1 of Pleim (2007a) that illustrates the structural development
of the ACM, with arrows indicating which model layers are engaged in mixing processes within
the simulation of the PBL.

3.3 Performance by Planetary Boundary Layer Parameterization Schemes

C15 provide an in-depth collection of typical biases associated with PBL schemes

used in the WRF that have been explored throughout the broader literature. For

example, across the south-central United States in the summer, tested schemes

using a non-local component provide smallest errors in lower-atmospheric mois-

ture and temperature profiles in association with daytime mixing, offering drier
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and warmer PBLs. These findings are supported by Gibbs et al. (2011) in study-

ing characteristics of the dry convective boundary layer. Nonlocal schemes are

found to simulate deeper and more accurate PBLs in the Hong Kong area com-

pared to those simulated by strictly local schemes (Xie et al. 2012). As another

example of PBL scheme evaluation for specific regimes, more accurate PBL

depictions are produced when both local and nonlocal processes are included

in situations involving shallow cumulus and stratocumulus clouds (Huang et al.

2013).

Subsequent discussion and analysis focus on a sampling of five PBL schemes,

specifically two local, two nonlocal, and one hybrid local-nonlocal and four vari-

ants of the hybrid. The two local schemes considered are the Mellor-Yamada-

Janjić (MYJ; Janjić 1990, 1994) and quasi-normal scale elimination (QNSE;

Sukoriansky et al. 2005) schemes, the two nonlocal schemes considered are the

Medium-Range Forecast model (MRF; Hong and Pan 1996) and Yonsei Univer-

sity (YSU; Hong et al. 2006) schemes, and the hybrid local-nonlocal scheme for

which variants are created herein is the version 2 of the Asymmetric Convective

Model (ACM2; Pleim 2007a). This set of five PBL schemes and variants is in-

tended to reflect the physical dispersiveness of model simulations arising from

the two principally different techniques of representing vertical mixing using

PBL parameterization schemes: local versus nonlocal mixing.

A tabular summary of these PBL schemes and others, along with associated

advantages and disadvantages based on a variety of sources, is provided by C15.
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Combining these results, C15 and references therein suggest deeper and more

accurate mixing associated with convective PBLs for the nonlocal schemes, with

overly deep PBLs found in some circumstances. The local schemes are charac-

terized by more shallow mixing and are more appropriately used for stable ther-

modynamic profiles. However, their tendency is for insufficiently deep vertical

mixing with respect to convectively enhanced boundary layers. On the other

hand, the ACM2 scheme represents both nonlocal and local processes via up-

ward mixing and local mixing for downward-directed fluxes, offering greater

accuracy of PBL heights (Pleim 2007b). However, similar to some of the non-

local schemes, the ACM2 (nonlocal/local) scheme exaggerates the depth of ver-

tical mixing for simulations of spring, convective environments (Coniglio et al.

2013).

Meteorological regimes for which previous studies have addressed evalua-

tion of PBL schemes have not included a sole focus on the southeast United

States cold season severe weather patterns. Vertical motion at larger spatial

scales, shear-driven eddies, as well as daytime surface heating all influence ther-

modynamic and kinematic structures in the low levels of the atmosphere, which

are found to be associated with distinguishable characteristics of parameters in

the "SECOLD" regime. C15 highlight examples of observed and model-forecast

soundings that do not display attributes of well or poorly mixed PBLs, yet such

PBLs need to be accurately portrayed by model simulations using PBL param-

eterization schemes to resolve the highly sensitive instability parameter space

67



characteristic of this regime. While they begin to address this problem through

an analysis of two southeast U.S. cold season severe weather events, much ad-

ditional work is needed to better refine our understanding of PBL parameteriza-

tion schemes in this regime. However, they do reiterate similarities between the

southeast U.S. cold season severe weather regime and European severe storm

environments studied by Brooks (2009) that assist in contextualization of the

formerly mentioned environments.

Specifically, C15 partly base investigation of PBL schemes in the United

States cold season severe weather regime from analysis of PBL schemes in the

European warm season following work from Haylock et al. (2008) and García-

Díez et al. (2013). It is found that the MYJ (local) scheme yields more sub-

stantial daytime cold biases when compared to the YSU (nonlocal) and ACM2

(nonlocal/local) schemes, with the YSU (nonlocal) depicting deeper PBLs dur-

ing the day and with warm-season bias reduction in temperatures using the YSU

(nonlocal) scheme (García-Díez et al. 2013). As such, C15 conclude that, based

upon model evaluation in the European warm season, the nonlocal YSU (nonlo-

cal) scheme could assist in more accurately simulating southeast United States

cold season severe weather environments. In fact, García-Díez et al. (2013)

suggest the importance of focusing on specific spatiotemporal regimes for the

improvement of PBL schemes in certain environments, which further motivates

this area of research in the following chapter.
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Chapter 4

Application of Planetary Boundary Layer

Parameterization Schemes to Southeast United States

Cold Season Tornado Environments

4.1 Experiment Motivation

The performance of PBL schemes will highly influence the ability of a numerical

model to accurately simulate the challenging southeast United States cold sea-

son severe weather environment (C15). C15 investigate two "SECOLD"-regime

severe-weather events, which highlight differences in the thermodynamic and

kinematic structures between this regime and those of a more quiescently evolv-

ing PBL. They illustrate the Southeast cold-season tornado environment using

an observed sounding, to show its characteristic low static stability in the low

levels with strong vertical wind shear. However, no portion of the observed

sounding highlights well mixed layers characterized by uniform potential tem-

perature and/or wind velocity.

Through an evaluation of the ACM2 (nonlocal/local), YSU (nonlocal), MRF

(nonlocal), MYJ (local), and QNSE (local) PBL schemes for both events, they

find that nonlocal mixing is necessary to properly simulate the relatively steeper
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low-level lapse rates within the warm sectors of extratropical cyclones favoring

the severe weather, as local schemes yield lapse rates that are too weak. This is

consistent with simulated PBLs in the European warm season, where nonlocal

schemes are more likely to include effects of entrainment within the PBL. How-

ever, C15 find nonlocal schemes to depict weaker SRH than local schemes in

association with a somewhat smoother vertical wind profile, but still sufficiently

strong to suggest that the deeper mixing inherent to the nonlocal schemes does

not produce too smooth of a wind profile to preclude tornadoes. Overestimates

of MLCAPE are common amongst all schemes, enhanced by nonlocal schemes.

The conclusions of C15 provide motivation for the present study, in terms of

extending the analysis to a more robust sample. As such, this work extends the

investigation of PBL schemes in the "SECOLD" regime by incorporating many

additional cases. This is for the purpose of better generalizing results and better

substantiating an understanding of the tendencies of the PBL schemes through

an investigation of multiple convective parameters. Ultimately, this will allow

for an assessment of the performance of the PBL schemes, which can provide a

basis for determining which schemes best depict the "SECOLD" regime and can

also provide an opportunity to improve upon the parameterization schemes for

this regime.

Furthermore, the notion that the "SECOLD" regime represents a more

intermediate-mixing (neither highly statically stable nor statically unstable but
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still yielding convective available potential energy) regime lends interest in in-

vestigating the performance of the ACM2 scheme that combines both nonlocal

and local mixing processes. The nonlocal mixing component and related de-

pictions of a deeper PBL may effectively represent the effects of vertical-shear-

enhanced mixing in these environments, whereas the local mixing component

may effectively represent the inherent higher-static-stability environment com-

pared to one that is well mixed. The combination of these components and

related offsetting biases are hypothesized to improve performance of PBL pa-

rameterization schemes in the "SECOLD" regime.

4.2 Experiment Design

The overall simulation design and model-evaluation technique follow those pre-

sented by C15, with equivalent comparisons in the extension to a more robust

sample for the present work. Model simulations are run using version 3.3.1 of

the ARW (Skamarock et al. 2008), with a horizontal grid length of 4 km and

50 levels in the vertical. The domain covers the southeastern United States and

vicinity including portions of the Gulf of Mexico, which is illustrated in Fig. 4.1.
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Figure 4.1: The domain used for WRF simulations. The horizontal grid length is 4 km for the
simulations.

C15 specify other characteristics of these WRF simulations, including consistent

pairing of the PBL schemes to land surface schemes, initial and boundary condi-

tions using the National Centers for Environmental Prediction Final (FNL) Op-

erational Global Analysis (NCAR 2015), single-moment 6-class microphysics

scheme (Hong and Lim 2006), the Rapid Radiative Transfer Model relevant for

general circulation models (RRTMG; Iacono et al. 2008) long- and shortwave

radiation schemes, the Noah land surface model (Ek et al. 2003), a model time

step of 12 s, and a radiation time step of 30 min. The RRTMG scheme for long-

wave radiation includes a procedure for dampening cold biases previously noted

in the upper levels of WRF simulations (Cavallo et al. 2011).
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Nineteen events are simulated, each involving separate 24-hour periods from

1200 UTC on one day to 1200 UTC on the next day during which severe weather,

including tornadoes, occurred over the Southeast. In addition to the two cases

from C15, this results in a total of twenty-one separate severe-weather events,

providing robust sample sizes in resulting model analyses and across many "SEC-

OLD" regime episodes. These events were chosen based on a subjective assess-

ment of their production of high-density severe weather reports requiring the is-

suance of watches and warnings from the National Weather Service. The storm

reports from each of these events are illustrated in Figs. 4.2-4.22, along with

the 4 locations considered for forecast sounding evaluation in each event. The

decision to select 4 locations is somewhat arbitrary, but is intended to provide a

sample of some spatial diversity of the environment for each event, and is con-

sistent with the analysis procedure carried out by C15. The 4 particular locations

are based on proximity to severe thunderstorm reports, particularly tornadoes.
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Figure 4.2: Severe thunderstorm reports (tornadoes in red, wind in blue, and hail in green)
for 1200 UTC 13 Jan 2005 to 1200 UTC 14 Jan 2005 using Storm Prediction Center (2015b)
overlaid with gray-shaded-star markers denoting the four locations used for forecast sounding
evaluation for this event.

Figure 4.3: As in Fig. 4.2, except for 1200 UTC 28 Dec 2005 to 1200 UTC 29 Dec 2005.
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Figure 4.4: As in Fig. 4.2, except for 1200 UTC 13 Jan 2006 to 1200 UTC 14 Jan 2006.

Figure 4.5: As in Fig. 4.2, except for 1200 UTC 4 Jan 2007 to 1200 UTC 5 Jan 2007.
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Figure 4.6: As in Fig. 4.2, except for 1200 UTC 7 Jan 2007 to 1200 UTC 8 Jan 2007.

Figure 4.7: As in Fig. 4.2, except for 1200 UTC 12 Feb 2007 to 1200 UTC 13 Feb 2007.
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Figure 4.8: As in Fig. 4.2, except for 1200 UTC 13 Feb 2007 to 1200 UTC 14 Feb 2007.

Figure 4.9: As in Fig. 4.2, except for 1200 UTC 24 Feb 2007 to 1200 UTC 25 Feb 2007.
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Figure 4.10: As in Fig. 4.2, except for 1200 UTC 12 Feb 2008 to 1200 UTC 13 Feb 2008.

Figure 4.11: As in Fig. 4.2, except for 1200 UTC 16 Feb 2008 to 1200 UTC 17 Feb 2008.
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Figure 4.12: As in Fig. 4.2, except for 1200 UTC 17 Feb 2008 to 1200 UTC 18 Feb 2008.

Figure 4.13: As in Fig. 4.2, except for 1200 UTC 25 Feb 2008 to 1200 UTC 26 Feb 2008.
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Figure 4.14: As in Fig. 4.2, except for 1200 UTC 9 Dec 2008 to 1200 UTC 10 Dec 2008.

Figure 4.15: As in Fig. 4.2, except for 1200 UTC 18 Feb 2009 to 1200 UTC 19 Feb 2009.
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Figure 4.16: As in Fig. 4.2, except for 1200 UTC 24 Dec 2009 to 1200 UTC 25 Dec 2009.

Figure 4.17: As in Fig. 4.2, except for 1200 UTC 20 Jan 2010 to 1200 UTC 21 Jan 2010.
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Figure 4.18: As in Fig. 4.2, except for 1200 UTC 31 Dec 2010 to 1200 UTC 1 Jan 2011.

Figure 4.19: As in Fig. 4.2, except for 1200 UTC 28 Feb 2011 to 1200 UTC 1 Mar 2011.
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Figure 4.20: As in Fig. 4.2, except for 1200 UTC 22 Dec 2011 to 1200 UTC 23 Dec 2011.

Figure 4.21: As in Fig. 4.2, except for 1200 UTC 22 Jan 2012 to 1200 UTC 23 Jan 2012.

83



Figure 4.22: As in Fig. 4.2, except for 1200 UTC 25 Jan 2012 to 1200 UTC 26 Jan 2012.

4.3 Testing the Sensitivity of the ACM2 Scheme

An evaluation of the same PBL schemes tested by C15 (ACM2 (nonlocal/local),

YSU (nonlocal), MRF (nonlocal), MYJ (local), and QNSE (local)) is provided.

Because of inherent biases in strictly nonlocal and local schemes, it is hypoth-

esized that the ACM2 scheme, which combines both nonlocal and local view-

points, may prove to be more accurate in reproducing the environment of the

"SECOLD" regime.

Furthermore, the PBL depth simulated by the ACM2 (nonlocal/local) scheme

depends on the critical Richardson number, which can be modified. This pro-

vides an opportunity to potentially further improve its depictions of thermody-

namic and kinematic structures of the PBL. The Richardson number corresponds
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to the ratio of static stability to vertical wind shear. In general, a larger Richard-

son number corresponds to greater suppression of turbulence. Variations of the

ACM2 (nonlocal/local) scheme are incorporated by making adjustments to its

corresponding physics code. This is aimed at depicting its sensitivity to the

selection of the critical Richardson number in assessing the top of the PBL.

For unstable conditions, Pleim (2007a) indicates the PBL top as being set at

the level where the simulated Richardson number (computed using differences

in variables from the surface to locations above the ground), reaches a critical

Richardson number threshold, while the PBL top is also treated as a function of

the critical Richardson number threshold for stable cases. Accordingly, higher

critical Richardson numbers would typically correspond to deeper PBLs being

simulated using the ACM2 (nonlocal/local) configuration. This will be tested

in the subsequent PBL scheme evaluation. Ultimately, the Richardson number

provides definition for the portion of the atmosphere that is characterized by the

PBL in these model simulations. This is the primary reason why this parameter

is selected for additional analysis, especially given the distinguishability of the

instability and kinematic properties of the "SECOLD" regime that also influence

the Richardson number.

Ultimately, the overall purpose of perturbing the ACM2 (nonlocal/local)

scheme is to investigate whether improvements can be made to a scheme that

already incorporates both local and nonlocal mixing formulations, potentially

offering the greatest benefit to simulations of the "SECOLD" regime. Its design
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incorporates vertical wind shear via the critical Richardson number, which is an

important aspect of this regime owing to its strength and ability to enhance tur-

bulent mixing. The control ACM2 (nonlocal/local) scheme uses 0.25 as the crit-

ical Richardson number, and four variants to the ACM2 (nonlocal/local) scheme

associated with changes to the critical Richardson number are introduced: crit-

ical Richardson number variant of 0.05 corresponding to "ACM05," 0.15 to

"ACM15," 0.35 to "ACM35," and 0.45 to "ACM45," with each variant repre-

senting the nonlocal/local hybrid configuration. While these critical Richardson

number values are somewhat arbitrary, they represent dispersion on either side of

the critical Richardson number control value to determine sensitivity associated

with this variability.

4.4 Evaluation Process

A consistent, reproducible evaluation of the simulations corresponding to dif-

ferent PBL parameterization schemes is particularly challenging owing to the

scarcity of regular observations of meteorological variables through the tropo-

sphere in locations characterizing the near-storm environment of the tornadoes.

However, this evaluation is particularly important in the search for the best way

of parameterizing PBL processes for a regime that is not well studied. As such,

C15 take the approach of combining surface observations with model analysis

output to create an evaluation dataset. In particular, they describe the way in
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which model output from the RUC is merged with objective analyses of surface

observations to create a consistent dataset describing the real environment, sim-

ilar to the process invoked for the generation of mesoanalysis data (Bothwell

et al. 2002), such that the surface-observation-influenced data lie at the base of

the vertical profiles. Specifically, vertical profiles of relative humidity, tempera-

ture, and wind are extracted from 20-km grid-length RUC output available from

the NOAA National Model Archive and Distribution System (NOAA/NCDC

2014a,b) every 25 mb above the surface each hour, and this is repeated for each

hour of each 24-hour-long simulation. Then, corresponding surface variables

each hour originating from SFCOA output (Bothwell et al. 2002) serve as the

base of each profile, and the organization of such profiles is supported by us-

ing the NCAR Command Language (NCL; NCAR 2014). This permits con-

sistent computations of thermodynamic and kinematic parameters relevant for

model evaluation, following the methodology carried out by C15 and Coniglio

et al. (2013). The corresponding dataset will subsequently be referred to as the

"RUC/SFCOA" dataset.

Similar to C15, four locations in proximity to the severe thunderstorm re-

ports in Figs. 4.2-4.22 are chosen to provide the background verifying thermo-

dynamic and kinematic profiles from the RUC/SFCOA dataset on an hourly

basis throughout the simulations. A focus on near-tornado environments is

made. In order to specifically focus on environments that are representative

of the warm-sector air that is relevant for supporting tornadoes, sounding-based
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parameter thresholds are set for comparisons between forecast soundings and

RUC/SFCOA soundings. Thresholds of 25 J kg−1 and 25 m2 s−2 of most-

unstable CAPE and 0-3-km SRH are used, respectively (i.e., representing over-

lap of at least very limited buoyancy and SRH supporting severe weather in the

"SECOLD" regime), for a sounding to be considered for comparison, and all

initial-hour soundings are omitted from the analysis to permit models to spin up

from initial conditions. These thresholds slightly differ from the more general,

positively buoyant and convectively uncontaminated characteristics that C15 use

as thresholds. At a given hour, both forecast and RUC/SFCOA soundings must

meet these requirements to be considered for comparison. If a sounding from

either a WRF forecast or the RUC/SFCOA is omitted from the analysis, the

corresponding sounding from the other source is also omitted to facilitate con-

sistent comparisons between available forecasts and available RUC/SFCOA pro-

files. The irregularity amongst forecast sounding availability owing to variations

in the choice of PBL scheme explains the slight differences in sample size for

comparisons amongst the different PBL schemes as subsequently shown. All

valid forecast soundings and corresponding RUC/SFCOA soundings and related

parameters are pooled together for each PBL scheme for the statistical analysis

provided in the next subsection.

The RUC/SFCOA dataset is limited by errors inherent to the RUC model,

surface objective analyses, and potential inconsistencies between the RUC and

SFCOA fields. This estimate of the atmosphere is constructed similarly to the
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SPC mesoanalysis system. Additionally, the surface objective analysis fields

are found to be accurate in severe weather regimes affecting the central United

States (Coniglio 2012), though the accuracy of these fields has not been tested

for the "SECOLD" regime yielding uncertainty regarding this accuracy in the

"SECOLD" regime.

Some of the error evident in the RUC/SFCOA dataset is illustrated in Fig. 4.23

that compares vertical thermodynamic and kinematic profiles between the

RUC/SFCOA dataset and the fully observed sounding corresponding to Jackson,

Mississippi for a single time associated with the "SECOLD" regime. Compar-

isons to profiles associated with different PBL schemes are also provided in this

figure. This figure highlights some of the differences between the RUC/SFCOA

dataset and the fully observed sounding, implying some error (albeit relatively

modest in magnitude) inherent to the RUC/SFCOA dataset that is treated as

representative of the real atmosphere. A more rigorous comparison between

the RUC/SFCOA dataset and fully observed soundings would need to be per-

formed for this particular regime to further identify error characteristics of the

RUC/SFCOA dataset, though this figure illustrates an initial attempt at perform-

ing this comparison.
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Figure 4.23: Reproduction of Fig. 16 of C15 representing overlays of soundings from WRF
simulations at 0400 UTC 1 Jan 2011 corresponding to Jackson, Mississippi using (a) the non-
local YSU and MRF PBL schemes and the hybrid nonlocal/local ACM2 PBL scheme around
and below the 600-mb level, and using (b) the local MYJ and QNSE PBL schemes and the
hybrid nonlocal/local ACM2 PBL scheme around and below the 600-mb level. In both of these
panels containing WRF soundings, the observed sounding (OBS) and the RUC/SFCOA sound-
ing corresponding to Jackson, Mississippi at the same time are also overlaid. Profiles in each
panel correspond to the color-coded format identified above the plotted wind profile in each
panel. The temperature profiles are plotted using the thick solid traces, the dewpoint profiles
are plotted using thick dashed traces, and the wind profiles are plotted to the right of these
traces.

However, despite this error inherent to the RUC/SFCOA dataset, the afore-

mentioned scarcity of observational data fully resolving the troposphere, and ir-

regular spatial sampling of surface observations, prevent a more accurate dataset

from being available. Furthermore, the RUC/SFCOA rendition of the real atmo-

sphere is constructed similarly to the SPC mesoanalysis system that is consid-

ered to be an important clue of real-time data. Corresponding data from the

SPC mesoanalysis system are considered to provide a reliable depiction of the
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atmosphere by the convective community. Finally, the robust sample of fore-

cast soundings evaluated for each PBL scheme across a vast array of simulated

Southeast cold season severe weather events lends confidence in the ensuing

evaluation statistics.

4.5 Statistical Analysis Introduction

The problem of forecast model evaluation for different PBL parameterization

schemes is addressed by considering multiple metrics for verification to provide

a broad array of model versus observed comparisons for multiple thermody-

namic and kinematic parameters for convective forecasting. There are many

different aspects of this process that no single indicator can fully address, and

different portions of a parameter space may be associated with different lev-

els of performance. These parameters represent a focused set of variables that

incorporate important aspects of the forecast problem, and are associated with

differences between the schemes that can aid in choosing the most appropriate

scheme for the "SECOLD" regime.

The approach of model evaluation begins with an analysis of model per-

formance for particular RUC/SFCOA parameter-magnitude groupings that are

treated as "observations" or "actual" values, which will be used interchangeably

hereafter. This addresses the following question: "How well do PBL schemes

reproduce actual thermodynamic and kinematic regimes?" For each parameter
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subsequently investigated, observed parameter regimes are binned based upon

narrow, fixed ranges, within which corresponding model forecast parameter val-

ues are pooled for each of the nine PBL parameterization schemes (ACM2

(nonlocal/local), YSU (nonlocal), MRF (nonlocal), MYJ (local), QNSE (local),

ACM05 (nonlocal/local), ACM15 (nonlocal/local), ACM35 (nonlocal/local), and

ACM45 (nonlocal/local)).

Box-and-whiskers plots corresponding to each of these schemes are provided

to illustrate the tendency for these schemes to result in over-, under-, or accu-

rate forecasts of the various observed parameter. For the purpose of generating

concise statements from these plots and related distributions, follow-up statis-

tical analyses are required, which are addressed in subsequent plots for each

parameter.

Linear regressions are then generated for model forecast parameters on ac-

tual parameter values, effectively fitting a line to the various PBL schemes whose

distributions are plotted in the box-and-whiskers diagrams. This particular se-

lection of linear-type regressions is motivated by Murphy et al. (1989) who use

linear regression to evaluate forecasts of temperatures, which succinctly pro-

vides additional insight regarding differences between forecast and actual pa-

rameter values as subsequently described. In addition to plotted lines, which

mirror the interquartile ranges of the box-and-whiskers diagrams, slopes and
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y-intercepts are provided with the linear regression equation alongside each cor-

responding regression coefficient (r2). Aside from the listed r2 regression coef-

ficient values in the diagrams, no other measures of validity of linear regression

analysis are demonstrated including tests of normality related to the distribu-

tions. Under- and over-forecasts are readily apparent from such diagrams in

different parameter regimes, through their comparison with the plot of y = x

representing the perfect forecast. Slopes that increasingly deviate from the slope

of this perfect-forecast line, unity, represent increasing conditional bias, where

the degree of under- and over-forecasts depend upon the magnitude of the actual

values. To succinctly extract relevant characteristics of each of these lines, slope

and y-intercept values corresponding to each of the PBL schemes are plotted

on scatterplots for each parameter, such that values of slope approaching unity

correspond to decreasing conditional bias.

Average actual parameter values over the entire distribution are compared

with average simulation values for each of the PBL schemes over the entire

distribution. This permits the analysis of overall mean differences between sim-

ulation results using the different PBL schemes and observations.

Following the aforementioned analysis of forecast versus actual distributions

and related conditional biases, along with mean differences, metrics of forecast

evaluation introduced by C15 to assess model performance amongst the nine

PBL parameterization schemes are applied. In particular, they apply two metrics

for the evaluation of the schemes. One is Theil’s inequality coefficient, U (Theil
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1961, 1966; Clements and Frenkel 1980; Pindyck and Rubinfeld 1981; Trnka

et al. 2006). The definition of U is as follows:

U =

√
1
T

T
∑

t=1
(Y s

t −Y a
t )

2

√
1
T

T
∑

t=1
(Y s

t )
2 +

√
1
T

T
∑

t=1
(Y a

t )
2

, (4.1)

where Y s
t represents forecasts, and Y a

t represents observations. U represents nor-

malization of the root-mean-square error, allowing for parameters whose magni-

tudes vary relatively widely amongst one another to be compared in a standard-

ized manner (C15). The range of U values is from zero to one. Low values of U

indicate a relatively better forecast, with a perfect forecast corresponding to a U

value of zero. Progressively higher values of U indicate less accurate forecasts,

and the worst possible forecast corresponds to a U value of one. C15 also refer

to the bias component of error, Um. The definition of Um is as follows:

Um =
(Y s −Y a

)2

1
T

T
∑

t=1
(Y s

t −Y a
t )

2
, (4.2)

where Y s
t represents forecasts, and Y a

t represents observations. Um measures the

degree of systematic error inherent to simulation results by comparing the over-

all simulation mean to the overall actual mean. The range of Um values is from

zero to one. A value of Um of zero represents no systematic bias, while relatively

larger values of Um correspond to greater forecast bias. Pindyck and Rubinfeld

(1981) suggest Um values over 0.1 or 0.2 being associated with appreciable sys-

tematic bias, necessitating adjustments to the model for its improvement. By
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comparing U and Um across different PBL schemes, one can determine the rela-

tive degree of forecast error for each PBL scheme and evaluate how much of that

is systematic. A forecast model with large U and large Um would imply large er-

ror associated with a large systematic component, and poor model performance.

On the other hand, a forecast model with small U and small Um would imply

minimal error and good model performance. One consideration for this analy-

sis using Theil’s inequality coefficient is that in the theoretical limit of a perfect

simulation where U is zero, the decomposition of U into components such as

Um is undefined. However, this consideration is not of concern for this work,

since none of the simulations result in perfect forecasts as will be subsequently

shown.
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4.6 Statistical Analysis of 0-3-km Lapse Rate

Simulated lapse rates in the lowest 3 km above ground typically are too steep in

the poor actual lapse-rate regimes and too weak in the stronger actual lapse-rate

regimes (Fig. 4.24) amongst all PBL parameterization schemes. This repre-

sents an overall underforecast of actual variability associated with RUC/SFCOA

soundings for all simulations, and conditional bias amongst all schemes. It is ev-

ident that, in the stronger lapse-rate regimes, the MYJ (local) and QNSE (local)

schemes provide relatively greater underforecasts of lapse rates. This is con-

sistent with local schemes producing insufficiently deep vertical mixing with

respect to the PBL in regimes where deeper PBLs exist. Graphically, it appears

that the ACM2 (nonlocal/local) scheme and its variants most commonly repro-

duce actual lapse rates.

Using linear regression of simulated 0-3-km lapse rates on actual values re-

veals slopes of lines below unity, which is consistent with the underforecast

of variability of lapse rates depicted by Fig. 4.24, and this is demonstrated in

Fig. 4.25 and Fig. 4.26. The ACM2 (nonlocal/local) scheme and its variants

provide slopes closest to 1, indicating the least conditional bias. Strictly local

and nonlocal schemes provide relatively greater conditional biases with lower

slopes for 0-3-km lapse rate regressions.
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Figure 4.25: Plots of lines resulting from regression of simulated 0-3-km lapse rate on actual
0-3-km lapse rate for the PBL parameterization schemes. Lines are color-coded and correspond
to the legend in the bottom-right part of the diagram. The equation corresponding to each line is
listed within this legend, along with the r2 regression coefficient. Overlaid on this plot includes
the line characterized by the equation y = x, which corresponds to a perfect forecast.
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Figure 4.26: Scatterplot of y-intercept versus slope corresponding to each PBL scheme regres-
sion line for 0-3-km lapse rate. Markers depict slope-y-intercept pairs that are color-coded
based on the legend in the bottom-right part of the diagram, which also lists the r2 regression
coefficient associated with each PBL scheme linear regression.

99



Average simulated 0-3-km lapse rate comes closest to the RUC/SFCOA aver-

age values for non-local schemes, along with the ACM2 (nonlocal/local) scheme

and its variants, whereas the MYJ (local) and QNSE (local) schemes are associ-

ated with substantial mean underforecasts based on comparisons to RUC/SFCOA

means (Fig. 4.27). The mean underforecast of 0-3-km lapse rate correspond-

ing to local schemes is associated with their relatively greater 0-3-km lapse

rate underforecast in steeper lapse-rate regimes (Fig. 4.24). Ultimately, it takes

nonlocal-influenced PBL parameterization schemes to reduce these large nega-

tive differences offered by local schemes, consistent with findings from C15.

Figure 4.27: For each PBL scheme, comparison of average 0-3-km lapse rate averaged from
RUC/SFCOA soundings (shaded circle) and simulations (shaded star). Depictions of mean
values are color-coded based on the PBL scheme used, with selected colors corresponding to
those displayed in Figs. 4.24-4.26. Sample size for each PBL scheme is provided below the
x-axis.
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Theil’s inequality coefficient (U) for 0-3-km lapse rate is relatively similar

amongst all PBL schemes, although slightly lower for ACM2 (nonlocal/local)

and its variants, along with the YSU (nonlocal) scheme, which also minimize

the bias component (Um) (Fig. 4.28). Consistent with earlier plots, local schemes

(MYJ and QNSE) provide the largest bias component, Um, values.

Figure 4.28: Scatterplot of Theil’s inequality coefficient (U) versus bias component of error
(Um) for 0-3-km lapse rate. Each marker corresponds to each PBL parameterization scheme,
with markers color-coded based on PBL scheme type and identified in the legend in the bottom-
right part of the figure. Vertical and horizontal axes are scaled equivalently for this and all
subsequent scatterplots of U versus Um to permit relative comparisons of error and its bias
component (i.e., U and Um values closer to 0 indicating less error and less bias component,
respectively).

101



4.7 Statistical Analysis of Mixing Ratio

Amongst the various regimes of observed lowest-100-mb mean mixing ratios,

Fig. 4.29 indicates most schemes performing relatively similarly to observed val-

ues. In observed drier environments, the MRF (nonlocal) scheme is too moist.

Meanwhile, for moister observed regimes, local schemes (MYJ and QNSE) pro-

duce too dry conditions in the lowest 100 mb, as does the YSU (nonlocal)

scheme. It is noteworthy that at these moister environments, the YSU (non-

local) scheme also offers similar drier output to the MYJ (local) and QNSE

(local). Fig. 4.30 and Fig. 4.31 indicate little difference in slope across the dif-

ferent PBL schemes, with the ACM2 (nonlocal/local) and its variants offering

linear-regression slopes closest to unity indicating the smallest conditional bias.
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Figure 4.30: As in Fig. 4.25, except for mean mixing ratio in the lowest 100 mb.
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Figure 4.31: As in Fig. 4.26, except for mean mixing ratio in the lowest 100 mb.
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Average simulation and average RUC/SFCOA lowest-100-mb mean mixing

ratio are relatively similar for each PBL scheme, as shown in Fig. 4.32. This

figure illustrates relatively small mean overforecasts for all schemes except local

ones.

Figure 4.32: As in Fig. 4.27, except for mean mixing ratio in the lowest 100 mb.
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With Fig. 4.33 indicating U values that are relatively close to zero and are

similar amongst all PBL schemes, lowest-100-mb mean mixing ratio is relatively

well forecast by all PBL schemes. The largest Um bias component is associated

with the MRF scheme, and even that value is relatively small, consistent with

the limited bias component for all schemes implied by Fig. 4.32.

Figure 4.33: As in Fig. 4.28, except for mean mixing ratio in the lowest 100 mb.
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4.8 Statistical Analysis of PBL Depth

The next quantity considered is PBL depth, which is a measure of how deep

stronger mixing is simulated using the different PBL parameterization schemes.

In order to apply a consistent method of determining PBL depths across the

wide array of PBL parameterization schemes and the RUC/SFCOA soundings,

the methodology of Coniglio et al. (2013) is used in assessing PBL depth, with

results displayed in Fig. 4.34. The PBL top is the first level above where the

virtual potential temperature exceeds the maximum virtual potential tempera-

ture in the lowest 3 levels by more than 0.6 K. This graphic appears similar to

Fig. 4.24, highlighting the relationship between lapse rates and vertical mixing

depth. However, local PBL schemes more strongly underforecast PBL depth for

deeper observed PBLs, and even the nonlocal schemes underforecast the deeper

PBLs. The ACM2 (nonlocal/local) scheme and its variants very clearly provide

the most accurate forecasts of PBL depth for the various observed PBL-depth

regimes. Also, variability in simulated PBL depth is found to increase substan-

tially for actual PBL depths over around 500 m.

Conditional bias for PBL depth is clearly minimized using the ACM2 (non-

local/local) scheme and its variants, and the ACM45 (nonlocal/local) configu-

ration offers a linear regression slope closest to unity compared to all schemes

(Fig. 4.35 and Fig. 4.36). Fig. 4.34 and Fig. 4.35 indicate that this minimization

in conditional bias for the ACM2 (nonlocal/local) scheme and its variants is the
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result of their reduced underforecast of PBL depth at relatively larger actual PBL

depths. This tendency for the ACM2 (nonlocal/local) scheme and its variants to

produce deeper PBLs for these regimes could be a topic for further investigation

to determine why, physically, the hybrid nonlocal/local schemes produce deeper

PBLs than those produced by strictly nonlocal schemes. The differences in con-

ditional bias for PBL depth amongst the variants of the ACM2 (nonlocal/local)

scheme are related to different overall mean differences from actual, which is

addressed in the subsequent paragraph. Otherwise, conditional bias is markedly

greater using strictly nonlocal and local schemes for PBL depth, with the local

schemes offering the greatest degree of conditional bias.
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Figure 4.35: As in Fig. 4.25, except for PBL depth.

111



Figure 4.36: As in Fig. 4.26, except for PBL depth.
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Differences between mean simulated PBL depth and actual PBL depth are

minimized when using nonlocal-influenced schemes, with local schemes in-

dicating markedly shallower PBLs compared to those simulated by nonlocal-

influenced schemes (Fig. 4.37). This is consistent with much of the previous

literature regarding simulations of the PBL where vertical mixing is enhanced

within the convective boundary layer. In the case of the "SECOLD" regime, it is

clear that local schemes provide unrealistically shallow PBLs on average across

the entire array of simulation results. Furthermore, the increase in average sim-

ulated PBL depth with increasing critical Richardson number for the variants of

the ACM2 (nonlocal/local) scheme is evident in Fig. 4.37. The notion that the

ACM2 (nonlocal/local) variants associated with higher critical Richardson num-

bers yield the deepest PBLs is consistent with the earlier hypothesis that these

higher thresholds would be achieved at a higher level above the ground. This

would particularly be the case in an environment characterized by strong vertical

shear enhancing turbulence, suppressing the background Richardson number.

113



Figure 4.37: As in Fig. 4.27, except for PBL depth.
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Figure 4.38 emphasizes the large bias component in PBL depth for the local

PBL schemes, and the relatively greater error for the MYJ (local) and QNSE

(local) schemes. Minimization of both error and its bias component come from

using the ACM2 (nonlocal/local) scheme and its variants, along with the YSU

(nonlocal) scheme, with all of these schemes representing nonlocal-influenced

mixing.

Figure 4.38: As in Fig. 4.28, except for PBL depth.
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4.9 Statistical Analysis of MLCAPE

All schemes provide overforecasts of MLCAPE in marginal MLCAPE ranges,

and yield closer-to-actual MLCAPE for more moderate MLCAPE ranges, as

shown in Fig. 4.39. However, there is a lot of spread amongst simulated values

within each of the MLCAPE ranges. Slopes are closest to unity from linear

regression for MLCAPE, suggesting the least conditional bias for the ACM2

(nonlocal/local) scheme and its variants, with strictly nonlocal and local schemes

both implying greater conditional bias (Fig. 4.40).
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Figure 4.40: As in Fig. 4.25, except for MLCAPE.
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Figure 4.41: As in Fig. 4.26, except for MLCAPE.
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Consistent with the net overforecast of MLCAPE depicted in Fig. 4.39, Fig. 4.42

shows the overforecast of MLCAPE associated with all PBL schemes. There is a

slight decrease in simulated MLCAPE and decrease in positive bias with increas-

ing critical Richardson number amongst the ACM2 (nonlocal/local) scheme and

its variants.

Figure 4.42: As in Fig. 4.27, except for MLCAPE.
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The evaluation of MLCAPE using Theil’s inequality coefficient suggests

that this particular parameter is poorly forecast using all PBL parameterization

schemes, when compared to RUC/SFCOA soundings (Fig. 4.43). This calls into

question the use of integrated buoyancy in diagnosing the convective parameter

space using modern PBL parameterization schemes.

Figure 4.43: As in Fig. 4.28, except for MLCAPE.
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4.10 Statistical Analysis of 0-3-km SRH

Similar to the thermodynamic parameters previous discussed, all PBL parame-

terization schemes result in an underforecast of the variability of 0-3-km SRH,

based on Fig. 4.44. In weak-SRH environments, the MYJ (local) and QNSE (lo-

cal) schemes stand out as providing overforecasts of SRH, whereas in stronger-

SRH environments, these local schemes are most accurate. The conditional bias

for the various parameterization schemes for 0-3-km SRH is maximized by using

nonlocal parameterization schemes and minimized using local parameterization

schemes (Fig. 4.45 and Fig. 4.46). Intermediate slopes and conditional bias are

evident for the hybrid nonlocal/local ACM2 scheme and its variants.
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Figure 4.45: As in Fig. 4.25, except for 0-3-km SRH.
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Figure 4.46: As in Fig. 4.26, except for 0-3-km SRH.
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Simulation averages of 0-3-km SRH come closest to RUC/SFCOA averages

for the MYJ (local) and QNSE (local) schemes, and are lower for the nonlocal-

influenced schemes (Fig. 4.47). This is consistent with the notion that nonlocal-

influenced schemes yield deeper PBLs with greater smoothing of the vertical

wind profile and lower SRH compared to local schemes. The YSU (nonlocal)

and MRF (nonlocal) schemes offer the lowest SRH.

Figure 4.47: As in Fig. 4.27, except for 0-3-km SRH.
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Theil’s inequality coefficient for 0-3-km SRH (Fig. 4.48) reveals relatively

similar error for all PBL schemes for 0-3-km SRH, though slightly lower for the

MYJ (local) and QNSE (local) schemes and the ACM2 (nonlocal/local) schemes

and its variants. The ACM2 (nonlocal/local) scheme and its variants represent

an intermediate zone for the bias component of error, lying between the nonlo-

cal schemes with greater bias component and the local schemes with less bias

component. Comparing Fig. 4.48 with Fig. 4.28 and Fig. 4.38 that also display

U and Um statistics except for 0-3-km lapse rate and PBL depth, respectively, it

is evident that local schemes offer the greatest bias component for 0-3-km lapse

rate and PBL depth, whereas nonlocal schemes offer the greatest bias compo-

nent for 0-3-km SRH. Meanwhile, the ACM2 (nonlocal/local) and its variants

relatively lower the bias component for all of these parameters from the most

extreme bias-component magnitudes.
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Figure 4.48: As in Fig. 4.28, except for 0-3-km SRH.
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4.11 Statistical Analysis of 0-1-km SRH

The statistical metrics corresponding to 0-1-km SRH (Figs. 4.49-4.53) exhibit

very similar characteristics to 0-3-km SRH, regarding characteristics of bias

including conditional bias and error. One noteworthy difference is that the

nonlocal-scheme underforecast of SRH is accentuated at stronger actual SRH

in the 0-1-km layer compared to the 0-3-km layer.
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Figure 4.50: As in Fig. 4.25, except for 0-1-km SRH.
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Figure 4.51: As in Fig. 4.26, except for 0-1-km SRH.
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Figure 4.52: As in Fig. 4.27, except for 0-1-km SRH.
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Figure 4.53: As in Fig. 4.28, except for 0-1-km SRH.
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Chapter 5

Final Remarks and Future Work

Through a focus on thermodynamic and kinematic parameters explicitly char-

acterizing the near-storm environment of tornadoes across the southeast United

States during the cold season, exclusively, it was found that this particular regime

is indeed different than other regimes of tornadoes across the country. This is the

first near-storm environmental assessment using mesoanalysis data for individ-

ual tornado events specifically focused on this particular spatiotemporal regime,

which presents distributions of parameter values and statistical tests comparing

the "SECOLD" regime with other environments. Relatively smaller buoyancy

and stronger vertical wind shear characterize the "SECOLD" regime. Addition-

ally, the notion that, typically, a greater proportion of MLCAPE is concentrated

in the lowest 3 km above ground in the "SECOLD" regime compared to other

regimes motivates the need to better resolve thermodynamic structures in the

lower atmosphere that influence the assessment of this component of buoyancy.

Buoyancy became evident as a discriminator between right-moving super-

cell and QLCS tornado environments, with greater SBCAPE and MLCAPE as-

sociated with right-moving supercell compared to QLCS tornado environments.
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Ultimately, this finding helps motivate the need to properly assess the instability

component of the forecast problem for severe storms, which is highly influenced

by processes within the PBL. Furthermore, investigation of time series of various

thermodynamic and kinematic parameters during the "SECOLD" regime reveals

behaviors uncharacteristic of those in other regimes, where the parameters of the

"SECOLD" regime do not clearly exhibit the strength of typical daytime versus

nighttime variability that would be representative of a more quiescent PBL evo-

lution.

Through thorough investigation of the distinguishability of the "SECOLD"

environment, the need to study the PBL and its representation in numerical mod-

els in this regime became well motivated, as the selected PBL parameterization

scheme in a numerical model has an influence on simulated convective environ-

ments. The "SECOLD" regime has been one of little focus in the past, and the

study of PBL parameterization schemes has been extended to such a challenging

forecast problem. As a part of the model evaluation process, work previously

introduced by C15 is applied, which invokes a warm-sector-based analysis of

forecast soundings compared against a RUC/SFCOA sounding dataset that in-

corporates observations. This permits a reproducible, relevant-for-operational-

meteorology system for evaluation of convection-allowing model guidance.

Through an investigation of 9 different PBL schemes – two nonlocal ones

(YSU and MRF), two local ones (MYJ and QNSE), and one hybrid nonlo-

cal/local scheme (ACM2) with four newly constructed variants (ACM05, ACM15,

136



ACM35, and ACM45) – many distinguishable results became apparent upon

comparisons to RUC/SFCOA soundings in the model evaluation process. Firstly,

conditional bias is consistently minimized by using the ACM2 (nonlocal/local)

scheme and its variants for all evaluated thermodynamic and kinematic vari-

ables with two exceptions amongst the studied variables. For 0-1-km and 0-3-km

SRH, the ACM2 (nonlocal/local) scheme and its variants do not provide the least

conditional bias, but these schemes do produce less conditional bias than that

produced by nonlocal schemes. For PBL depth, the smallest error and the small-

est bias component correspond to the ACM2 (nonlocal/local) and its variants,

along with the YSU (nonlocal) scheme. For 0-3-km lapse rate and PBL depth,

local schemes provide the largest mean differences from observations as an un-

derestimation. For 0-1-km SRH and 0-3-km SRH, nonlocal schemes provide the

largest mean differences from observations as an underestimation. Mean mixing

ratio in the lowest 100 mb is relatively well forecast by all PBL parameteriza-

tion schemes, though the MRF provides a moister solution in the overall average

sense. For all evaluated variables except MLCAPE, the ACM2 (nonlocal/local)

scheme and its variants never provide the largest simulation mean difference

from observations or error, and sometimes provide the smallest difference and

error. MLCAPE is poorly forecast by all schemes, though the ACM2 (nonlo-

cal/local) scheme and its variants provide the least conditional bias. Amongst

the variants of the ACM2 (nonlocal/local) scheme, the ACM45 (nonlocal/local)

scheme provides the smallest differences from actual for MLCAPE.
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This entire set of model evaluation for already-developed PBL parameteriza-

tion schemes, and modified ones, represents a new area of study through their

application in an atmospheric regime not commonly studied. It is clear that si-

multaneous representation of both nonlocal and local mixing is most appropriate

for the "SECOLD" regime. The ACM2 (nonlocal/local) scheme and its variants

most consistently reduce extreme forms of bias that making a selection of strictly

local or nonlocal PBL parameterization schemes would produce. There is some

indication that the ACM45 (nonlocal/local) offering a relatively deeper PBL,

on average, would provide the greatest overall reduction of bias component for

buoyancy-related parameters amongst the variants of the ACM2 (nonlocal/local)

scheme.

These findings can contribute substantially to guiding the numerical model-

ing and operational meteorology community to the most appropriate PBL pa-

rameterization scheme to be used in convection-allowing model guidance in the

"SECOLD" regime. Further research can investigate the effects of using such

a scheme on morphological characteristics of simulated convection and its at-

tributes in the "SECOLD" regime. Composite reflectivity is a model-derived

field that forecasters often reference, and what effect these schemes have on such

a field for multiple cases would be an important focus for improving numerical

models in this regime. Additionally, comparisons of model forecast soundings

with fully observed soundings could provide additional insight on PBL scheme
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performance in the "SECOLD" regime. Also, comparisons between fully ob-

served soundings and the soundings from the RUC/SFCOA dataset may assist

in identifying errors associated with the RUC/SFCOA dataset for the "SEC-

OLD" regime. Furthermore, the effects of changing domain characteristics such

as horizontal grid length, number of vertical levels, and other parameterization

schemes such as microphysics could be foci for additional investigation for im-

proving numerical models in this regime. Ultimately, this work sheds light on

a severe-weather forecast problem that has had relatively limited treatment in

numerical modeling studies. The distinguishability of the "SECOLD" environ-

ment and many focused clues to assist with its depiction in numerical modeling

identified throughout this work can give rise to additional investigation of this

regime in future studies.
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