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## ABSTRACT

An analytical and experimental investigation was made of the flow instability threshold in a closed natural-circulation loop. The "density effect" model formulated by Boure was utilized to predict the instability threshold in terms of dimensionless parameters. Comparison with experimental data showed that the model which is based on large density changes as the sole driving mechanism for the oscillations was sufficiently accurate to predict pressure and flow instabilities.

The various vibrational modes of the loop were calculated and compared with the experimental oscillations. Results showed that the loop tended to vibrate at frequencies comparable to the natural frequencies of the various modes of vibration of the loop.
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## NOMENCLATURE

## Model Parameters

Dimensional Quantities
Corresponding
Non-Dimensional Quantities
$f$
$G-A c c e l e r a t i o n ~ o f ~ g r a v i t y, ~ f t / s e c^{2}$
H - Fluid enthalpy, Btu/lb $\mathrm{m}_{\mathrm{m}}$
L - Pipe section length, f't
$R$ - Fluid density, $1 b_{m} / f^{3}$
T - Time, sec
U - Fluid velocity, ft/sec
V - Transient velocity, ft/sec
$W$ - Volumetric heat flux, Btu/ft ${ }^{3}$ sec
$Z$ - Axial coordinate, ft z
$\Delta P-$ Pressure drop, psid $\Delta p$
$\Theta$ - Time parameter, sec $\theta$
$\Omega$ - Frequency, rad/sec
g
h
$\ell$
$\rho$
$t$
u
v
w
$\omega$
(These quantities defined by
Equations (1 - 12), pp. 33-45)
$a_{i}$ - Defined by Equations (IV-7, IV-10, IV-13)
$B_{i}-$ Defined by Equations (III-45, III-54, III-56)
$b_{i}$ - Defined by Equations (IV-8, IV-11, IV-14)
c - Complex constant
D - Hydraulic diameter, ft
$E_{S}-$ Defined by Equation (III-1)
$E_{y}$ - Defined by Equation (III-23)
K - Defined by Equation (IV-3)
k - Defined by Equation (II-10)
$M_{i}$ - Defined by Equations (III-35) - (III-43)
m - Defined by Equation (II-10)
r - Real constant
S - Defined by Equation (IV-3)
s - Subcooling, defined by Equation (40)
Y - Defined by Equation (IV-3)
y - Defined by Equation (III-23)
5 - Defined by Equation (I-6)
$\eta$ - Defined by Equation (I-6)
$\lambda$ - Defined by Equation (41)
5 - Defined by Equation (I-6)
T - Defined by Equation (36)

Subscripts
$\infty$ - Steady state stream properties

-     - Refers to upstream properties and steady state values
c - Refers to heater section
ss - Steady state values
1 - Refers to downstream properties
D.A.S. - Downstream adiabatic section
D.H.S. - Downstream heated section
H.S. - Heated section
U.A.S. - Upstream adiabatic section
U.H.S. - Upstream heated section


## Other Than Model Parameters

a - Sonic velocity, ft/sec
$C_{p}-$ Specific heat, $B t u / I b_{m}{ }^{\circ} F$
$f$ - Frequency, $\mathrm{sec}^{-1}$
g - Gravitational acceleration, ft/sec ${ }^{2}$
$g_{c}-G r a v i t a t i o n a l ~ c o n s t a n t, ~ \frac{1 b_{m}: f t}{l b_{f} \sec ^{2}}$
h - Enthalpy, Btu/lb ${ }_{m}$
$\bar{h}$ - Convective heat transfer coefficient, Btu/ft ${ }^{2} \sec ^{\circ}{ }^{\circ}$
L - Length,ft
m - Mass, $1 \mathrm{~b}_{\mathrm{m}}$
P - Pressure, psia
Q - Heat transfer rate, Btu/sec
T - Temperature, ${ }^{\circ} \mathrm{F}$
t - Time, sec
W - Total heat transfer, Btu/sec
x - Axial coordinate, ft
$\rho$ - Density, $1 b_{m} / \mathrm{ft}^{3}$
$\omega$ - Circular frequency, rad/sec

Subscripts
L - Liquid
max - Maximum
n - Natural frequency
s - Constant entropy
v - Vapor

# FLOW INSTABILITY THRESHOLDS IN A NATURAL-CIRCULATION LOOP 

## CHAPTER I

## INTRODUCTION

The onset of combined pressure and flow oscillations in naturalcirculation loops and various other fluid flow systems under certain operating conditions are of importance to designers in various areas. Some of the areas where research has been and is now being carried on are: (a) regenerative heating of a rocket nozzle, (b) supercritical conventional and nuclear powerplants, (c) seawater desalination plants, (d) boiling water reactors, (e) emergency cooling of nuclear reactors, and (f) cool down of helium cryopanels. Since there are several areas where the problem of combined pressure and flow oscillations is of great importance, it is necessary that (i) the mechanism which causes these oscillations be understood, and (ii) the occurrence of these oscillations be predictable.

This study was carried on primarily in the critical and supercritical thermodynamic regions. The purpose of this study was to predict an instability envelope which a designer can utilize in the development and operation of devices where these oscillations are important.

Oscillations occurring during heat transfer to a supercritical fluid were first mentioned by Schmidt et $\underline{a l}^{25}$. They reported that pressure and temperature fluctuated very much in time during a study made to determine apparent conductivity coefficients. Their study was made utilizing a natural convection loop employing ammonia as the heat transfer fluid. These oscillations occurred near the thermodynamic critical point and made their measurements difficult and in part impossible. They also found these oscillations quite severe since they noted that at approximately $118 \mathrm{~atm}\left(\mathrm{P}_{\mathrm{cr}}=112.1 \mathrm{~atm}\right)$, the pressure suddenly rose by about 5 atm. Since this group was interested in apparent conductivity coefficients, they did not study these oscillations in any detail except to note an increase in heat transfer near the critical state.

Several investigators ${ }^{17,25,26}$ noted the occurrence of combined pressure and flow oscillations but they were generally considered as a nuisance.

In 1956 Wissler et al ${ }^{31}$ made the first important theoretical and experimental study of oscillations of the type mentioned above. In this investigation a natural-circulation loop was built which utilized water as the heat transfer fluid. The loop was operated in the twophase region and a study of the resulting periodic oscillations of flow rate and fluid temperature was made. The experimental results showed that stable operation was possible at both low power and at high power. At low power stable operation was possible when the temperature in the riser did not exceed the boiling point. At high power stable operation was possible when the entire riser contained a water-steam mixture. It was also found that intermediate power resulted in oscillatory modes of operation. The period of oscillations was found to be inversely
proportional to the mean velocity provided that some steam was in the riser at all times. When the presence of the steam was intermittent, the periods were found to be much longer.

The analytical results of Wissler et al showed that the product of the coefficient of expansion of the Iluid $\frac{d p}{d h}$ and the vertical height of the riser must exceed a certain value if the flow perturbation is to be sustained. Their results also showed that the period of oscillations is approximately equal to the residence time of the fluid in the heater and vertical riser. In order to predict the period of oscillation, the basic equations, i.e. the conservation equations and an equation of state, were applied to the loop and were solved on an analog computer. This analysis gave similar shaped oscillations but the periods were less than the experimentally observed values. The probable reason for the discrepancies was the representation of the equation of state. However, the trends predicted by this study lent support to the general conclusions of the stability analysis.

Garlid et al ${ }^{12}$ devised mathematical models of the transient behavior of two-phase natural-circulation loops. The initial portion of this work produced solutions from an analog computer which patterned the geometry and operating conditions after those of the University of Minnesota loop originally studied by Wissler as mentioned above. Since many simplifying assumptions had to be made, more sophisticated models were formulated to be solved on a high speed digital computer.

The mathematical model utilized consisted of writing the conservation equations in finite difference form and applying a forward
differencing technique* to solve the resulting set of partial differential equations. This study showed that it was difficult to establish rigorously that the numerical procedure was stable to round off error and did not give spurious oscillations. Therefore, there is considerable doubt concerning the use of numerical methods in stability problems. This study also showed that slip (ratio of vapor velocity to liquid velocity) was a very important parameter in the analysis. Further, this study showed a significant deviation between the calculated and experimentally measured period of oscillations.

Quandt ${ }^{24}$ studied flow instabilities in a parallel flow channel both experimentally and analytically. This analysis starts from the four basic transient equations in two-phase flow in a heated channel. The equations are linearized and small perturbations are applied. The perturbed equations are integrated and the Laplace transforms of the integrated equations are taken. In order to apply this technique, several restrictive assumptions were made. Two of the most restrictive were: (a) the period of oscillations is significantly (at least four times) longer than the residence time in the two-phase region, and (b) the mass flow rate varies linearly between the entrance and exit of the channel. Results from other studies show that the period of oscillations is approximately one and one-half times longer than the residence time.

This study emphasized the importance of the term $\frac{d p}{d h}$. However, this term was arbitrarily adjusted to obtain agreement between analytical
*
*This technique does not always permit convergence and recently a new differencing technique has been utilized in problems of this type. cf. Ref. 22.
prediction and experimental results. Another result from this study was that there is a certain minimum value of $\frac{d p}{d h}$ which would make an oscillatory behavior impossible for a single-phase fluid. However, this conclusion was probably made without considering single-phase supercritical fluids. Another cause of flow oscillations discussed, but not studied, was non-uniform heating of the channel.

Wallis and Heasley ${ }^{30}$ made an important contribution by mathematically studying three modes of oscillation of a two-phase flow natural-circulation loop. In addition to the mathematical study, attempts were made to explain the oscillations in physical terms. The qualitative descriptions were supported by their experimental observations of a glass natural-circulation loop utilizing pentane as the heat transfer fluid.

Their approach was to consider the loop as a dynamic system of nonlinear time delays, storage elements (capacitors), and resistances. The equations were formulated in Lagrangian terms (i.e. following the particle), linearized, and then small perturbation techniques were applied. The utilization of Lagrangian variables results in eliminating the usual trouble experienced with mixed partial differential equations in time and space by expressing the position of a fluid particle in terms of a "residence time" in various parts of the loop and integrals over time. They distinguished three possible mechanisms: (a) oscillations due to changes in riser buoyancy, (b) oscillations excited by the heater section, and (c) oscillations caused by a restriction at the top of the riser, The first two were investigated analytically and general conditions for stability were enumerated although the solutions were not applied to any particular physical problem.

Hines and Wolf ${ }^{16}$ studied pressure oscillations occurring when RP-1 (kerosene) and $\operatorname{DECH}$ (diethylcyclohexane) were circulated through a test section which was electrically heated at supercritical pressures and wall temperatures. The dominant frequencies varied from 1200 to 7500 cps with principal minor frequencies ranging from 600 to $15,000 \mathrm{cps}$. The amplitude of the oscillations varied from 55 to 380 psi. Sharp increases in the heat transfer coefficient were observed near the critical temperature. When the pressure was increased from 700 to 2000 psia, no increase in heat transfer was obtained. Audible noises which were described as high-pitched screams accompanied the increased heat transfer and could be heard at distances of 200 yards from the test cell.

Assuming a sonic velocity, fundamental longitudinal acoustic resonance frequencies were calculated for the test section. These frequencies were $320-350 \mathrm{cps}$ for a closed pipe and $650-700 \mathrm{cps}$ for an open pipe. Therefore, it was concluded that the pressure oscillations were not simple, resonant, acoustic oscillations similar to those reported by McCarthy and Wolf ${ }^{23}$.

It was concluded from the experiments that the basic supercritical vibration phenomenon can arise in a liquid regardless of the damping placed on the tube wall but that resultant damage to the tube was a function of wall strength and damping.

The authors also suggested a hypothesis which utilizes a variable viscosity to account for the experimentally observed oscillations. It was suggested that a sudden moderate increase in wall temperature causes an appreciable thinning of the laminar boundary layer. Thinning of the boundary layer results in a wall temperature drop and a corresponding
rise in viscosity with a resultant increase in the laminar boundary layer. This would produce a wall temperature rise and the cycle would be repeated. However, no measurements of heater wall temperature could be made with the recording equipment employed in their series of tests, Gouse and Andrysiak ${ }^{14}$ built a closed, transparent forced and naturalcirculation loop which was resistance heated with parallel, vertical test sections utilizing Freon-113 as the heat transfer fluid. Results from this study showed the following:
(a) The range of periods of measured flow oscillations were of the same order of magnitude as the range of natural periods calculated for the system.
(b) If the flow rate was large enough, there were no oscillations at any inlet temperatures.
(c) Subcooling was the most useful single independent variable in determining whether or not the flow would fluctuate.
(d) Boiling must be taking place in the test sections for flow oscillations to occur.
(e) For any particular heat flux, loop geometry, and liquid flow rate, there is a definite range of subcooling within which the flow would oscillate.

Harden ${ }^{15}$ investigated pressure and flow transients in a naturalcirculation loop operating in the critical and supercritical thermodynamic regions which utilized Freon-114 as the heat transfer fluid. He concluded from other investigations in the field that the equation of state was very important in the prediction of pressure and flow transients. Upon close examination of the experimental data, it was concluded that the oscillations seemed to occur when the fluid attained a maximum energy
density (energy/unit volume). Therefore, on the basis of the experimental evidence it was concluded that pressure and flow oscillations occur near the density-enthalpy ( $\rho \mathrm{h}$ ) maximum as a function of temperature, density, or enthalpy.

In the analytical portion of this investigation Harden attempted to obtain sustained pressure and flow oscillations by solving the flow equations on a digital computer utilizing a finite difference technique. Sustained oscillatory solutions were obtained by this technique but as mentioned previously, this method proves to be difficult in differentiating between an actual instability and a machine-generated instability. Therefore, some doubt is cast on the analytical results obtained.

Walker and Harden ${ }^{29}$ constructed a natural-circulation loop and experimentally investigated the pressure and flow instabilities occurring in the critical and supercritical thermodynamic regions. Since most researchers in the area had concluded either directly or indirectly that the equation of state was very instrumental in the behavior of oscillatory flows, four fluids were chosen to be investigated experimentally. Three of the fluids were chosen on the basis that they had previously been observed to exhibit an oscillatory behavior when utilized as the heat transfer fluid in a natural-circulation loop ( $\mathrm{H}_{2} \mathrm{O}$, Freon-12, and Freon-114). The other fluid, $\mathrm{CO}_{2}$, was chosen since no instabilities had been reported in the literature when it had been utilized as the heat transfer fluid in a series of experiments with this fluid in the critical region by Smith and co-workers ${ }^{9,18,20}$. Results from this investigation showed that pressure and flow oscillations did occur for each fluid near the $\rho h(T)$ maximum for all four fluids. These
resuits also showed that instabilities did occur when utilizing $\mathrm{CO}_{2}$ as the heat transfer fluid in a natural-circulation loop. The instabilities proved to be easier to locate for the four fluids in the following order: (1) Freon-114, (2) Freon-12, (3) $\mathrm{H}_{2} \mathrm{O}$, (4) $\mathrm{CO}_{2}$. The reason for this will be shown in Chapter V.

Cornelius and Parker ${ }^{11}$ studied pressure and flow oscillations in both natural convection and forced flow in the critical and supercritical thermodynamic regions. It was concluded that there were two dominant types of oscillations that occur. One was of an acoustic nature which produced pressure and flow oscillations in the frequency range from 5 to 30 cps. The second was termed a slow oscillation and exhibited frequencies from 0.05 to 0.1 cps . It was concluded that the basic cause of both types of oscillatory behavior originated in the heated boundary layer. A behavior very similar to that of Hines and Wolf ${ }^{16}$ was postulated. A pressure wave passes the heated surface and compresses the boundary layer thereby improving the thermal conductivity. This results in an increased heat transfer rate from the wall to the fluid. A rarefaction wave would have caused the boundary layer to expand and thermal conductivity to decrease and resulted in a decreased heat transfer rate to the fluid. This pressure-dependent heat transfer rate could have caused the resonant acoustic oscillation to be maintained.

A sudden improvement in the heat transfer coefficient which was attributed to a "boiling-like" behavior was also postulated. This behavior would result in an oscillatory wall temperature and an oscillatory transfer of heat from the wall to the fluid.

An attempt was made to formulate a model which would exhibit a
sustained oscillation. A model quite similar to that of Harden ${ }^{15}$ was utilized. A numerical solution was attempted utilizing an implicit differencing technique. In order to simulate the observed "boiling-like" behavior, the heat transfer coefficient - mass flow ratio was given a step increase to approximate the experimentally observed wall temperature variation. It does not appear surprising that a sustained oscillation would result in view of the fact that a "forcing function" was incorporated in the model. This theory is somewhat in doubt since some investigators 15,24 and this author found sustained pressure and flow oscillations with no apparent cycling of wall temperature.

The problems encountered by Cornelius ${ }^{10}$ concerning flow rate measurement with a venturi were not experienced in this investigation and recent work in this area by Jain ${ }^{19}$ shows that a venturi gives a valid flow measurement even during an oscillatory flow. This subject will be discussed in more detail in Chapter II which deals with the experimental apparatus.

Boure ${ }^{8}$ made an excellent theoretical study of pressure and flow oscillations in a heated channel. Although this study is primarily theoretical, some comparisons were made with data from other studies which primarily include water at low pressures. The equation of state is predominant in the model utilized and the mechanism of oscillations is postulated to be the behavior of the equation of state or the "density effect". This model showed that the density effect, with its delay times, was sufficient to cause the system to oscillate and to explain the experimentally observed oscillations.

This model utilized the simplifications afforded by the use of

Lagrangian coordinates which were mentioned earlier to formulate the problem. The flow equations were formulated, linearized, and the method of small perturbations applied to the resulting equations. The methods of control theory were then utilized to predict stability. Physical interpretations of the parameters which resulted from the mathematics were given and the effect of each term was investigated.

A stability map was given in terms of the system parameters and some special flow effects were studied. The model utilized was a singlephase model and these restrictions as applied to a two-phase model were discussed.

Maulbetsch and Griffith ${ }^{21}$ presented a somewhat novel approach to the stability problem by introducing an energy storage mechanism assumed to be that of a compressible volume upstream of the heated test section. Small perturbations were applied and a Laplace transform of the system of equations was obtained. Marginal stability was assumed and an expression for the oscillatory frequency obtained. A critical slope of the pressure drop - flow rate curve in the heated section was computed. Results showed that steady state measurements of pressure drop - flow rate curve may be used to describe the unsteady behavior with sufficient accuracy to draw meaningful conclusions concerning system stability.

All of the previous studies lead to the following conclusions:
(1) The equation of state is of fundamental importance in the study of combined pressure and flow oscillations.
(2) It should be possible to enumerate instability thresholds to include first order effects.
(3) Numerical techniques appear to be unreliable in the study of oscillatory flow.

## CHAPTER II

## EXPERIMENTAL APPARATUS

The natural-circulation loop utilized in this investigation had already been designed and built to accommodate the four heat transfer fluids used in this investigation. A description of this basic loop can be found in Walker ${ }^{28}$. For this investigation, the loop was redesigned somewhat to allow for transient instrumentation and to more closely approach the equation of state used in the analytical model while at the same time giving more control of the loop operating parameters. Therefore, only a description of the additional apparatus and the modifications of the basic loop will be included.

## A. Description of the Added Equipment

A hydraulic accumulator was the single piece of equipment added to the basic loop for this investigation. This accumulator consisted of a stainless steel cylinder which housed a rubber diaphram. The five gallon capacity accumulator kept pressure relatively constant by absorbing pressure surges. The accumulator was connected to the loop at a point just downstream of the second heat exchanger through a 0.25 inch O.D. stainless steel tube. The accumulator was pressurized to system pressure with nitrogen gas. Figure (1) shows a schematic of the accumulator as it was integrated into the loop.


Addition of the accumulator to the system and the addition of transient instrumentation required that the circulation loop piping be extensively redesigned. The final design utilized in this investigation is shown in Figure (2). Notice in this figure that an alternate position is available to connect the differential pressure transducer to the venturi. This arrangement allows an evaluation of what effect line length has on the output of the transducer. Cornelius ${ }^{10}$ reported that oscillations of up to 120 psi amplitude were observed while using a venturi for flow measurement and the amplitude did not exceed 30 psi for the same type of oscillation after a Pottermeter (Potter Aeronautical Corporation) was installed. Jain ${ }^{19}$ ran a series of tests where both a venturi and a Pottermeter were used to simultaneously measure the flow. These tests showed that the maximum flow rates using both devices matched quite well. Since there was some disagreement, the aiternate piping was included in the redesign of the loop.

Several new valves were installed that were not included in the original design and a vacuum pump was utilized to make certain the loop was completely evacuated before starting a test series after fluid had been added to the system.

## B. Instrumentation

The principal reason for the piping redesign mentioned in the above section was to accommodate the transient instrumentation added to the loop. Figure (3) shows the loop instrumentation schematic. Figure (2) shows the location of some steady state temperature instrumentation while transient instrumentation is shown in Figure (3).

figure (2) circulation loop piping detail


Figure (3) instrumentation schematic

## 1. Flow Measurement

The flow was measured with a calibrated venturi. Calibrations and specifications for this venturi can be found in Walker ${ }^{28}$. A 5.0 psid differential pressure transducer was connected across the outlet taps of the venturi. Cornelius ${ }^{10}$ found that during rapid pressure oscillations measurements indicated that differential pressure oscillations whose amplitude exceeded the average value (flow reversal) were present. He suspected that the large venturi pressure drop amplitudes were due to the phase relationship of the absolute pressure at the venturi taps although subsequent analysis indicated to him that this was not entirely the reason for the large amplitude oscillations encountered in his experimental work.

Jain ${ }^{19}$ showed the existence of a flow reversal in oscillatory flow was a reality. The problem was not one of instrumentation but was, in fact, a flow reversal. Several flow reversals were encountered in the present study and several were also encountered during the experimental investigations of Harden ${ }^{15}$.

## 2. Pressure Measurement

In addition to the 1000 psig and 5000 psig bourdon-tube pressure gauges, a 1000 psig and a 5000 psig pressure transducer were utilized. The transducer circuit for both the absolute and differential type transducers are shown in Figure (4). Checking of the transducers can be accomplished without the use of a standard pressure source by utilizing the Honeywell carrier amplifier. This checking is effected by electrically shorting out one leg of the transducer bridge and is explained in

A) THERMOCOUPLE CIRCUIT

B) TRANSDUCER CIRCUIT

FIGURE (4) INDIVIDUAL CIRCUIT SCHEMATIC FOR A PRESSURE AND A TEMPERATURE MEASURING CHANNEL
detail in Appendix VIII. This method can also be used for the differential pressure transducer.

## 3. Wall-Temperature Measurement

Wall temperatures were measured and recorded for the electrically heated section of the loop. The heater section temperature was monitored at the two locations shown in Figure (3). The exact placement varied slightly with the particular test series. Thirty gauge chromel-alumel thermocouples were placed on a thin mica sheet and the mica sheet was placed on the heater section wall. Then a strip of Durabla asbestos was wrapped around the thermocouple bead which was lying on the mica sheet which in turn was lying on the heater section wall. The purpose of the mica sheet was to electrically insulate the heater section from the thermocouple in order to reduce noise pickup. Noise on the thermocouple channels proved to be quite a problem with a considerable effort going into reduction of this noise level. Various low pass LR and RC filter circuits were employed in an effort to reduce the noise level. In addition, extensive shielding was also employed. Finally, these filters were discarded and a single $1500 \mu-f^{\prime} d$ capacitor was installed in parallel with the thermocouple as shown in Figure (5). The reason for the excessive noise problem in this particular test apparatus was due to the power supply. This power supply is a single phase, high ampereage, A.C. transformer. Because of this, there is essentially a $100 \%$ ripple factor. Most power supplies utilized in laboratories where it is necessary to record transient parameters that emanate from a very low voltage signal, such as that of a thermocouple, utilize D.C. current. Generally, these power supplies are three-phase transformers that rectify the A.C. current.

This type power supply nominally has only a $5 \%$ ripple factor. Therefore, further noise reduction will probably necessitate acquisition of a D.C. power supply. Several other temperatures describing the loop operation were taken but not recorded since they were essentially steady state readings. Several of these were monitored so that the maximum temperatures of the fluid entering the various instruments would not be exceeded. The location of these thermocouples is shown in Figure (2). All were attached to the stainless steel piping with a condenser discharge type thermocouple welder and then covered with an epoxy for maximum strength.

## 4. Stream Temperature Measurement

The bulk fluid temperatures were measured downstream of the heater section and upstream of the venturi as shown in Figure (3). The thermocouples were designed similar to those shown in Figure (5) of Walker ${ }^{28}$ which were purchased from Minneapolis-Honeywell (Part No. 2K1M13E6-5). The thermocouples were fabricated in the shop utilizing 0.25 inch O.D. type 304 seamless stainless steel tubing having a wall thickness of 0.028 inch. A high temperature ceramic adhesive was used inside the tubing to separate the thermocouple wires and to separate the wires from the inside tubing wall. The thermocouple measuring junction was left exposed in the stream in order to improve the response time. The response time was estimated to be on the order of 0.1 to 0.2 sec . thereby eliminating detection of temperature transients of frequency greater than 10 cps. Thirty gauge chromel-alumel thermocouples were utilized. Noise was also a problem for these two thermocouple channels and a capacitor had to be utilized to suppress the noise to an acceptable level. An isothermal thermocouple reference box was designed and built and is shown in

Figure (5). This reference junction box provided an isothermal point where the thermocouple wires could be replaced by copper wires going to the potentiometer and the amplifiers. Note that the potentiometer and the amplifiers are connected in parallel permitting simultaneous monitoring of the thermocouples utilizing the potentiometer for steady state readings and recording the transient signals on the oscillograph.

Figure (5) also shows the design of the common reference junction for the four measuring junctions being recorded.

The thermocouples fabricated in the shop had to be replaced while operating with Freon-114 as the heat transfer fluid. The operating temperatures that the thermocouples were exposed to exceeded the value that the epoxy pressure sealant could withstand. Two similar thermocouples were purchased from Minneapolis-Honeywell (Part No. 2K4M15-E6-6) which would seal to temperatures up to 1000 F .

## 5. Recording Instrumentation

Transient recording instrumentation is a necessity for the study of an oscillatory flow system. This type instrumentation was assembled and placed in a mobile cabinet in order that it could be utilized by more than one project and could be adapted to another system simply by the connection of the inlet signal and the 110 V . wall plug.

This system consists of a l2-channel recording oscillograph (Minneapolis-Honeywell visicorder), a two-channel carrier amplifier and power supply (Minneapolis-Honeywell), four differential D.C. amplifiers (Hewlett-Packard), and a D.C. bucking voltage system.

Figure (6) shows the complete instrumentation package. Figure (4) shows the individual circuit diagram for both a pressure measuring

channel and a temperature measuring channel. Shielding was utilized throughout this system (although not shown in the circuit diagram of Figure (4)). The shielding was tied to a common ground point - the ground plug of the 110 V . line.

A bucking voltage system was designed and built for the four temperature channels which are fed into the Hewlett-Packard differential amplifiers. The controls for this system are shown in Figure (7) and the circuit diagram for one channel of the four-channel system is shown in Figure (8). This system was necessary to protect the optical galvanometers used in the visicorder. The galvanometers used in this investigation were fluid damped galvanometers (Minneapolis-Honeywell Part No. M-1650) which were current limited to 100 ma for short time operation and 80 ma for continuous operation. This bucking voltage system is capable of bucking out a signal up to 40 mv , hence, its use insures that an overvoltage will not be applied to the optical galvanometers. Further, this system is convenient since it allows the galvanometer light image to be conveniently placed on the photographic paper.

A bucking voltage system is built into the carrier amplifier which provides the two pressure channels with the same ease of operation that the bucking voltage system provides for the four temperature channels except that the galvanometer light image cannot be placed on the photographic paper with this system without turning the optical galvanometers themselves.


1. Recording Oscillograph, Minneapolis Honeywell Visicorder, Model 906C.

2-5. D.C. Differential Amplifier, Hewlett-Packard, Model 8875A.
6. Zero Offset Voltage System, Described elsewhere in this chapter.
7. Carrier Amplifier, Minneapolis Honeywell, Model 131-2C (Power Supply and two D.C. Amplifiers a and b).
8. Voltmeter, Hewlett-Packard, Model 410B.

9-10. Attemuator*, Minneapolis Honeywell, Accudata VII. *This equipment not utilized in this investigation. The following instrumentation was used but not shown in this figure.
A. Ammeter, Weston, Model 370.
B. Current Transformer, Westinghouse, Model PC-137.

*VOLTAGE INCREASES BY TURNING CLOCKWISE FOR CHANNELS 3 AND 7 ,
COUNTERCLOCKWISE FOR CHANNELS 4 AND 8.
FIGURE (7) FRONT VIEW OF BUCKING VOLTAGE SYSTEM


FIGLRE (8) CIRCUIT DIAGRAM FOR ONE CHANNEL OF THE FOUR-
CHANVEL BUCKING VOLTAGE SYSTEM

CHAPTER III

## EXPERIMENTAL PROCEDURE

The loop was assembled and pressure checked for leaks at 4500 psig with water as the system fluid by utilizing a hydraulic pump to achieve that pressure. After all leaks had been stopped, the system was allowed to remain at that pressure. After 24 hours, the pressure had dropped approximately 600 psi . This was judged as sufficiently leak free since the inlet bleed valve was known to leak slightly at that high pressure.

After leak checking, the loop was drained of water and a Freon-12 cylinder was connected to the inlet process fluid line. The entire system was then evacuated utilizing a vacuum pump. After the system had been evacuated, Freon-12 was introduced into the system until the pressure in the loop and in the Freon-12 cylinder had equalized. The cooling water was then turned on and allowed to circulate through the heat exchangers. The pressure was lowered in the loop and additional fluid was allowed into the system. To further charge the system, the Freon-12 cylinder was heated in order that the fluid be distilled into the loop. This heating continued until the pressure in the loop reached 180 psig (later the same technique was utilized for charging the system with Freon-114 and $\mathrm{CO}_{2}$ - Freon-114 was distilled in the loop until the pressure in the loop rose to 90 psig and $\mathrm{CO}_{2}$ was pressurized to 1250
psie). These pressures assured that sufficient liquid was in the loop.
The accumulator was then charged with nitrogen gas to a pre-determined pressure for the particular test to be mun. This pressure depended on the thermodynamic region in which the loop was operated in for that particular run. Subsequent operation with the accumulator in the system showed the following:
(1) The accumulator tended to damp the oscillations encountered; however, it was much more effective for the slower oscillations than for the acoustic-type oscillations.
(2) When trying to reach a certain thermodynamic operating region, the accumulator valve was sometimes kept closed. If the accumulator valve was left closed, very high amplitude oscillations such as those shown in figure (17) were often encountered and attempts to get out of this region were very difficult. This situation often occurred fust as the system was approaching a sustained oscillation. The power level for this condition was just high enough for the system to attain an oscillatory mode and then damp out.
(3) The accumulator was essential in the constant pressure runs. For these runs, the loop was filled and the accumulator nitrogen side was pressurized to the desired operating pressure. The loop was then heated slowly and the thermodynamic operating region was reached as the fluid was bled from the system to the accumulator while maintaining a constant loop pressure.

After filling the loop and integrating the accumulator into the fluid circuit, the Barton differential pressure gauge was bled to insure that only liquid occupied the line.

Various techniques were utilized to establish loop operation in a particular thermodynamic region. The most common method was to first establish a relatively high flow rate in the loop by turning on the power and operating with the heat exchangers at maximum cooling water flow. This established a density head and a flow resulted. After the fluid had attained a sufficient flow rate, the danger of heater section burnout was reduced. After the establishment of this flow rate, the oscillations were approached by bracketing the $\rho \mathrm{h}(\mathrm{T})$ maximum with the bulk inlet and the bulk outlet (heater section) fluid temperatures. The cooling water flow rate and the power were then adjusted simultaneously until the $\rho h(T)$ maximum was isolated between these two bulk temperatures.

Various other techniques of locating these oscillations were utilized. One method was to slowly bring the loop pressure up by slowly heating the fluid. In this way the flow oscillations spontaneously resulted without operating the loop in any specific manner.

Control of loop operation was possible by adjusting the amount of power into the heater section, adjusting the amount of cooling water flow, and utilization of the accumulator to control system pressure.

After each series of test runs, the system was taken apart and cleaned. During operation one had to be careful not to allow the heater section wall temperature to achieve too high a value (approximately 600 to 700 F for the Freons). If the loop was allowed to overheat, a chemical reaction would occur and a residue would be deposited on the heater section walls. This deposit would severely reduce fluid flow rates and the loop would have to be disassembled and cleaned thoroughly.

## CHAPIER IV

## ANALYTICAL TREATMENT

## A. Establishment of the General Equations

In order to be able to avert the oscillation problem which exists in the type of fluid flow systems with heat addition encountered in this investigation, j.t becomes necessary to accurately predict the envelope of these instabilities. An accurate prediction depends on how closely the mathematical model describes the physical situation.

Figure (9) gives a schematic representation of the physical situation. The fluid flows in a cylindrical pipe due to a pressure difference between the entrance and exit of the pipe. This one-dimensional flow of fluid is considered as flowing through three separate regions. The regions considered are:
(1) Upstream adiabatic section.
(2) Center heated section.
(3) Downstream adiabatic section.

This closely approximates the physical situation since the upstream portion and the downstream portion are insulated. One could consider a fourth region following the downstream adiabatic section, the cooler section. However, it is not really necessary to consider this section as long as it is possible to specify the conditions entering the upstream
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FIGURE (9) FLOW MODEL SCHEMATIC
adia:atic section and those leaving the downstream adiabatic section. This section would become necessary, for example, if integration around the loop were employed in the mathematical model. As shown in Figure (9) $Z$ has been considered as the coordinate direction along the length of the pipe with which the various properties ( $R, H$, etc.) vary. $L_{i}$ are the various lengths of the three sections of the pipe. $U_{0}(T)$ is the entrance velocity into the upstream adiabatic section. $W$ is the constant volumetric heat flux over the heated section of the pipe.

With these definitions and with the aid of Figure (9), the mathematical model is formulated. As defined above, the problem consists of the determination of four functions of distance, $Z$, and time, $T$. These functions are:
(1) Density - $R=R(Z, T)$
(2) Enthalpy - $\mathrm{H}=\mathrm{H}(\mathrm{Z}, \mathrm{T})$
(3) Pressure - $P=P(Z, T)$
(4) Velocity $-U=U(Z, T)$

Determination of these four quantities as functions of distance and time would give a perfect definition of the fluid flow system. In order to determine these four unknown functions, four equations are necessary. The four equations that are applicable are:
(1) Conservation of mass
(2) Conservation of momentum
(3) Conservation of energy
(4) Equation of state

The conservation equations (1-3 above) can be found derived in most fluid mechanics texts and in Bird, Stewart, and Lightfoot ${ }^{2}$ in
particular. However, it is necessary to make several simplifying assumptions to reduce the complexity of the equations. In this analysis, the following assumptions were made:
(1) Radial variations of thermodynamic properties and velocity are neglected.
(2) Kinetic and potential energy terms are neglected.
(3) Heat transfer by conduction along the Z axis is neglected.
(4) Shear forces are neglected.
(5) The effect of pressure changes with time are neglected.

With these assumptions, the conservation equations can be written as follows:
(1) Conservation of Mass

$$
\begin{equation*}
\frac{\partial R}{\partial T}+\frac{\partial(R U)}{\partial Z}=0 \tag{1}
\end{equation*}
$$

(2) Conservation of Energy

$$
\begin{equation*}
R \frac{\partial H}{\partial T}+R U \frac{\partial H}{\partial Z}=W \tag{2}
\end{equation*}
$$

(3) Conservation of Momentum

$$
\begin{equation*}
\frac{\partial P}{\partial Z}+R \frac{\partial U}{\partial T}+R U \frac{\partial U}{\partial Z}+R G+\frac{F R U^{2}}{2 D}=0 \tag{3}
\end{equation*}
$$

Having developed the conservation equations, it becomes necessary to develop an equation of state. The installation of an accumulator in the physical system provides justification for using a simplified equation of state. The accumulator provides a relatively constant pressure throughout the system due to a discharge of fluid into the system when system pressure becomes less than a pre-set value and a removal of fluid when system pressure becomes greater than this pre-set value. The assumption of an absolutely constant pressure is valid
strictly only for the low frequency oscillations. However, the accumulator was able to keep the system pressure constant until the oscillations occur and the value of the system parameters just prior to the oscillations were the ones utilized in predicting the instability envelope, Therefore, an equation of state will be utilized in which the density is a function of the enthalpy only since a constant pressure system is assumed; i.e.

$$
\begin{equation*}
R=R(H) \tag{4}
\end{equation*}
$$

A typical plot of density as a function of enthalpy along an isobar is show in Figure (10) for water at the critical pressure. Representations for substances other than water and for other supercritical pressures are similar (cf. Figures (11-14)). In order to develop an analytical expression for $R(H)$, it is convenient to move the enthalpy zero reference from saturated liquid at $32 F$ to the zero point shown in Figure (15). This is the point where the liquid becomes saturated for a sub-critical fluid. By changing this arbitrary reference point, the equation of state can be approximated by a single function in each region ( $\mathrm{H} \leq 0$ and $\mathrm{H} \geq 0$ ). The equation of state shown in Figure (10) was approximated in the two regions by the following expressions:

$$
\begin{array}{ll}
R=R_{0}+(-4 H)^{l / 2} & \text { for } H \leq 0 \\
R=\frac{R_{0} H_{c}}{H+H_{c}} & \text { for } H \geq 0 \tag{5}
\end{array}
$$

where

$$
\begin{aligned}
& R_{0}=R @ H=0 \\
& H_{c}=H @ R=R_{0} / 2
\end{aligned}
$$



FIGURE (10) $\rho=\rho(h)$ FOR $H_{2} O$ AT 3206.2 PSIA


FIGURE (11) $\rho=\rho(\mathrm{h})$ FOR FREON-12 ALONG ISOBARS


FIGURE (12) $\rho=\rho(h)$ FOR FREON-114 ALONG ISOBARS


FIGURE (13) $\rho=\rho(\mathrm{h})$ FOR $\mathrm{H}_{2} \mathrm{O}$ ALONG ISOBARS


FIGURE (14) $\rho=\rho(\mathrm{h})$ FOR $\mathrm{CO}_{2}$ ALONG ISOBARS

Equations (1), (2), (3), and (5) should now allow for the solution of the four unknowns. Since these four equations must be solved simultaneously, an attempt to combine these equations gives the following. Since

$$
\begin{gathered}
R=R(H) \\
\frac{\partial R}{\partial T}=\frac{d R}{\partial H} \frac{\partial H}{\partial T} \\
\frac{\partial R}{\partial Z}=\frac{d R}{d H} \frac{\partial H}{\partial Z}
\end{gathered}
$$

Substituting these relations into Equation (1),

$$
\frac{\partial R}{\partial H} \frac{\partial H}{\partial T}+R \frac{\partial U}{\partial Z}+U \frac{\partial R}{d H} \frac{\partial H}{\partial Z}=0
$$

and

$$
\begin{equation*}
\frac{\partial R}{\partial H}\left[\frac{\partial H}{\partial T}+U \frac{\partial H}{\partial Z}\right]=-R \frac{\partial U}{\partial Z} \tag{6}
\end{equation*}
$$

Substituting the energy equation (2) into (6) gives

$$
\frac{\partial R}{\partial H}\left[\frac{W}{R}\right]=-R \frac{\partial U}{\partial Z}
$$

and

$$
\begin{equation*}
\frac{\partial U}{\partial Z}=W \frac{d}{\partial H}\left[\frac{1}{R}\right] \tag{7}
\end{equation*}
$$

Utilizing the equation of state (5), the derivative on the right side of (7) can be determined.

For $\mathrm{H} \leq 0$

$$
\begin{aligned}
\frac{d}{d H}\left[\frac{1}{\mathrm{R}}\right] & =\frac{\mathrm{d}}{\mathrm{dH}}\left[\frac{1}{R_{0}+(-4 \mathrm{H})^{1 / 2}}\right] \\
& =\frac{1}{(-\mathrm{H})^{1 / 2}\left[R_{0}+(-4 \mathrm{H})^{1 / 2}\right]^{2}}
\end{aligned}
$$

For $\mathrm{H} \geq 0$

$$
\begin{equation*}
\frac{d}{d H}\left[\frac{1}{R}\right]=\frac{l}{R_{0} H_{c}} \tag{8}
\end{equation*}
$$

Simplifying the notation, let $\frac{d}{d H}\left[\frac{1}{R}\right]=f(H)$ where $f(H)$ is given by Equation (8). Therefore (7) becomes

$$
\begin{equation*}
\frac{\partial U}{\partial Z}=W f(H) \tag{9}
\end{equation*}
$$

Finally, Equation (9) can be substituted into the conservation of momentum equation to obtain

$$
\begin{equation*}
\frac{\partial P}{\partial Z}+R \frac{\partial U}{\partial T}+R U W f(H)+R G+\frac{F R U^{2}}{2 D}=0 \tag{10}
\end{equation*}
$$

Little simplification was obtained from this and the set of Equations (1), (2), (5), and (10) must still be solved.

This set of equations is a set of mixed partial derivatives and cannot be solved analytically without further simplifications. Therefore, it is necessary that a closer look at the physical aspects of the problem be taken in order to make some simplifying assumptions.

One method of solution of this problem based on the assumption of an oscillatory flow would be a small perturbation technique. Various investigators have employed this technique in two-phase instability studies with various degrees of success. Boure ${ }^{7}$ presents a very excellent theoretical model in what he calls the "single-phase model". He utilizes this theoretical model to predict flow instabilities in the two-phase region.

The fundamental idea that this model stresses is what Boure calls the "density effect". Since this effect is identical to the occurrence of a maximum in the density-enthalpy product in Walker and Harden ${ }^{29}$ (this effect occurs since the density decreases faster than the enthalpy
increases in this region thereby giving rise to a maximum in the densityenthalpy product), the model is quite applicable to the present study with only slight modifications.

The fundamental idea in Boure's model is the representation of the equation of state which leads to the so-called density effect. Figure (16) shows the equation of state for water in the two-phase region at a constant pressure of 400 psia. This is a representative pressure that might be considered in applying this model to a two-phase flow problem. Figure (15) as well as Figure (16) shows the idealized equation of state to be used in this analysis. This equation is written as follows:

$$
\begin{array}{ll}
R=R_{0} & H \leq 0 \\
R=\frac{R_{0} H_{c}}{H+H_{c}} & H \geq 0 \tag{11}
\end{array}
$$

Here it can be seen that the density in the compressed liquid region has been idealized as a constant $R_{0}$.

Comparison of the density-enthalpy relationships for water along an isobar for a subcritical and a supercritical pressure shows that they are quite similar under certain conditions. If slip and local boiling (cf. Garlid et $\underline{a l}^{12}$ ) are taken into account, the density-enthalpy relationship is given as shown in Figure (16). This representation compared to a supercritical isobar for water as shown in Figure (10) shows a striking similarity. Therefore, utilization of the simplified equation of state should give results in the critical and supercritical thermodynamic regions comparable to those obtained in the two-phase region. Utilizing the equation of state (1l) in Equation (8) gives


FIGLRE (15) MODEL EQLATION OF STATE
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Figure (16) Equation of state for water AT 400 PSIA

$$
\begin{array}{rr}
\frac{d}{d H}\left[\frac{1}{R}\right]=\frac{d}{d H}\left[\frac{1}{R_{0}}\right]=0 & H \leq 0 \\
\frac{d}{d H}\left[\frac{1}{R}\right]=\frac{1}{R_{0} H_{c}} & H \geq 0 \tag{12}
\end{array}
$$

Substituting (12) into (7) gives

$$
\frac{\partial U}{\partial Z}=0 \quad H \leq 0
$$

and

$$
\begin{equation*}
\frac{\partial U}{\partial Z}=\frac{W}{R_{0} H_{C}} \quad H \geq 0 \tag{13}
\end{equation*}
$$

Checking the dimensions of Equation (13) shows that this expression has units of the reciprocal of time, therefore, a dimensional time parameter is defined as

$$
\begin{equation*}
\frac{l}{\Theta} \equiv W \frac{d}{d H}\left[\frac{1}{R}\right] \tag{14}
\end{equation*}
$$

Note that in the adiabatic sections and in the heated sections for $H \leq 0$, the time parameter just defined approaches $\infty$. In the heated section for $H \geq 0$, this parameter becomes $\oplus_{c}$ where $\Theta_{c}$ is defined as

$$
\begin{equation*}
\Theta_{c} \equiv \frac{H_{c} R_{o}}{W} \tag{15}
\end{equation*}
$$

Therefore, with these definitions, the system of equations to be solved can be written as follows:
(i) Continuity

$$
\begin{equation*}
\frac{\partial U}{\partial Z}=\frac{1}{\Theta} \tag{16}
\end{equation*}
$$

(ii) Energy

$$
\begin{equation*}
R \frac{\partial H}{\partial T}+R U \frac{\partial H}{\partial Z}=W \tag{2}
\end{equation*}
$$

(iii) Momentum

$$
\begin{equation*}
\Delta P=-\int_{\text {Entrance }}^{\text {Exit }} \frac{\partial P}{\partial Z} d Z=\int_{\text {Entrance }}^{\text {Exit }}\left[\frac{\partial U}{\partial T}+\frac{U}{\Theta}+G+\frac{F^{2}}{\partial D}\right] \mathrm{RdZ} \tag{17}
\end{equation*}
$$

(iv) State

$$
\begin{array}{ll}
R=R_{0} & H \leq 0 \\
R=\frac{H_{c} R_{0}}{H+H_{c}} & H \geq 0 \tag{11}
\end{array}
$$

along with the definition

$$
\begin{equation*}
\frac{1}{\Theta}=\mathrm{W} \frac{\mathrm{~d}}{\mathrm{dH}}\left[\frac{1}{\mathrm{R}}\right] \tag{14}
\end{equation*}
$$

and since the fluid enters the pipe in the compressed liquid region,

$$
\begin{equation*}
H_{\text {entrance }}=-H_{0} \tag{18}
\end{equation*}
$$

## B. Dimensional Analysis

The following dimensional parameters have been introduced in the preceding section.
(i) Geometric parameters

1) D-hydraulic diameter
2) F-friction coefficient
3) $L_{i}$ - lengths of the sections of the pipe
(ii) Physical properties
4) $R_{0}$ - density
5) $H_{c}$ - enthalpy
(iii) Acceleration of gravity - G
(iv) Operating parameters
6) $U_{0}$ - Entrance velocity
7) $-\mathrm{H}_{\mathrm{O}}$ - Entering enthalpy
8) W - Volumetric heat flux

Therefore, it can be seen that there are 11 parameters that were utilized in the dimensional equations. The number of parameters could be reduced by non-dimensionalizing. In order to non-dimensionalize,
three basic independent parameters and their characteristic values were chosen. These quantities were chosen on the basis of their importance in the system of equations. Two quantities which are important are time with the characteristic value $@_{c}$ and length with the characteristic value $I_{c}$ (length of the heated section). The third parameter is not easy to choose. Both enthalpy and density are very important parameters, but density was chosen with a characteristic value of $R_{0}$ since enthalpy can be eliminated between the continuity and energy equations for $H \geq 0$, i.e., from Equation (1)

$$
\begin{gathered}
\frac{\partial R}{\partial T}+U \frac{\partial R}{\partial Z}=-R \frac{\partial U}{\partial Z} \\
\frac{1}{R}\left[\frac{\partial R}{\partial T}+U \frac{\partial R}{\partial Z}\right]=-\frac{\partial U}{\partial Z}
\end{gathered}
$$

Substituting from Equation (16)

$$
\frac{1}{R}\left[\frac{\partial R}{\partial T}+U \frac{\partial R}{\partial Z}\right]=-\frac{1}{\Theta}
$$

for $H \geq 0, \Theta=\Theta_{c}$ and

$$
\begin{equation*}
\frac{1}{R}\left[\frac{\partial R}{\partial T}+U \frac{\partial R}{\partial Z}\right]=-\frac{1}{\Theta_{C}} \quad H \geq 0 \tag{19}
\end{equation*}
$$

Therefore, the three independent quantities and their characteristic values are
(i) Length $-L_{c}$
(ii) Density $-R_{0}$
(iii) Time - $\oplus_{C}$

Utilizing these quantities, the non-dimensional parameters become
(1) Reduced Length

$$
\ell_{i}=\frac{L_{i}}{L_{c}} \quad \text { where } i=0 \text { or } 1
$$

(2) Reduced Coordinate

$$
\mathrm{z}=\frac{\mathrm{Z}}{\mathrm{~L}_{\mathrm{c}}}
$$

(3) Reduced Time

$$
t=\frac{T}{\Theta_{c}}=\frac{T W}{H_{c} R_{o}}
$$

(4) Reduced Density

$$
\rho=\frac{R}{R_{0}}
$$

(5) Reduced Velocity

$$
u=\frac{\mathrm{U}_{\mathrm{c}}}{\mathrm{~L}_{\mathrm{c}}}
$$

(6) Reduced Gravity

$$
\mathrm{g}=\frac{\mathrm{GQ}_{\mathrm{c}}{ }^{2}}{L_{c}}=\frac{G\left(H_{c} R_{o}\right)^{2}}{W^{2} I_{c}}
$$

(7) Reduced Friction

$$
f=\frac{F L_{c}}{2 D}
$$

(8) Reduced Pressure Difference

$$
\Delta p=\frac{\Delta P \oplus_{c}^{2}}{R_{0} L_{c}^{2}}=\frac{\Delta P R_{o} H_{c}^{2}}{W^{2} L_{c}^{2}}
$$

(9) Reduced Volumetric Heat Flux

$$
w=\frac{W \Theta_{c}^{3}}{R_{o} L_{c}^{2}}=\frac{R_{0}{ }^{2} H_{c}{ }^{3}}{W^{2} L_{c}{ }^{2}}
$$

(10) Reduced Enthalpy

$$
h=\frac{H \Theta_{c}^{2}}{L_{c}^{2}}=H \frac{\left(H_{c} R_{0}\right)^{2}}{W^{2} L_{c}{ }^{2}}
$$

(11) Reduced Time Parameter

$$
\theta=\frac{\Theta}{\Theta_{c}}
$$

(12) Reduced Frequency

$$
\omega=\Omega \Theta_{c}
$$

With the aid of these non-dimensional parameters, the non-dimensional equations which determine the three unknowns $u, \rho$, and $h$ can be written. Using these definitions, the non-dimensional form of Equation (14) becomes

$$
\begin{equation*}
\frac{l}{\theta}=w \frac{d}{d h}\left[\frac{1}{\rho}\right] \tag{20}
\end{equation*}
$$

From Equation (11), the non-dimensional equation of state is determined as being

$$
\begin{gather*}
\rho=1 \quad \text { for } h \leq 0 \\
\rho=\frac{h_{c}}{h+h_{c}} \quad \text { for } h \geq 0 \tag{21}
\end{gather*}
$$

Substituting Equation (21) into (20) it can be seen that $\theta$ takes on two values depending on the enthalpy:
for $h \leq 0$

$$
\frac{l}{\theta}=w \frac{d}{d h}[I]=0
$$

therefore,

$$
\begin{equation*}
\theta \rightarrow \infty \tag{22}
\end{equation*}
$$

for $h \geq 0$

$$
\frac{1}{\theta}=w \frac{d}{d h}\left[\frac{h+h_{c}}{h_{c}}\right]=\frac{w}{h_{c}}=1
$$

therefore,

$$
\theta=1
$$

Hence, it is seen that the non-dimensional model equations may be written for two non-dimensional times, $\theta=1$ and $\theta \rightarrow \infty$.

Therefore, the continuity equation can be written for the two zones (non-dimensional time). From Equation (i6)

$$
\frac{\partial U}{\partial Z}=\frac{1}{\Theta}
$$

Utilizing the non-dimensional quantities, (16) becomes

$$
\begin{equation*}
\frac{\partial u}{\partial z}=\frac{1}{\theta} \tag{23}
\end{equation*}
$$

for the two zones

$$
\begin{array}{ll}
\theta=1, & \frac{\partial u}{\partial z}=1 \\
\theta \rightarrow \infty, & \frac{\partial u}{\partial z}=0 \tag{25}
\end{array}
$$

The energy equation is easily deduced utilizing the non-dimensional quantities. Equation (2) becomes

$$
\begin{equation*}
\rho \frac{\partial h}{\partial t}+\rho u \frac{\partial h}{\partial z}=w \tag{26}
\end{equation*}
$$

In the zone where $\theta$ is finite $(\theta=1)$, it is more convenient to utilize the alternative form of the energy equation given by Equation (19). In non-dimensional form, this equation becomes

$$
\frac{1}{\rho}\left[\frac{\partial \rho}{\partial t}+u \frac{\partial \rho}{\partial z}\right]=-1
$$

hence, for the two zones, it is found that

$$
\begin{array}{ll}
\theta=1, & \frac{1}{\rho}\left[\frac{\partial \rho}{\partial t}+u \frac{\partial \rho}{\partial z}\right]=-1 \\
\theta \rightarrow \infty, & \rho \frac{\partial h}{\partial t}+\rho u \frac{\partial h}{\partial z}=w \tag{27}
\end{array}
$$

Likewise, the momentum equation can be written in non-dimensional form. Equation (17) becomes

$$
\begin{equation*}
\Delta \mathrm{p}=\int_{-\ell_{0}}^{1+\ell_{1}}\left[\frac{\partial u}{\partial t}+\frac{u}{\theta}+g+f u^{2}\right] \rho d z \tag{28}
\end{equation*}
$$

From Equation (18) the non-dimensional entry condition becomes

$$
\begin{equation*}
h--h_{0} \tag{29}
\end{equation*}
$$

Table 1, consisting of equations (20) through (29), was constructed in order that one could visualize more clearly the pertinent equations in the two zones.


Table l. System of Equations for the Two Zones

## C. Partial Reduction of the System of Equations

The system of equations for the upstream adiabatic zone are relatively simple.
(1) Upstream Adiabatic Zone. For this zone, $w=0$ and $\theta \rightarrow \infty$. From Equation (25)

$$
\frac{\partial u}{\partial z}=0
$$

which gives

$$
\begin{equation*}
u=u(t) \tag{30}
\end{equation*}
$$

and Equation (30) can be written

$$
\begin{equation*}
u=u_{0}(t) \tag{31}
\end{equation*}
$$

where the $o$ index refers to $z=0$.
From Equation (26), it is found by utilizing Lagrangian variables that

$$
\begin{equation*}
\frac{\partial h}{\partial t}+u \frac{\partial h}{\partial z}=\frac{D h}{D t}=\frac{w}{\rho}=0 \tag{32}
\end{equation*}
$$

since an adiabatic section is being considered. Hence,

$$
\begin{equation*}
h=-h_{0} \tag{29}
\end{equation*}
$$

Equation (21) gives $\rho=1$ in this section.
Finally, for the upstream adiabatic section, the following equations are valid:

$$
\begin{align*}
& u=u_{0}(t)  \tag{33}\\
& \rho=1 \\
& h=-h_{0}
\end{align*}
$$

(2) Heated Zone With $\mathrm{h} \leq 0$. In this section, $w>0$ and $\theta \rightarrow \infty$. Integration of Equation (25) gives $u=u_{0}(t)$ as in the previous zone. Equation (26) gives

$$
\begin{equation*}
\frac{\partial h}{\partial t}+u \frac{\partial h}{\partial z}=\frac{D h}{D t}=\frac{w}{\rho}=w \tag{34}
\end{equation*}
$$

Utilizing Lagrangian variables (following the particle) in the integration gives

$$
\begin{equation*}
h=w t+\text { constant } \tag{35}
\end{equation*}
$$

Let $\tau$ be defined as the instant when the particle attains zero enthalpy (becomes saturated). Then $h=0 @ t=\tau$ and the constant of integration in Equation (35) can be evaluated, i.e.,

$$
\begin{equation*}
h=w(t-\tau) \tag{36}
\end{equation*}
$$

Equation (36) immediately leads to the evaluation of $t_{o}$ the instant the
particle passes the origin $z=0$ by substituting in the last expression,

$$
-h_{0}=w\left(t_{0}-\tau\right)
$$

or

$$
\begin{equation*}
t_{0}=\tau-\frac{h_{0}}{w} \tag{37}
\end{equation*}
$$

Utilizing Equation (37), a relation can be established between $z$, $t$, and $\tau$

$$
z=\int_{t_{0}}^{t} u_{0}(x) d x
$$

or

$$
\begin{equation*}
z=\int_{\tau-\frac{h_{0}}{w}}^{t} u_{0}(x) d x \tag{38}
\end{equation*}
$$

where x is a dummy variable of integration.
Now the length of the zone for which $\mathrm{h} \leq 0$ can be calculated. If this length is defined as $\lambda$, it can be seen from this definition and the definition of $\tau$ above that $\lambda$ is the value of the integral in Equation (38) for $t=\tau$. Hence,

$$
\begin{equation*}
\lambda(t)=\int_{t-\frac{h_{0}}{w}}^{t} u_{0}(x) d x \tag{39}
\end{equation*}
$$

Looking at the quantity $\frac{h_{0}}{W}$ for a moment, it can be seen that if the non-dimensional definitions of $w$ and $h$ are recalled, this quantity in dimensional form is

$$
\frac{\mathrm{H}_{0}}{\mathrm{H}_{\mathrm{c}}}
$$

where $H_{0}$ represents the subcooling in two-phase flow.
By analogy with the definition of subcooling in two-phase flow,
this ratio will be called the non-dimensional subcooling. Hence, for critical and supercritical flow it will be assumed that a quantity analogous to subcooling in two-phase flow exists and this quantity is defined by

$$
\begin{equation*}
s \equiv \frac{h_{0}}{w} \tag{40}
\end{equation*}
$$

Therefore, Equation (39) becomes

$$
\begin{equation*}
\lambda(t)=\int_{\tau-s}^{t} u_{0}(x) d x \tag{41}
\end{equation*}
$$

and likewise Equation (38) becomes

$$
\begin{equation*}
z(t, \tau)=\int_{\tau-s}^{t} u_{o}(x) d x \tag{42}
\end{equation*}
$$

It is intuitively obvious and has been shown in Appendix V that for this region ( $\rho=1$ ) the flow is always stable for $\lambda \geq 1$ since the fluid would be in the subcooled or saturated thermodynamic region at all points inside the pipe. For this reason, the limits on the analysis will be that for which $\lambda<1$.

The formulas relative to this zone (31), (36), (41), and (42) are reiterated below.

$$
\begin{gather*}
u=u_{0}(t) \\
\rho=1 \\
h=w(t-\tau) \\
\lambda(t)=\int_{t-s}^{t} u_{0}(x) d x \\
z(t, \tau)=\int_{\tau-s}^{t} u_{0}(x) d x \\
\lambda<1 \\
\tau-s \leq t \leq \tau \tag{43}
\end{gather*}
$$

(3) Heated Zone With $h \geq 0$. In this zone $\theta=1$ and $w>0$. From Equation (24)

$$
\frac{\partial u}{\partial z}=1
$$

Integrating

$$
u=z+f(t)
$$

Since $u=u(t)$ for $z(0)$

$$
\begin{equation*}
u=u(t)+z \tag{44}
\end{equation*}
$$

Now, from Equation (43) at the instant $t$ for which $z=\lambda(t)$

$$
u=u_{o}(t)
$$

Hence,

$$
u[\lambda(t), t]=u(t)+\lambda(t)=u_{0}(t)
$$

where

$$
\begin{equation*}
u(t)=u_{0}(t)-\lambda(t) \tag{45}
\end{equation*}
$$

Substituting Equation (45) into (44) gives

$$
\begin{equation*}
u(z, t)=u_{0}(t)+z-\lambda(t) \tag{46}
\end{equation*}
$$

Integration of the energy equation (27) gives

$$
\frac{1}{\rho}\left[\frac{\partial \rho}{\partial t}+u \frac{\partial \rho}{\partial z}\right]=\frac{D(\ln \rho)}{D t}=-1
$$

and

$$
\rho=e^{-t+\text { constant }}
$$

The constant of integration can be evaluated from the condition that $\rho=1$ for $t=\tau$. Therefore,

$$
\begin{equation*}
\rho=e^{-(t-\tau)} \text { for } t \geq \tau \tag{47}
\end{equation*}
$$

A relation between $z, t$, and $\tau$ similar to Equation (38) can be found in this particular zone by the integration of Equation (46) where

$$
\begin{equation*}
\frac{D z}{D t}=u(z, t)=u_{0}(t)+z-\lambda(t) \tag{46}
\end{equation*}
$$

For the moment take $t$ and $\tau$ as the independent variables that define the Lagrangian particle. The presence of $z$ in the righi hand member of Equation (46) suggests putting

$$
\begin{equation*}
z(t, \tau)=y(t, \tau) e^{t} \tag{47}
\end{equation*}
$$

$\frac{\mathrm{Dz}}{\mathrm{Dt}}$ is the derivative according to the particle, given at constant $\tau$,

$$
\frac{D z}{D t}=\frac{\partial z}{\partial t}=\frac{\partial y}{\partial t} e^{t}+y e^{t}
$$

where

$$
\frac{\partial y}{\partial t}=e^{-t} \frac{D z}{D t}-y
$$

From Equation (47)

$$
\begin{equation*}
\frac{\partial y}{\partial t}=e^{-t}\left[\frac{D z}{D t}-z\right] \tag{48}
\end{equation*}
$$

Substituting for $\frac{\mathrm{Dz}}{\mathrm{Dt}}$ from Equation (46)

$$
\begin{equation*}
\frac{\partial y}{\partial t}=e^{-t}\left[u_{0}(t)-\lambda(t)\right] \tag{49}
\end{equation*}
$$

Integrating Equation (49)

$$
\begin{equation*}
y=\int_{\tau}^{t} e^{-t}\left[u_{0}(t)-\lambda(t)\right] d t+f(\tau) \tag{50}
\end{equation*}
$$

$f(\tau)$ is evaluated from the condition

$$
z(t, \tau)=\lambda(\tau) \text { for } t=\tau
$$

Hence,

$$
e^{-\tau} \lambda(\tau)=\int_{\tau}^{\tau} e^{-t}\left[u_{0}(t)-\lambda(t)\right] d t+f(\tau)
$$

and

$$
\begin{equation*}
f(\tau)=e^{-\tau} \lambda(\tau) \tag{51}
\end{equation*}
$$

Therefore, Equations (50) and (51) give

$$
\begin{equation*}
y(t, \tau)=\lambda(\tau) e^{-\tau}+\int_{\tau}^{t} e^{-x}\left[u_{0}(x)-\lambda(x)\right] d x \tag{52}
\end{equation*}
$$

and utilizing Equation (47)

$$
\begin{equation*}
z(t, \tau)=\lambda(\tau) e^{t-\tau}+e^{t} \int_{\tau}^{t} e^{-x}\left[u_{0}(x)-\lambda(x)\right] d x \tag{53}
\end{equation*}
$$

The time $t_{1}$ when the particle is discharged from the heated zone Into the adiabatic downstream zone is of interest in connection with this zone. This is given by Equation (53) for $z=' 1$. Hence,

$$
\begin{equation*}
1=\lambda(\tau) e^{t_{1}-\tau}+e^{t_{1}} \int_{\tau}^{t_{1}} e^{-x}\left[u_{0}(x)-\lambda(x)\right] d x \tag{54}
\end{equation*}
$$

The equations pertinent to this particular zone, Equations (21), (46), (47), (53), and (54), are reiterated below.

$$
\begin{gather*}
u=u_{0}(t)-\lambda(t)+z \\
\rho=\frac{h_{c}}{h+h_{c}} \\
\rho=e^{-(t-\tau)}: \\
z(t, \tau)=\lambda(\tau) e^{t-\tau}+e^{t \int_{\tau}^{t} e^{-x}\left[u_{0}(x)-\lambda(x)\right] d x} \\
1=\lambda(\tau) e^{t_{1}-\tau}+e^{t_{1}} \int_{T}^{t_{1}} e^{-x}\left[u_{0}(x)-\lambda(x)\right] d x
\end{gather*}
$$

(4) Downstream Adiabatic Zone. In this zone $w=0$ and $\theta \rightarrow \infty$. Integration of Equation (25) gives $u=u(t)$ and since $z=1$ at the exit of the heated section, (55) gives

$$
\begin{equation*}
u=u(t)=u_{0}(t)-\lambda(t)+1 \tag{56}
\end{equation*}
$$

The energy equation (26) gives

$$
\frac{\partial h}{\partial t}+u \frac{\partial h}{\partial z}=\frac{D h}{D t}=\frac{W}{\rho}=0
$$

Again according to the particle, this expression gives $h=$ constant. According to Equation (55)

$$
\begin{equation*}
\rho=\rho(\tau)=e^{-\left(t_{1}-\tau\right)}=\text { constant } \tag{57}
\end{equation*}
$$

As before, the relation between $t, z$, and $\tau$ can be determined for this zone by the integration of Equation (56):

$$
\begin{gather*}
\frac{D z}{D t}=u=u_{0}(t)-\lambda(t)+1 \\
z=\int_{t_{1}}^{t}\left[u_{0}(t)-\lambda(t)+1\right] d t+\text { constant } \tag{58}
\end{gather*}
$$

The constant of integration can be evaluated from the condition $z=1$ for $t=t_{l}$

$$
I=\int_{t_{1}}^{t_{1}}\left[u_{0}(t)-\lambda(t)+1\right] d t+\text { constant }
$$

therefore,

$$
\text { constant }=1
$$

and Equation (58) gives

$$
\begin{equation*}
z(t, \tau)=1+\int_{t_{1}}^{t}\left[u_{0}(x)-\lambda(x)+1\right] d x \tag{59}
\end{equation*}
$$

The formulas relative to this zone are (21), (56), (57), and (59).

$$
\begin{gather*}
u=u_{o}(t)-\lambda(t)+1 \\
\rho=\frac{h_{c}}{h+h_{c}} \\
\rho=e^{-\left(t_{1}-\tau\right)} \\
z(t, \tau)=1+\int_{t_{1}}^{t}\left[u_{0}(x)-\lambda(x)+1\right] d x \\
t_{1} \leq t \leq \begin{array}{c}
\text { instant of discharge } \\
\text { from pipe }
\end{array} \tag{60}
\end{gather*}
$$

The sets of integrated equations (33), (43), (55), and (60) have replaced those of Equations (24-29). The remaining equation to be considered is the momentum equation (28) which will provide a look at the dynamics of the problem. The above mentioned sets of equations have
allowed the reduction of the number of unknowns from four (velocity, density, pressure, and enthalpy) to two (entrance velocity and density).

## D. Establishment of the Oscillation Mechanism Equation

The mechanism is now examined for which the model will be susceptible to produce sustained oscillations. The mathematical model has been built around the so-called density effect; in fact, the regions other than the variable density part of the heated zone have been added only to bring. the mathematical model closer to physical reality since the fluid flow almost always behaves in these regions. Although these zones modify the characteriatics of the model by their effect on damping and inertia for example, they do not modify the actual oscillation mechanism. Therefore, it is proper that this study is begun by studying the case of a single variable density heated zone. Following this, the upstream adiabatic and downstream adiabatic lengths will be added and finally a study will be made of the much more complicated case of the complete model as described in section $C$.

From the definition of a single, variable density, heated zone, the following is concluded:

$$
\begin{equation*}
\ell_{0}=\ell_{1}=s=0 \tag{61}
\end{equation*}
$$

Physically this corresponds to the entrance of the fluid into the pipe at the saturation temperature for two-phase flow and at an analogous condition for a supercritical fluid. It is also evident that for this zone

$$
\theta=1
$$

and

$$
\begin{equation*}
\lambda \equiv 0 \tag{62}
\end{equation*}
$$

For this region, the set of Equation (55) is valid and after taking Equation (62) into account becomes

$$
\begin{gather*}
u=u_{0}(t)+z \\
\rho=e^{-(t-\tau)} \\
z(t, \tau)=e^{t} \int_{\tau}^{t} e^{-x} u_{0}(x) d x \\
1=e^{t} 1 \int_{\tau}^{t} e^{-x} u_{0}(x) d x \\
\tau \leq t \leq t_{1}(\tau) \tag{63}
\end{gather*}
$$

The dynamics of the problem are considered by looking at the momentum equation (28). Taking Equation (61) and (62) into account gives

$$
\begin{equation*}
\Delta \mathrm{p}=\int_{0}^{1}\left[\frac{\partial u}{\partial t}+u+g+f u^{2}\right] \rho d z \tag{64}
\end{equation*}
$$

Before substitution of Equation (63) into (64), it is convenient to define the following quantities:

$$
\begin{align*}
& \int_{0}^{1} \rho d z \equiv \xi(t) \\
& \int_{0}^{1} \rho z d z \equiv \eta(t)  \tag{65}\\
& \int_{0}^{1} \rho z^{2} d z \equiv \zeta(t)
\end{align*}
$$

Utilizing Equation (65), the momentum equation becomes

$$
\begin{equation*}
\Delta p=\left[\frac{r_{0} u_{0}}{d t}+u_{0}+g+f u_{0}^{2}\right] \xi+\left(1+2 f u_{0}\right) \eta+f \zeta \tag{66}
\end{equation*}
$$

Since this investigation is concerned with periodic solutions, one is led to put

$$
\begin{equation*}
u_{0}(t)=u_{\infty}+v(t) \tag{67}
\end{equation*}
$$

where $u_{\infty}$ is the steady state velocity at the entrance. For now, the only restriction placed on $v(t)$ is that $v(t) \geq-u_{\infty}$. This condition states that the flow cannot reverse itself. This condition is not restrictive since this investigation is concerned with the instability thresholds.

Now by defining $\xi_{0}, \eta_{0}$ : $\zeta_{0}$ as steady state quantities analogous to $\xi, \eta, \zeta$, the steady state pressure drop can be obtained by letting $u=u_{\infty}$ and substituting into Equation (64). Upon making this substitution, the following expression is obtained:

$$
\begin{equation*}
\Delta p=\left(u_{\infty}+g+f u_{\infty}^{2}\right) \xi_{0}+\left(1+2 f u_{\infty}\right) \eta_{0}+f \zeta_{0} \tag{68}
\end{equation*}
$$

Since the steady state pressure drop is approximately equal to the transient pressure drop, $\Delta \mathrm{p}$ from Equation (66) is equated to $\Delta \mathrm{p}$ from Equation (68). Elimination of $\Delta p$ between these two equations gives an equation in v :

$$
\begin{aligned}
{\left[\frac{d v}{d t}\right.} & \left.+v+f v\left(2 u_{\infty}+v\right)\right\urcorner \xi+r_{-\infty}+g+f u_{\infty}{ }^{2 ?}\left(\xi-\xi_{0}\right) \\
& +2 f v \eta+\left(1+2 f u_{\infty}\right)\left(\eta-\eta_{0}\right)+f\left(\zeta-\zeta_{0}\right)=0
\end{aligned}
$$

or by rearranging

$$
\begin{gather*}
-\frac{d v}{d t}=f v\left(2 u_{\infty}+v\right)+v+2 f v \frac{\eta}{\xi}+\left(u_{\infty}+g+f u_{\infty}^{2}\right) \frac{{ }^{5}-\xi_{0}}{\xi} \\
+\left(1+2 f u_{\infty}\right) \frac{\eta-\eta_{0}}{\xi}+(f) \frac{\zeta-\zeta_{0}}{\xi} \tag{69}
\end{gather*}
$$

The problem is therefore reduced to the solution of Equation (69) taking into account Equations (63), (65), and (67).

An analytical solution to Equation (69) is, in general, impossible but inferences can be drawn from it. For example, one necessary condition that (69) possess an oscillatory solution is that for some period of time, $v$ and $\frac{d v}{d t}$ be of the same sign. This can be seen by looking at
the quantity

$$
v \frac{d v}{d t}
$$

if $v$ and $\frac{d v}{d t}$ are of opposite sign

$$
v \frac{d v}{d t}<0
$$

and

$$
\frac{d\left(v^{2}\right)}{d t}<0
$$

therefore, the absolute value of $v$ cen only decrease. In order to obtain an oscillatory solution, it is necessary (at least over certain time intervails) that this product increase. Therefore, it is necessary for $v$ and $\frac{d v}{d t}$ to be of the same sign over some time interval. However, this condition is not sufficient and the number of important terms in Equation (69) preclude the possibility of finding a simple stability criteria. Therefore, the problem of studying numerically the set of equations mentioned above $(63),(65),(67)$, and (69)) will be considered. A small perturbation analysis approach to the problem seems feasible in the light that the oscillatory mechanism is being studied. Although it should be realized that large perturbations are present in the physical system, it is valid to predict the instability thresholds on the basis of small perturbations since they eventually lead to the large perturbations.

Therefore, Equation (69) is linearized by suppressing the second order terms. Upon doing this, the following expression is obtained:

$$
\begin{align*}
-\frac{d v}{d t}= & 2 f u_{\infty} v+v+2 f \frac{\eta_{0}}{\xi_{0}} v+\left(u_{\infty}+g+f u_{\infty}^{2}\right) \frac{\xi-\xi_{0}}{\xi_{0}} \\
& +\left(1+2 f u_{\infty}\right) \frac{\eta-\eta_{0}}{\xi_{0}}+(f) \frac{\zeta-\zeta_{0}}{\xi_{0}} \tag{70}
\end{align*}
$$

Equation (70) is a first order linesr differential equation and because of the nature of $\xi, \eta$, and $\zeta$ as functions of $t$, the solution of this equation can be written as a linear form of particular solutions in $e^{c t}$, i.e.,

$$
\sum_{i} v_{o_{i}} e^{c_{i} t}
$$

where $\mathrm{v}_{\mathrm{o}_{i}}$ is small compared with $u_{\infty}$ and $c$ is a complex number. Therefore, the system of equations with

$$
\begin{equation*}
u_{0}=u_{\infty}+v_{0} e^{c t} \tag{71}
\end{equation*}
$$

will be studied.
The linearization above must be considered as a physical hypothesis and the eventual comparison of experimental results with the results of the solution of the linearized equations will indicate whether or not this hypothesis is velid.

Next, it is necessary to investigate the case of a pipe heated over part of its length for zero subcooling ( $s=0$ ). This is identical to the case studied above with the upstream and downstream adiabatic sections added.
(i) Upstream Adiabatic Zone. For this zone, the set of Equations (33) are valid and substitution into the momentum Equation (28) gives

$$
\begin{align*}
\Delta p_{U . A . S .}= & \int_{-l_{0}}^{0}\left[\frac{\partial u}{\partial t}+\frac{u}{\theta}+g+f u^{2}\right] \rho d z= \\
& {\left[\frac{d u_{0}}{d t}+g+f u_{0}^{2}\right] l_{0} } \tag{72}
\end{align*}
$$

(ii) Heated Section. The momentum equation for this zone has already been established. From Equation (66)

$$
\begin{equation*}
\Delta p_{H . S}=\left[\frac{d u_{0}}{d t}+u_{0}+g+f u_{0}^{2}\right] \xi+\left(1+2 f u_{0}\right) \eta+f \xi \tag{66}
\end{equation*}
$$

(iii) Downstream Adiabatic Zone. For this zone, the set of Equations (60) are valid and substitution of (60) into the momentum equation (28) gives

$$
\begin{gather*}
\Delta p_{\text {D.A.S. }}=\int_{1}^{1+l_{1}}\left[\frac{\partial u}{\partial t}+\frac{u}{\theta}+g+f u^{2}\right] \rho d z= \\
{\left[\frac{d u_{0}}{d t}+g+f\left(u_{0}+1\right)^{2}\right] \xi_{1}} \tag{73}
\end{gather*}
$$

where $\xi_{1}(t)$ is defined as

$$
\begin{equation*}
s_{1}(t) \equiv \int_{1}^{1+l_{1}} \rho d z \tag{74}
\end{equation*}
$$

Now by assuming that the velocity consists of a steady state and a transient component, we utilize Equation (67)

$$
\begin{equation*}
u_{0}(t)=u_{\infty}+v(t) \tag{67}
\end{equation*}
$$

by substituting it into Equation (72) where we obtain

$$
\begin{equation*}
\Delta p_{U . A . S .}=\left[\frac{d v}{d t}+g+f u_{\infty}{ }^{2}+2 f u_{\infty} v+f v^{2}\right] \ell_{0} \tag{75}
\end{equation*}
$$

Substitution of Equation (67) Into (73) gives

$$
\begin{equation*}
\Delta p_{\text {D.A.S. }}=\left[\frac{d v}{d t}+g+f\left(u_{\infty}{ }^{2}+2 u_{\infty} v+2 u_{\infty}+v^{2}+2 v+1\right)\right] g_{1} \tag{76}
\end{equation*}
$$

At steady state, Equation (75) becomes

$$
\begin{equation*}
\underset{\text { U.A.S. }}{\Delta \mathrm{p}_{\mathrm{ss}}}=\left[\mathrm{g}+\mathrm{fu}_{\infty} 2\right] \ell_{0} \tag{77}
\end{equation*}
$$

and at steady state, Equation (76) becomes

$$
\begin{equation*}
\Delta p_{s s}=\left[g+f\left(u_{\infty}{ }^{2}+2 u_{\infty}+1\right)\right] s_{10} \tag{78}
\end{equation*}
$$

where $\xi_{10}$ is defined as the steady state value of $\xi_{1}(t)$.

For the heated section the steady state value of $\Delta \mathrm{p}$ has already Deen determined and is given by Equation (68),

$$
\begin{equation*}
\underset{\text { H.S. }}{\Delta p_{s s}}=\left[u_{\infty}+g+f u_{\infty}^{2}\right] \xi_{0}+\left[1+2 f u_{\infty}\right] \eta_{0}+f \zeta_{0} \tag{68}
\end{equation*}
$$

The total steady state pressure drop across the pipe is equal to the sum of the steady state pressure drops across the three sections given by Equations (68), (77), and (78). Hence,

$$
\begin{gather*}
\Delta p_{S S}=\left(g+f u_{\infty}^{2}\right)\left[\ell_{0}+\xi_{0}+\xi_{10}\right]+u_{\infty} \xi_{0}+\left(1+2 f u_{\infty}\right) \eta_{0} \\
+f \zeta_{0}+\left[f\left(2 u_{\infty}+1\right)\right] \xi_{10} \tag{79}
\end{gather*}
$$

For the heated section Equation (67) is substituted into (66) to obtain the transient pressure drop.

$$
\begin{gather*}
\Delta p_{H . S .}=\left[\frac{d v}{d t}+u_{\infty}+v+g+f\left(u_{\infty}+v\right)^{2}\right] \xi+\left[1+2 f\left(u_{\infty}+v\right)\right] \eta \\
+f \zeta \tag{80}
\end{gather*}
$$

The total pressure drop across the pipe considering the transient portion is found by adding Equations (75), (76), and (80) to obtain

$$
\begin{gather*}
\Delta p=\left[\frac{d v}{d t}+g+f u_{\infty}^{2}+2 f u_{\infty} v+f v^{2}\right] \ell_{0}+\left[\frac{d v}{d t}+g+f u_{\infty}^{2}+\right. \\
\left.2 f u_{\infty} v+2 f u_{\infty}+f v^{2}+2 f v+f\right] \xi_{1}+\left[\frac{d v}{d t}+u_{\infty}+v+g\right. \\
\left.+f u_{\infty}^{2}+2 f u_{\infty} v+f v^{2}\right] g+\left[1+2 f u_{\infty}+2 f v\right] \eta \\
+f \zeta \tag{81}
\end{gather*}
$$

As before, $\Delta \mathrm{p}$ can be eliminated between Equations (79) and (81) to give

$$
\left[\frac{d v}{d t}+f v\left(2 u_{\infty}+v\right)\right]\left(\ell_{0}+\xi+\xi_{1}\right)+\left[g+f u_{\infty}^{2}\right]\left(\ell_{0}+\xi+\xi_{1}\right)+v \xi
$$

$$
\begin{gather*}
+u_{\infty} \xi+2 f v \eta+\left(1+2 f u_{\infty}\right) \eta+ \pm \zeta+2 f v \xi_{1}+\left[f\left(2 u_{\infty}+I\right)\right] \xi_{1} \\
=\left[g+f u_{\infty}^{2}\right]\left(\ell_{0}+\xi_{0}+\xi_{10}\right)+u_{\infty} \xi_{0}+\left[1+2 f u_{\infty}\right] \eta_{0}+f \zeta_{0} \\
+\left[f\left(2 u_{\infty}+1\right)\right] \xi_{10} \tag{82}
\end{gather*}
$$

After simplification and rearrangement, Equation (82) becomes

$$
\begin{align*}
&-\frac{d v}{d t}= f\left(2 u_{\infty}+v\right) v+(v) \frac{\xi}{\ell_{0}+\xi+\xi_{1}}+2 f v \frac{\eta+\xi_{1}}{\ell_{0}+\xi+\xi_{1}}+ \\
&\left(u_{\infty}+g+f u_{\infty}^{2}\right) \frac{\xi-\xi_{0}}{l_{0}+\xi+\xi_{1}}+\left(1+2 f u_{\infty}\right) \frac{\eta-\eta_{0}}{l_{0}+\xi+\xi_{1}}+ \\
& f \frac{\zeta-\xi_{0}}{\ell_{0}+\xi+\xi_{1}}+\left[g+f\left(u_{\infty}+1\right)^{2}\right] \frac{\xi_{1}-\xi_{10}}{l_{0}+\xi+\xi_{1}} \tag{83}
\end{align*}
$$

After linearization of Equation (83) as was done for the simpler case of a heated section only, the following expression results:

$$
\begin{align*}
& -\frac{d v}{d t}=2 f u_{\infty} v+v \frac{\xi_{0}}{l_{0}+\xi_{0}+\xi_{10}}+2 f v \frac{\eta_{0}+\xi_{10}}{l_{0}+\xi_{0}+\xi_{10}} \\
& +\left(u_{\infty}+g+f u_{\infty}^{2}\right) \frac{\xi-\xi_{0}}{l_{0}+\xi_{0}+\xi_{10}}+\left(1+2 f u_{\infty}\right) \frac{\eta-\eta_{0}}{l_{0}+\xi_{0}+\xi_{10}} \\
& +f \frac{\zeta-\xi_{0}}{l_{0}+\xi_{0}+\xi_{10}}+\left[g+f\left(u_{\infty}+1\right)^{2}\right] \frac{\xi_{1}-\xi_{10}}{l_{0}+\xi_{0}+\xi_{10}} \tag{84}
\end{align*}
$$

Equation (84) could now be solved as in the preceding example. However, the much more complicated case where a moving boundary is introduced between the constant density heated zone and the variable density zone must be considered. Physically, this is the boiling boundary for two-phase flow.

Taking this into account, there are four zones to consider in the general case. The momentum equation for this general case has been
derived in Appendix I. Equation (I-14) gives

$$
\begin{align*}
& -\frac{d v}{d t}=f\left(2 u_{\infty}+v\right) v+v \frac{\xi}{\ell_{0}+\lambda+\xi+\xi_{1}}+2 f v \frac{\eta+\xi_{1}}{l_{0}+\lambda+\xi+\xi_{1}} \\
& +\left(u_{\infty}+g+f u_{\infty}{ }^{2}\right) \frac{\xi-\xi_{0}}{l_{0}+\lambda+\xi+\xi_{1}}+\left(1+2 f u_{\infty}\right) \frac{\eta-\eta_{0}}{l_{0}+\lambda+\xi+\xi_{1}} \\
& +f \frac{\zeta-\zeta_{0}}{\ell_{0}+\lambda+\xi+\xi_{1}} \\
& +\left[g+f\left(u_{\infty}+1\right)^{2}\right] \frac{\xi_{1}-\xi_{10}}{\ell_{0}+\lambda+\xi+\xi_{1}}-\left(\frac{d \lambda}{d t}\right) \frac{\xi+\xi_{1}}{l_{0}+\lambda+\xi+\xi_{1}} \\
& -\operatorname{2fv} \frac{\lambda\left(\xi+\xi_{1}\right)}{\ell_{0}+\lambda+\xi+\xi_{1}}+\left(g+f u_{\infty}{ }^{2}\right) \frac{\lambda-\lambda_{0}}{\ell_{0}+\lambda+\xi+\xi_{1}}-\left(1+2 f u_{\infty}\right) \\
& \frac{\lambda \xi-\lambda_{0} \xi_{0}}{\ell_{0}+\lambda+\xi+\xi_{1}}+f \frac{\lambda^{2} \xi-\lambda_{0}^{2} \xi_{0}}{l_{0}+\lambda+\xi+\xi_{1}}-2 f \frac{\lambda \eta-\lambda_{0} \eta_{0}}{l_{0}+\lambda+\xi+\xi_{1}}-2 f\left(u_{\infty}+1\right) \\
& \frac{\lambda \xi_{1}-\lambda_{0} \xi_{10}}{\ell_{0}+\lambda+\xi+\xi_{1}}+f \frac{\lambda^{2} \xi_{1}-\lambda_{0}^{2} \xi_{10}}{l_{0}+\lambda+\xi+\xi_{1}} \tag{85}
\end{align*}
$$

where it is noted in Equation (84) that

$$
\begin{equation*}
\xi(t)=\int_{0}^{I} \rho d z \tag{65}
\end{equation*}
$$

while in Equation (85)

$$
\begin{equation*}
\xi(t)=\int_{\lambda(t)}^{1} \rho d z \tag{86}
\end{equation*}
$$

Equation (85) can be simplified slightly by letting

$$
\begin{equation*}
\ell=\ell_{0}+\lambda+5+\xi_{1} \tag{87}
\end{equation*}
$$

Taking Equation (87) into account, (85) can be rewritten:

$$
-\ell \frac{d v}{d t}=f \ell\left(2 u_{\infty}+v\right) v+\left(v-\frac{d \lambda}{d t}\right) \xi-\frac{d \lambda}{d t} \xi_{1}+2 f v[\eta-\lambda \xi
$$

$$
\begin{gather*}
\left.+\xi_{1}(1-\lambda)\right]+u_{\infty}\left(\xi-\xi_{0}\right)+\left(g+f u_{\infty}^{2}\right)\left(\xi-\xi_{0}+\lambda-\lambda_{0}\right)+\left(1+2 f u_{\infty}\right) \\
{\left[\eta-\lambda \xi-\left(\eta_{0}-\lambda_{0} \xi_{0}\right)\right]+f\left[\left(\xi-2 \lambda \eta+\lambda^{2} \xi\right)-\left(\zeta_{0}-2 \lambda_{0} \eta_{0}\right.\right.} \\
\left.\left.+\lambda_{0}^{2} \xi_{0}\right)\right]+\left[g+f\left(u_{\infty}+1\right)^{2}\right]\left(\xi_{1}-\xi_{10}\right)-2 f\left(u_{\infty}+1\right)\left(\lambda \xi_{1}\right. \\
\left.-\lambda_{0} \xi_{10}\right)+f\left(\lambda^{2} \xi_{1}-\lambda_{0}^{2} \xi_{10}\right) \tag{88}
\end{gather*}
$$

The next step would logically be the linearization of Equation (88) as has been done in the two preceding simpler cases. However, it is necessary to look first at the general case shown above under steady state conditions.

## E. Steady State Equations

In the preceding section, the study of small perturbations around a steady state entrance velocity, $u_{\infty}$, has been established. Since the model equations have been established in detail, it is possible to study the simple case of the steady state regime.

The momentum equation which has played a fundamental role in the preceding section is established in Appendix I (I-12) and is written:

$$
\begin{gather*}
\Delta p=\left(g+f u_{\infty}^{2}\right)\left(l_{0}+\lambda_{0}\right)+\left(u_{\infty}+g+f u_{\infty}^{2}\right) \xi_{0}+ \\
\left(1+2 f u_{\infty}\right)\left(\eta_{0}-\lambda_{0} \xi_{0}\right)+f\left(\zeta_{0}-2 \lambda_{0} \eta_{0}+\lambda_{0}^{2} \xi_{0}\right)+ \\
g \xi_{10}+f\left(u_{\infty}+1-\lambda_{0}\right)^{2} \xi_{10} \tag{89}
\end{gather*}
$$

It is necessary to write $\lambda_{0}, \xi_{0}, \eta_{0}, \zeta_{0}$, and $\xi_{10}$ as functions of the model parameters. This is accomplished in Appendix II. Below are reiterated the most important equations from this appendix.

$$
\lambda_{0}=u_{\infty} s \quad \text { with } \quad u_{\infty} s<1
$$

$$
\begin{array}{lll}
\xi_{0}=u_{\infty} k & \text { with } & k=\ln m \\
m=1-s+\frac{1}{u_{\infty}} & \text { with } & m>1, k>1  \tag{90}\\
\xi_{10}=\frac{\ell_{1}}{m} & &
\end{array}
$$

The form of $\Delta p$, which is linear in $g$ and $f$, is established by recalling (II-14) and (II-16) from Appendix II.

From (II-14)

$$
\begin{equation*}
\eta_{0}-\lambda_{0} \bar{\zeta}_{0}=u_{\infty}\left(1-\lambda_{0}-\xi_{0}\right) \tag{91}
\end{equation*}
$$

and from (II-16)

$$
\begin{equation*}
\zeta_{0}-2 \lambda_{0} \eta_{0}+\lambda_{0}^{2} \xi_{0}=u_{\infty}\left[\frac{\left(1-\lambda_{0}\right)^{2}}{2}-u_{\infty}\left(1-\lambda_{0}-\xi_{0}\right)\right] \tag{92}
\end{equation*}
$$

Substitution of Equations (91) and (92) into (89) gives, after rearrangement

$$
\begin{gather*}
\Delta p=g\left(l_{0}+\lambda_{0}+\xi_{0}+\xi_{10}\right)+u_{\infty}\left(1-\lambda_{0}\right)+f \\
{\left[\frac{u_{\infty}}{2}\left(1-\lambda_{0}\right)^{2}+u_{\infty}{ }^{2}\left(1+l_{0}\right)+\left(u_{\infty}+1-\lambda_{0}\right)^{2} \xi_{10}\right]} \tag{93}
\end{gather*}
$$

The criterion that the channel cannot operate under steady state conditions when the slope of the pressure drop - flow rate is negative is now imposed, i.e., the condition imposed is that

$$
\begin{equation*}
\frac{\partial(\Delta p)}{\partial u_{\infty}}>0 \tag{94}
\end{equation*}
$$

The calculation of $\frac{\partial(\Delta p)}{\partial u_{\infty}}$ has been made in Appendix II and (II-27) gives, after a slight rearrangement

$$
\begin{gather*}
\frac{\partial(\Delta \mathrm{p})}{\partial u_{\infty}}=g\left[s+k-\frac{1}{m u_{\infty}}+\frac{\ell_{1}}{\left(m u_{\infty}\right)^{2}}\right]+1-2 \lambda_{0}+ \\
f\left[\frac{1}{2}+\ell_{1}+2 u_{\infty}\left(\ell_{0}+1+\ell_{1}\right)-2 \lambda_{0}\left(1+\ell_{1}\right)+\frac{3}{2} \lambda_{0}^{2}\right] \tag{95}
\end{gather*}
$$

It can be seen that the condition $\frac{\partial(\Delta p)}{\partial u_{\infty}}>0$ implies the point of operation must lie inside a certain range limited by a hypersurface ( S ) derived from the condition $\frac{\partial(\Delta p)}{\partial u_{\infty}}=0$, i.e.

$$
\begin{gather*}
g\left[s+k-\frac{1}{m u_{\infty}}+\frac{\ell_{1}}{\left(m_{\infty}\right)^{2}}\right]+1-2 \lambda_{0}+f\left[\frac{1}{2}+\ell_{1}+2 u_{\infty}\right. \\
\left.\left(\ell_{0}+1+\ell_{1}\right)-2 \lambda_{0}\left(1+\ell_{1}\right)+\frac{3}{2} \lambda_{0}^{2}\right]=0 \tag{96}
\end{gather*}
$$

It follows that this equation is represented in terms of six independent parameters ( $\left.g, f, u_{\infty}, l_{0}, l_{1}, s\right)$, i.e., in six-dimensional space. This equation can be reduced to an equation representable in three-space by setting three parameters equal to a constant. Any three could be chosen; however, $l_{0}, l_{1}$, and s were chosen. Therefore, the surface is given by $u_{\infty}(g, f)$, a simple surface since Equation (96) is a linear form in $g$ and $f$; the intersection of the surface with a plane $u_{\infty}=$ constant is a straight line. Note that the study of this surface is limited to the region

$$
\begin{gathered}
0<u_{\infty}<\frac{1}{s} \\
f \geq 0
\end{gathered}
$$

These conditions have already been established (see especially Equation (90)).

Knowing the surface ( $S$ ) for which $\frac{\partial(\Delta p)}{\partial u_{\infty}}=0$ in the ( $g, f, u_{\infty}$ ) space will give the domain of possible operation.

Equation (96) can be rearranged in order to see that the generatrix of the function $u_{\infty}$ has for its projection in the ( $g, f$ ) plane an equation of a straight line, i.e.,

$$
\begin{equation*}
f=\frac{-\left[s+k-\frac{1}{m u_{\infty}}+\frac{\ell_{1}}{\left(m u_{\infty}\right)^{2}}\right] g+2 u_{\infty} s-1}{\frac{1}{2}+\ell_{1}+2 u_{\infty}\left(l_{0}+1+\ell_{1}\right)-2 u_{\infty} s\left(1+\ell_{1}\right)+\frac{3}{2} u_{\infty}{ }^{2} s^{2}} \tag{97}
\end{equation*}
$$

Having established the condition $\frac{\partial(\Delta p)}{\partial u_{\infty}}>0$, it will be assumed that this condition is fulfilled and the next section is devoted to a study of small perturbations about the steady state regime.

## F. Small Perturbation Analysis

Given the expression for the velocity defined by Equation (71)

$$
\begin{equation*}
u_{0}=u_{\infty}+v_{0} e^{c t} \tag{71}
\end{equation*}
$$

where $v_{o}$ is an infinitesimal of the first order compared to $u_{\infty}$ and $c$ is a complex constant, an equation in $c$ will be derived. After linearization and division by $\mathrm{v}_{\mathrm{o}}$ which must appear as a factor because of this linearization, an equation in $c$ will be obtained whose roots are given by Equation (71). This equation will give a determination of the transient behavior of the system.

For a group of parameters ( $g, f, u_{\infty}, l_{0}, l_{1}, s$ ) satisfying the steady state criterion of the preceding section and the linearized equations of this section, there are many possible cases:
(i) If the equation in c possesses only roots with the real part negative, every general solution

$$
u_{0}=u_{\infty}+\sum_{i} v_{o_{i}} e^{c_{i} t}
$$

approaches $u_{\infty}$ for $t \rightarrow \infty$, i.e., the small perturbations are damped.
(ii) If the equation in c possesses only roots with the real part
negative or zero, at least on being zero, every general solution tends toward a periodic solution when $t \rightarrow \infty$.
(iii) If the equation in $c$ possesses at least one root with the real part positive, every general solution presents an increasing amplitude with time. When this amplitude is no longer small in comparison to $u_{\infty}$, the linearization is no longer valid. The prediction of whether the amplitude increases indefinitely or whether it will be limited by the non-linear terms cannot be made. However, it is certain that the system is not stable.

If the possibility that at least one of the roots of the equation in $c$ is a discontinuous function of the model parameters is ruled out, the passage from case (i) to case (iii) where the real part of the roots change from a negative to a positive sign can only occur by becoming zero.

If all the roots of the equation in $c$ have a negative real part and a change in the system parameters causes one of the real parts to become zero, two cases are possible:
(a) The system is passing from a stable domain where all the roots have a negative real part to a domain where at least one root has a positive real part, i.e., one is at an instability threshold defined in the six-dimensional ( $\left.g, f, u_{\infty}, l_{o}, l_{l}, s\right)$ space.
(b) The trajectory of the root considered is tangent to the imaginary axis. One is at a point where the system effectively possesses a periodic solution, for its solution is stable at all neighboring points.

The possibility (b) above is a very special case with a small
probability and therefore it will not be considered further except in very special cases. In these cases it is necessary to investigate the stability at neighboring points to determine whether or not all neighboring points are stable.

Therefore, an instability threshold can be defined as follows:
For the system represented by a point in the six-dimensional (g, f, $\left.u_{\infty}, l_{0}, l_{1}, s\right)$ space, there is a correspondence between the desired instability thresholds and the roots of the equation in $c$ with the real part zero, iff
(1) A domain can be found in the vicinity of that point where the system is stable, i.e., where it has roots of the equation in $c$ with the real part negative.
(2) The equation in $c$ allows in the neighborhood of this point neither roots with the real part positive and infinitely large nor with discontinuous functions of the parameters.

With this definition of the instability threshold, it is necessary to return to the "equation in $c$ " as it has been called above. This equation is (88).

$$
\begin{gather*}
\left(\ell_{0}+\lambda+\xi+\xi_{1}\right) \frac{d v}{d t}+f\left(\ell_{0}+\lambda+\xi+\xi_{1}\right)\left(2 u_{\infty}+v\right) v+ \\
\left(v-\frac{d \lambda}{d t}\right) \xi-\frac{d \lambda}{d t} \xi_{1}+2 f v\left[\eta-\lambda \xi+\xi_{1}(1-\lambda)\right]+u_{\infty}\left(\xi-\xi_{0}\right) \\
+\left(g+f u_{\infty}^{2}\right)\left(\xi-\xi_{0}+\lambda-\lambda_{0}\right)+\left(1+2 f u_{\infty}\right)\left[\eta-\lambda \xi-\left(\eta_{0}-\lambda_{0} \xi_{0}\right)\right] \\
+f\left[\left(\zeta-2 \lambda \eta+\lambda^{2} \xi\right)-\left(\xi_{0}-2 \lambda_{0} \eta_{0}+\lambda_{0} \xi_{0}\right)\right]+[g+ \\
\left.f\left(u_{\infty}+1\right)^{2}\right]\left(\xi_{1}-\xi_{10}\right)-2 f\left(u_{\infty}+1\right)\left(\lambda \xi_{1}-\lambda_{0} \xi_{10}\right)+ \\
f\left(\lambda^{2} \xi_{1}-\lambda_{0}{ }^{2} \xi_{10}\right)=0 \tag{88}
\end{gather*}
$$

Looking at Equation (88) it can be seen that it is necessary to express $\lambda, \frac{d \lambda}{d t}, \zeta, \eta, \zeta$, and $\xi_{1}$ as functions of the model parameters plus $v_{0}$ and $c$. Equation (88) is linearized and then it is possible to proceed as before. This calculation is made in Appendix III for $c \neq 0$, $c \neq 1$, and $c \neq 2$. These restrictions do not affect the generality since $c=0$ corresponds to the steady state solution in the previous section and $c=1$ and $c=2$ are particular cases which are not of great interest in this study (solution with the real part positive).

The equation in $c$ is derived in Appendix III and is written

$$
\begin{equation*}
B_{1} g+B_{2} f u_{\infty}+B_{3}=0 \tag{98}
\end{equation*}
$$

where

$$
\begin{align*}
& B_{1}=-\frac{E_{s} E_{y} m^{-c}}{c(1-c)}+\frac{E_{s^{2}} y m^{-1}}{c^{2}(1-c)}-\frac{\left(E_{s}+E_{y}\right) m^{-1}}{c^{2}} \\
& +\frac{(1-c) m^{-1}}{c^{2}}+\frac{1}{c}  \tag{99}\\
& B_{2}=-m^{2} u_{\infty} \frac{E_{s} E y^{-c} m^{-c}}{c(1-c)}+m u_{\infty} \frac{E_{s} E_{y}}{c^{2}(1-c)}+2 m^{2} u_{\infty} \\
& \frac{E_{S} m^{-c}}{c(1-c)(2-c)}-\frac{E_{s}}{1-c}\left[\frac{u_{\infty}}{2-c}+1-u_{\infty} s+\frac{m u_{\infty}}{c^{2}}\right]+ \\
& \frac{E_{s}}{c}\left(1-u_{\infty} s+2 \ell_{1}\right)-\frac{m u_{\infty} E_{y}}{c^{2}}-\frac{1}{c}\left(1-u_{\infty} s+2 \ell_{1}\right)+\frac{m u_{\infty}}{c^{2}}+2\left(\ell_{0}+1+\ell_{1}\right) \\
& B_{3}=m_{\infty} \frac{E_{s} m^{-c}}{(1-c)^{2}}+E_{s}\left[\frac{u_{\infty}}{c}-\frac{u_{\infty} k c}{1-c}-\frac{u_{\infty}}{(1-c)^{2}}+\frac{\ell_{1}}{m}\right]  \tag{100}\\
& +\left(\ell_{0}+u_{\infty} s+u_{\infty} k+\frac{\ell_{1}}{m}\right) c-\frac{u_{\infty}}{c}-\frac{\ell_{1}}{m} \tag{101}
\end{align*}
$$

and from (II-10), (III-I), and (III-23)

$$
\begin{gather*}
m=1-s+\frac{1}{u_{\infty}}  \tag{II-10}\\
k=\ln m \\
E_{s}=e^{-c s}  \tag{III-I}\\
y=\frac{\ell_{1}}{m u_{\infty}}  \tag{III-23}\\
E_{y}=e^{-c y}
\end{gather*}
$$

For the instability thresholds, the equation in $c$ is solved with the real part equal to zero. Therefore, we take

$$
\begin{equation*}
c=r+i \omega \tag{102}
\end{equation*}
$$

and examine the equation in $c$ for $r=0$.
This will give a hypersurface ( $\Sigma$ ) which is a function of the model parameters and will be defined by the expression

$$
\begin{equation*}
\Phi\left(g, f, u_{\infty}, l_{0}, l_{1}, s, r=0\right)=0 \tag{103}
\end{equation*}
$$

Knowing the surface ( $\Sigma$ ) and the stability domain ( S ), it is possible to deduce the threshold surface.

Therefore, by taking $c=i \omega$ in the equation in $c$ (98), two equations in $\omega$ are obtained by separating the real part from the imaginary part. This is accomplished in Appendix IV. $\omega$ is the frequency of a possible "pure oscillating" system, i.e., one that is neither damped nor amplified. It is assumed thät $\omega>0$ to meet the physical requirements of the problem and this does not restrict the generality of the solution. The system of equations in $\omega$ is written:

$$
\begin{align*}
& a_{1} g+a_{2} u_{\infty} f+a_{3}=0 \\
& b_{1} g+b_{2} u_{\infty} f+b_{3}=0 \tag{104}
\end{align*}
$$

where

$$
\begin{align*}
& a_{1}=-\frac{1}{1+\omega^{2}}\left[\cos (K+S+Y)-\frac{\sin (K+S+Y)}{\omega}\right]-\frac{1}{m^{2}\left(1+\omega^{2}\right)} \\
& {[\cos (S+Y)+\omega \sin (S+Y)]+\frac{\cos S+\cos Y L 1}{\operatorname{mw}^{2}}}  \tag{105}\\
& b_{1}=\frac{1}{\omega\left(1+\omega^{2}\right)}[\cos (K+S+Y)+\omega \sin (K+S+Y)]- \\
& \frac{1}{m \omega\left(1+\omega^{2}\right)}\left[\cos (S+Y)-\frac{\sin (S+Y)}{\omega}\right]-\frac{\sin S+\sin Y}{m \omega^{2}} \\
& +\frac{1}{\omega}\left[\frac{1}{m}-1\right]  \tag{106}\\
& a_{2}=-\frac{m^{2} u_{\infty}}{1+\omega^{2}}\left[\cos (K+S+Y)-\frac{\sin (K+S+Y)}{\omega}\right]-\frac{m u_{\infty}}{\omega^{2}\left(1+\omega^{2}\right)} \\
& {[\cos (S+Y)+\omega \sin (S+Y)]+\frac{2 \mathrm{~m}^{2} u_{\infty}}{\left(1+\omega^{2}\right)\left(4+\omega^{2}\right)}[3 \cos (K+S)} \\
& \left.+\left(\omega-\frac{2}{\omega}\right) \sin (K+S)\right]-\frac{\cos s}{1+\omega^{2}}\left[\frac{\left(2-\omega^{2}\right) u_{\infty}}{4+\omega^{2}}+1-u_{\infty} s\right. \\
& \left.-\frac{m u_{\infty}}{\omega^{2}}\right]-\sin S\left[\frac{3 \omega u_{\infty}}{\left(1+\omega^{2}\right)\left(4+\omega^{2}\right)}+\frac{\omega\left(1-u_{\infty} s\right)}{1+\omega^{2}}-\frac{m u_{\infty}}{\omega\left(1+\omega^{2}\right)}\right. \\
& \left.+\frac{1-u_{\infty} s+2 l_{1}}{\omega}\right]-\frac{m u_{\infty}}{\omega}(1-\cos Y)+2\left(\ell_{0}+1+\ell_{1}\right)  \tag{107}\\
& b_{2}=\frac{m^{2} u_{\infty}}{\omega\left(1+\omega^{2}\right)}[\cos (K+S+Y)+\omega \sin (K+S+Y)]-\frac{m u_{\infty}}{\omega\left(1+\omega^{2}\right)}[\cos (S+Y) \\
& \left.-\frac{\sin (S+Y)}{\omega}\right]+\frac{2 m^{2} u_{\infty}}{\left(1+\omega^{2}\right)\left(4+\omega^{2}\right)}\left[\left(\omega-\frac{2}{\omega}\right) \cos (K+S)-3 \sin (K+S)\right] \\
& -\cos \left\{\left[\frac{3 \omega u_{\infty}}{\left(1+\omega^{2}\right)\left(4+\omega^{2}\right)}+\frac{\omega\left(1-u_{\infty} s\right)}{1+\omega^{2}}-\frac{m u_{\infty}}{\omega\left(1+\omega^{2}\right)}+\frac{1-u_{\infty} s+2 \ell_{1}}{\omega}\right]+\right.
\end{align*}
$$

$$
\begin{align*}
& \frac{\sin S}{1+\omega}\left[\frac{\left(2-\omega^{2}\right) u_{\infty}}{4+\omega^{2}}+1-u_{\infty} s-\frac{m u_{\infty}}{\omega^{2}}\right]-\frac{m u_{\infty} \sin Y}{\omega^{2}}+\frac{1-u_{\infty} s+2 l_{1}}{\omega} \\
& a_{3}=\frac{m u_{\infty}}{\left(1+\omega^{2}\right)^{2}}\left[\left(1-\omega^{2}\right) \cos (K+S)+a \omega \sin (K+S)\right]+\cos s\left[\frac{u_{\infty} k w^{2}}{1+\omega^{2}}\right. \\
& \left.-\frac{u_{\infty}\left(1-\omega^{2}\right)}{\left(1+\omega^{2}\right)^{2}}+\frac{l_{1}}{m}\right]-\sin S\left[\frac{u_{\infty}}{\omega}+\frac{u_{\infty} k \omega}{1+\omega^{2}}+\frac{2 u_{\infty} \omega}{\left(1+\omega^{2}\right)}\right]-\frac{l_{1}}{m} \\
& b_{3}=\frac{\operatorname{mu}_{\infty}}{\left(1+\omega^{2}\right)^{2}}\left[2 \omega \cos (K+s)-\left(1-\omega^{2}\right) \sin (K+s)\right]-\cos s\left[\frac{u_{\infty}}{\omega}+\frac{u_{\infty} k \omega}{1+\omega^{2}}\right. \\
& \left.+\frac{2 u_{\infty} \omega}{\left(1+\omega^{2}\right)^{2}}\right]-\sin s\left[\frac{u_{\infty} k \omega^{2}}{1+\omega^{2}}-\frac{u_{\infty}\left(1-\omega^{2}\right)}{\left(1+\omega^{2}\right)^{2}}+\frac{\ell_{1}}{m}\right]+\left(\ell_{0}+u_{\infty} s+u_{\infty} k\right. \\
& \left.+\frac{l_{1}}{m}\right) \omega+\frac{u_{\infty}}{\omega} \tag{110}
\end{align*}
$$

and from (IV-3)

$$
\begin{gather*}
K=\omega \mathrm{k}=\omega \ln \left(1-\mathrm{s}+\frac{1}{u_{\infty}}\right) \\
\mathrm{S}=\omega \mathrm{s}  \tag{IV-3}\\
Y=\omega \mathrm{y}=\frac{\omega \ell_{1}}{1+(1-s) u_{\infty}}
\end{gather*}
$$

The equation of the surface $(\Sigma)$ could now be obtained by eliminating $\omega$ between the two equations in (104). However, $\omega$ does not occur directly in (104) but occurs in the transcendental forms of

$$
\begin{aligned}
K+S+Y & =\omega(k+s+y) \\
S+Y & =\omega(s+y) \\
K+S & =w(k+s)
\end{aligned}
$$

$$
\begin{align*}
& S=\omega \mathrm{S} \\
& Y=\omega \mathrm{y} \tag{111}
\end{align*}
$$

So it is seen that this elimination becomes impossible and it is necessary to define the surface ( $\Sigma$ ) as defined parametrically by Equation (104). Notice that this system is linear in $g$ and $f$ and this will be useful when considering the numerical solution.

It is reiterated that for the small perturbations, the system can be represented by a point in the six-dimensional ( $g, f, u_{\infty}, l_{0}, l_{1}, s$ ) space of the model parameters and can be either stable or unstable. The stability is determined by the position of the representative point in relation to a threshold surface about which the system oscillates indefinitely. This threshold surface is a portion of the more important surface ( $\Sigma$ ) defined by a system of equations acting as the frequency parameter $\omega$ of a pure oscillatory solution. Knowing ( $\Sigma$ ) and a domain where the system is stable, this domain can be extended until the surface ( $\Sigma$ ) is reached or the surface ( $S$ ), which marks off the impossible domain studied in the previous section, is reached. In this way, the stability envelope can be determined for the physical system.

## CHAPTER V

## EXPERIMENTAL RESULTS

The experimental portion of this investigation was carried out primarily to obtain data to compare with the theoretical predictions of the instability thresholds. However, various experimental results were obtained which did not relate directly to the theoretical predictions of the model.

The first experimental observation made concerned the varying degree of difficulty of adjusting the loop operating parameters to a position such that oscillations would occur. Loop tests utilizing four different heat transfer fluids showed that instabilities were most readily found for Freon-114. Next came Freon-l2 followed by $\mathrm{H}_{2} \mathrm{O}$ and finally $\mathrm{CO}_{2}$. This is verified in the literature by the fact that although extensive critical region studies had been made utilizing $\mathrm{CO}_{2}$, no oscillations had been reported before the work of Walker and Harden ${ }^{29}$.

The reason for these results can be seen in Figures (11-14). Note that at critical pressure $\left|\frac{d p}{d h}\right|$ is largest for Freon-114, next largest for Freon-12, followed by $\mathrm{H}_{2} \mathrm{O}$ and finally $\mathrm{CO}_{2}$. Since the behavior of $\rho(h)$ has been shown to be the fundamental cause of the oscillations, this observation provides agreement between theory and experiment.

The utility of the $(\rho h)_{\max }$ concept for determining experimental instability points was again shown in this study. These experimental instability points were found much easier by making use of this concept. This method was utilized to locate experimental instability points regardless of whether operation was at subcritical or supercritical pressures..

Previous investigators $8,10,24$ have considered (one author pursued this line of thinking) the possibility that a time-varying transfer of heat to the fluid in the heater section was the triggering mechanism for the sustained oscillations encountered. Since it is known from previous investigations (cf. Holman ${ }^{17}$ ) that convective heat transfer coefficients increase greatly in the critical region, it may be necessary to consider the heat capacity of the heater section walls. Considering this, it can be seen that the electrical power input into the heater section is divided into two parts,

$$
\begin{equation*}
W=Q_{\text {fluid }}+Q_{\text {wall }} \tag{112}
\end{equation*}
$$

where

$$
\begin{equation*}
Q_{\text {fluid }}=\bar{h} A\left(T_{\text {wall }}-T_{\text {fluid }}\right) \tag{113}
\end{equation*}
$$

and

$$
\begin{equation*}
Q_{\text {Wall }}=m c_{p} \frac{\partial T}{\partial t} \tag{114}
\end{equation*}
$$

From these equations, it can be seen that if the wall temperature of the heater section varied with time, it would be very important to account for this in the model since this mechanism would act as a "forcing function".

Since the model utilized in this study made no provision for a time-varying wall temperature, this was one of the first goals of the

where
and

$$
\begin{equation*}
45_{5} \quad \stackrel{\pi}{4} \tag{114}
\end{equation*}
$$




"forcing runctior




FIGURE (17) EXTREME PRESSURE OSCILLATION WHEN ACCUMULATOR WAS OUT OF THE CIRCUIT
experimental part of this investigation.
Experimental results from this investigation showed that there was no appreciable oscillation of heater section wall temperature. Results did show that there was a significant wall temperature drop when the loop was operated near the critical region. However, this drop occurred as the critical region was approached and there was no ensuing oscillatory wall temperature even though pressure and flow was oscillatory. These results can be seen in Figure (17). These results were in agreement with Harden ${ }^{15}$ and since flow oscillations were found without oscillatory wall temperatures, it was concluded that this was not the triggering mechanism for the oscillations. Confidence in the model was strengthened by this observation. Fluctuating wall temperatures were noted in this investigation but they occurred only under certain operating conditions and as stated above were not a necessary condition for an oscillatory behavior.

An investigation of the oscillatory frequencies measured experimentally suggested that these frequencies were related to the natural frequencies of various modes of vibration of the loop. Therefore, the undamped natural frequencies for several of these modes were calculated and are found in Appendix VI.

Experimental results showed that the loop oscillation frequencies fell primarily into three frequency ranges:
(a) $0.2-0.3 \mathrm{cps}$
(b) $30.0-45.0 \mathrm{cps}$
(c) $575.0-625.0 \mathrm{cps}$

Although the heating rate, pressure, and other operating parameters
did $\& f^{\prime} f e c t$ the oscillation frequencies, it appears that the definite ranges found above indicate that the loop tends to operate at certain frequencies characteristic of the natural frequencies of certain of its vibrational modes. These three modes are as follows:
(a) Oscillating Manometer - When the loop was idealized as an oscillating manometer, it was found that the calculated natural frequency was not a function of the fluid density, but only of the length of the loop (when $\rho_{L} \gg \rho_{V}$ ). This calculation showed the natural frequency to be 0.276 cps . This corresponds closely to the experimental frequency range found in (a) above.
(b) Acoustic Oscillations - The second group of experimental frequencies in (b) above were found to be related to a pressure wave traveling around the loop. The calculated frequency for an acoustic oscillation was found from the relation $f=\frac{a}{\lambda}$ where $a$ is the velocity of sound in the fluid medium and $\lambda$ is the length of the loop. Acoustic velocities can be calculated for supercritical fluids from the definition $a^{2}=\left(\frac{\partial p}{\partial \rho}\right)_{s}$, whenever thermodynamic data is available. The sonic velocity for water was determined in this manner and is shown in Figure (18) for critical pressure ( 3206.2 psia). Similar data for Freon-114 can be found in Cornelius ${ }^{10}$. The calculated value for a typical Freon-114 run was 44.2 cps and the experimental value was 42.5 cps .
(c) Longitudinal Pipe Vibration - The third mode of vibration was apparently a longitudinal pipe vibration. Experimental values varied in the 575-625 cps range while the calculated value

lies in the $376<\mathrm{f}_{\mathrm{n}}<1404 \mathrm{cps}$ range. It is logical to assume the natural frequency should more closely approach that of a cantilever rather than a circular ring. Hence, one would expect the calculated natural frequency to be closer to the 376 cps value.

Other frequencies were calculated for the various modes and some coupling could have occurred. For example, the calculation for the natural frequency of bending vibrations was in the $0.072<f_{n}<0.457$ cps range. Therefore, it is possible that this mode could have affected the experimental values found in (a) above.

The natural frequency of one other mode was calculated in Appendix VI. This mode was the radial vibration in a pressurized pipe, The calculated natural frequency was $21,500 \mathrm{cps}$. No experimental values were found in this range since the instrumentation was limited to 1000 cps.

One of the results of this study was found not to be in agreement with the results of Garlid et $\frac{12}{12}$. Their results showed that the frequency of oscillations at high pressure were approximately 30 times higher than those at low pressure which, according to them, was in agreement with experiment. In one series of tests with Freon-114 as the heat transfer fluid, the results of this series of tests in the present investigation revealed that as the system pressure varied from 109 - 340 psig, the experimentally measured frequency varied from $0.254-0.276 \mathrm{cps}$.

Further, the conclusion by Quandt ${ }^{24}$ that flow oscillations become less prevalent at higher pressures for two-phase flow was not
substarriated by this investigation.
Subcooling was found to be an important parameter in this study. This parameter was important since it was utilized to describe the thermodynamic state of the fluid. Oscillations were found to occur at all values of subcooling that could be attained in the loop. Oscillations were also found when both the heater section inlet and outlet bulk temperatures corresponded to a fluid in the subcooled liquid state, However, local boiling was occurring even though the bulk temperature was in the subcooled liquid region.

The acoustic oscillations encountered during this investigation occurred primarily in the critical and supercritical thermodynamic regions. However, they were also observed at subcritical pressures. Figures (19-21) show an oscillation of this type at three different chart speeds.

Audible vibrations were also encountered in this investigation, Figure (22) shows a trace of one of these vibrations when audible noises were present. From this figure it can be seen that this is an example of a "beat frequency". This particular waveform occurs because two slightly different frequencies were impressed on the system. It also can be shown (cf. Wylie ${ }^{6}$ ) that the pressure function shown here is almost exactly the product of a sine and a cosine, i.e.,

$$
\begin{equation*}
P=\{A \sin (\varepsilon t)\} \cos \omega t \tag{115}
\end{equation*}
$$

where

$$
\begin{gathered}
A=\text { Amplitude of the wave } \\
\frac{\varepsilon}{2 \pi}=9.1 \mathrm{cps} \\
\frac{\omega}{2 \pi}=179.0 \mathrm{cps}
\end{gathered}
$$

Notice in Equation (115) that the waveform contains a variable amplitude. This type waveform is said to be amplitude modulated thereby giving rise to the noise heard.


FIGURE (19) sLBCRITICAL ACOUSTIC OSCILLATION WITH FREON-114 AT 335 PSIA
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FIGURE (20) SUBCRITICAL ACOUSTIC OSCILLATION WITH FREON-114 AT 335 PSIA


FIGURE (21) SUBCRITICAL ACOUSTIC OSCILLATION WITH FREON-114 AT 335 PSIA
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Figure (22) beating oscillation (audible noise)

CHAPTER VI
COMPARISON OF ANALYTICAL AND EXPERIMENTAL RESULTS

In order to compare the instability envelope determined by solving the set of equations in $\omega$ (104) numerically to obtain the hypersurface $(\Sigma)=\Sigma\left(g, f, u_{\infty}, \ell_{0}, l_{1}, s\right)$ with the experimental results, it was necessary to represent the surface ( $\Sigma$ ) in three space. This was accomplished by setting each of the parameters $\ell_{0}, l_{1}$, and $f$ equal to a constant. It was possible to set $l_{\mathrm{o}}$ and $l_{1}$ equal to a constant since the geometry of the experimental apperatus was not changed during the set of experimental runs. It was possible to set fequal to a constant since this was an inherent assumption in the derivation of the momentum equation (3). Making these simplifications: the surface $(\Sigma)$ is given by

$$
\begin{equation*}
(\Sigma)=\left(u_{\infty}, g, s\right) \tag{116}
\end{equation*}
$$

The surface ( $\Sigma$ ) given by Equation (116) was then solved for numerically over a range of $u_{\infty}, g$, $s$, and the non-dimensional frequency $\omega$ which was comparable to that observed in similar physical systems and comparable to that noted in the experimental portion of this investigation. That portion of the surface $(\Sigma)$ where steady state operation is possible was then delineated by utilizing Equation (94) to give the instability threshold surface. The results of the numerical solution for the surface (S) where steady state operation is possible is shown
in Figures (42-44).
It was determined that the best representation of the surface ( $\Sigma$ ) would be in the $u_{\infty}-g$ plane with $s$ as a parameter. The $u_{\infty}-g$ plane is called the "plane of operation" and is used to represent the surface ( $\Sigma$ ) since it is the most convenient representation to use during the operation of the experimental apparatus. In the two extreme cases, the instability threshold can be approached at a constant power level and a varying entrance velocity or vice versa. In the first case, g would be a constant while $u_{\infty}$ varied. In the second case, the power $W$ can be eliminated between the definitions for $u_{\infty}$ and $g$ to give

$$
\begin{equation*}
u_{\infty}^{2}=c_{1} g \tag{117}
\end{equation*}
$$

where $c_{1}$ is a constant.
Therefore, approaching the instability threshold at constant power, W would be given on the operating plane by a vertical line parallel to the $u_{\infty}$ axis. In the other extreme case, approaching the instability threshold at a constant entrance velocity $U_{\infty}$ would be given on the operating plane by a parabola given by Equation (117). This parabola changes with the value of the entrance velocity $U_{\infty}$ and approaches the $u_{\infty}$ axis as $U_{\infty}$ increases.

In the operation of the natural-circulation loop, the instability threshold is approached along a path shown on the operating plane somewhere between these two limiting cases since the power $W$ and entrance velocity $U_{\infty}$ change simultaneously. The approach to the instability threshold would appear as shown in Figure (23).

The results of the simultaneous numerical solution of the equations in $\omega$ (104) are shown in Figures (25-37) as s varies from 0.0 to 10.0 for $f$ and $g$ as $\mu_{\max }$ varies from $10^{-3}$ to 3.5. The parameter $\mu_{\max }$ is given by


Figure (23) Approach to the Instability Threshold Shown on the Operating Plane

$$
\begin{equation*}
\mu_{\max }=\frac{\omega(\mathrm{s}+\mathrm{k}+\mathrm{z})}{2 \pi} \tag{118}
\end{equation*}
$$

and would become useful when utilized to present a constant frequency representation of the threshold surface.

The value of $f$ was then calculated for the range of parameters of interest in this investigation and found to be 0.973 . Utilizing this value, these curves were transformed to a single representation of the threshold surface shown on the operating plane in Figure (24). This


FIGURE (24) INSTABILITY THRESHOLD ALONG LINES OF CONSTANT $S$



FIGURE (26) $f=f(g)$ FOR $S=0.5$ WITH PARAMETER $u_{\infty}$
f, DIMENSIONLESS FRICTION PARAMETER



FIGURE (28) $\mathrm{f}=\mathrm{f}(\mathrm{g})$ FOR $\mathrm{S}=1.5$ WITH PARAMETER $u_{\infty}$


FIGURE (29) $f=f(g)$ FOR $S=2.0 \quad$ WITH PARAMETER $u_{\infty}$
f, DIMENSIONLESS FRICTION PARAMETER.



FIGLRE (31) $f=f(g) \quad$ FOR $S=4.0$ WITH PARAMETER $u_{\infty}$


FIGURE (32) $f=f(g)$ FOR $S=5.0$ WITH PARAMETER $u_{\infty}$


FIGURE (33) $f=f(g)$ FOR $S=6.0$ WITH PARAMETER $u_{\infty}$


FIGURE (34) $f=f(g) \quad$ FOR $S=7.0$ WITH PARAMETER $u_{\infty}$


FIGURE (35) $f=f(g) \quad$ FOR $S=8.0$ WITH PARAMETER $u_{\infty}$





FIGURE (39) $f=f(g)$ FOR $s=0.0$ WITH PARAMETER $u_{\infty}$


FIGURE (40) $f=f(g)$ FOR $s=0.5$ WITH PARAMETER $u_{\infty}$ (LOW FREQUENCY)


FIGURE (41) $\mathrm{f}=\mathrm{f}(\mathrm{g})$ FOR $\mathrm{S}=1.0$ WITH PARAMETER $u_{\infty}$


FIGURE (42) $f=f(g)$ FOR $S=0.0$ WITH PARAMETER $u_{\infty}$ aT STEADY STATE


was accomplished by determining the value of $g$ for the intersection of the line given by $f=0.973$ and the $i_{\infty}=$ constant curves. This was carried out for each value of the subcooling from 0.0 to 10.0 as shown in Figure (24). Also shown on this figure are several instability points taken during various random runs mede with Freon-12 and Freon-114 as the heat transfer fluid. In this figure, the stable region for a constant subcooling $s$ is above and to the left of that constant subcooling line while the unstable region is to the right and below the line. The regions of stability and instability were in agreement with experimental runs made in this investigation and can also be shown analytically. The analytical study of this is made in Appendix X. It should be noted from Figure (24) that the higher the subcooling, the less area on the plane of operation which corresponds to the stability region.

Figures (39-41) were obtained in the same manner as Figures (2537) except that the frequency range for these solutions was lower than that for Figures (25-37). It should also be noted that the nondimensional subcooling range is less ( 0.0 to 1.0 ). The results of these figures are shown on the operating plane in Figure (38). This shows that there are various "levels" of instability which can be represented on the operating plane depending on the frequency. The instability threshold represented in Figure (38) did not compare with any experimental instability points found in this investigation. It was not possible to reach $u_{\infty}$ values shown in Figure (38) in the naturalcirculation loop utilized in this investigation.

A series of runs were made and the experimental instability points
were determined for the natural-circulation loop from experimental data taken during constant pressure runs with Freon-ll4 as the heat transfer fluid. These runs were convenient to make since the hydraulic accumulator was utilized to maintain a constant pressure until the instability point was reached. These experimental instability points are compared to the threshold surface given by Equation (116) by plotting $u_{\infty}=u_{\infty}(g)$ with $s$ as a parameter for a constant pressure condition. Since the subcooling $s$ varies during a constant pressure run, the analytical representation of the threshold surface is given at discrete values of $s$ for which a numerical solution was obtained. This comparison was made for two subcritical pressures (310 and 400 psia) in Figures (45) and (46). This comparison was also made for five supercritical pressures ( 480 to 575 psia) in Figures (47-51). Note that the 480 and 495 psia runs are shown on the same Figure (47). This was necessary because of the relatively few data points taken at these pressures and since the theoretical curves are nearly coincident at these pressures. It should be noted from these figures that the agreement between experiment and theory at the higher pressures ( 575 psia) is not as good as at the lower pressures. This is due to the fact that the representation of the equation of state is not as accurate at the higher pressures. Also note that the agreement obtained for subcritical and supercritical pressures is quite similar. Therefore, this model is quite applicable to critical and supercriticai filuids as long as the pressure is low enough that the representation of the equation of state remains in good accord with the model equation of state.

A series of runs were also made and the experimental instability


FIGURE (45) COMPARISON OF THEORETICAL AND EXPERIMENTAL RESULTS
WITH FREON-114 AT 310 PSIA


FIGURE (46) COMPARISON OF THEORETICAL AND EXPERIMENTAL RESULTS
WITH FREON-114 AT 400 PSIA



FIGURE (48) COMPARISON OF THEORETICAL AND EXPERIMENTAL RESULTS
WITH FREON-114 AT 520 PSIA


FIGURE (49) COMPARISON OF THEORETICAL AND EXPERIMENTAL RESULTS
WITH FREON-114 AT 525 PSIA


FIGLRE (50) COMPARISON OF THEORETICAL AND EXPERIMENTAL RESULTS
WITH FREON-114 AT 555 PSIA

points were determined for the natural-circuistion loop from experimental data taken during constant pressure runs with $\mathrm{H}_{2} \mathrm{O}$ as the heat transfer fluid. The results obtained utilizing this fluid were similar to those obtained utilizing Freon-114. A comparison of theoretical and experimental results for two subcritical pressures (1740 and 2215 psia) in Figures (52) and (53) shows good agreement.

Unfortunately, experimental data was not obtained for water at supercritical pressures. However, this author can see no reason why this data should not be in agreement with subcritical data just as the Freon-114 data was.

Originally, it was planned to take experimental data for one other fluid $\left(\mathrm{CO}_{2}\right)$. However, it was not possible to take this data since the desired subcooling could not be attained in the natural-circulation loop without extensive modification.


FIGURE (52) COMPARISON OF THEORETICAL AND EXPERIMENTAL RESULTS
WITH WATER AT 1740 PSIA


FIGURE (53) COMPARISON OF THEORETICAL AND EXPERIMENTAL RESULTS
WITH WATER AT 2215 PSIA

## CHAPTER VII

## CONCLUSIONS

The "density effect" model was utilized to predict pressure and flow oscillations in a natural-circulation loop at both subcritical and supercritical pressures. Three different fluids were successfully utilized as the heat transfer fluid in the experimental apparatus.

The following conclusions were reached on the basis of this investigation:
(1) The density effect model will accurately predict the instability threshold of a natural-circulation loop.
(2) Heater section wall temperature oscillations are not the triggering mechanism for the pressure and flow oscillations since these oscillations were observed without accompanying filuctuations of heater section wall temperature.
(3) The energy density maximum, $(o h)_{\max }$, theory of Harden is of great utility in determining experimentally the pressure and flow oscillations in a natural-circulation loop,
(4) The frequencies of oscillation of the natural-circulation loop are related to the natural frequency of the various modes of vibration of the loop.
(5) The density effect model applies to the critical region as
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well as to the subcritical thermodynamic region and gives comparable results for the two regions.
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## APPENDIX I

THE GENERAL MOMENTUM EQUATION

This equation is given by (28)

$$
\begin{equation*}
\Delta p=\int_{-l}^{1+l_{0}}\left[\frac{\partial u}{\partial t}+\frac{u}{\theta}+g+f u^{2}\right] \rho d z \tag{I-I}
\end{equation*}
$$

and it will be utilized to calculate the pressure drop in each zone.
(1) Upstream Adiabatic Zone. This equation has already been established in (72).

$$
\begin{equation*}
\Delta p_{U . A . S .}=\left[\frac{d u_{0}}{d t}+g+f u_{0}^{2}\right] \ell_{0} \tag{I-2}
\end{equation*}
$$

(2) Constant Density Heated Zone. For this zone, the set of equations (43) are valid and

$$
\begin{array}{ll}
u=u_{0}(t) & \rho=1 \\
\lambda(t)=\int_{t-s}^{t} u_{0}(x) d x & \theta \rightarrow \infty \tag{I-3}
\end{array}
$$

Applying these relations to the heated section where the density is constant, i.e., from 0 to $\lambda(t)$, substitution of (I-3) into (I-1) gives

$$
\Delta p_{U . H . S .}=\int_{0}^{\lambda}\left[\frac{d u_{0}}{d t}+g+f u_{0}^{2}\right] d z
$$

Integrating

$$
=\left[\frac{d u_{0}}{d t}+g+f u_{0}^{2}\right] \int_{0}^{\lambda} d z
$$

and

$$
\begin{equation*}
\Delta p_{\text {U.H.S. }}=\left[\frac{d u_{o}}{d t}+g+f u_{o}^{2}\right] \lambda \tag{I-4}
\end{equation*}
$$

(3) Variable Density Heated Zone. For this zone, the set of equations (55) are valid and

$$
\begin{align*}
& \rho=\rho(z, t) \quad \theta=1 \\
& u=u_{0}(t)-\lambda(t)+z \tag{I-5}
\end{align*}
$$

Substituting (I-5) into (I-1) gives

$$
\begin{aligned}
\Delta p_{\text {D.H.S. }} & =\int_{\lambda(t)}^{1}\left[\frac{d u_{0}}{d t}-\frac{d \lambda}{d t}+u_{0}-\lambda+z+g+f\left(u_{0}-\lambda+z\right)^{2}\right] \rho d z \\
& =\left\{\left[\frac{d u_{0}}{d t}+u_{0}+g+f u_{0}^{2}\right]-\left[\frac{d \lambda}{d t}+\lambda\left(1+2 f u_{0}\right)-f \lambda^{2}\right]\right\} \\
& \int_{\lambda(t)}^{1} \rho d z+\left\{\left(1+2 f u_{0}\right)-2 f \lambda\right\} \int_{\lambda(t)}^{1} \rho z d z+f \int_{\lambda(t)}^{1} \rho z^{2} d z
\end{aligned}
$$

The following quantities are defined:

$$
\begin{align*}
& \int_{\lambda(t)}^{1} \rho d z \equiv \xi(t) \\
& \int_{\lambda(t)}^{1} \rho z d z \equiv \eta(t)  \tag{I-6}\\
& \int_{\lambda(t)}^{1} \rho z^{2} d z \equiv \zeta(t)
\end{align*}
$$

Utilizing these definitions (I-6)
$\Delta p_{\text {D.H.S. }}=\left[\frac{d u_{0}}{d t}+u_{0}+g+f u_{0}^{2}\right] s-\left[\frac{d \lambda}{d t}+\lambda\left(1+2 f u_{0}\right)-f \lambda^{2}\right] g$

$$
\begin{equation*}
+\left[1+2 f u_{0}\right] \eta-[2 f \lambda] \eta+[f] 5 \tag{I-7}
\end{equation*}
$$

(4) Downstream Adiabatic Zone. For this zone, the set of equations (60) are valid and

$$
\begin{align*}
& u=u_{0}-\lambda+1 \quad \rho=\rho(z, t)  \tag{I-8}\\
& \theta \rightarrow \infty
\end{align*}
$$

Substituting (I-8) into (I-1) gives

$$
\Delta p_{\text {D.A.S. }}=\int_{1}^{1+l_{1}}\left[\frac{d u_{0}}{d t}-\frac{d \lambda}{d t}+g+f\left(u_{0}-\lambda+1\right)^{2}\right] \rho d z
$$

By defining

$$
\begin{equation*}
\int_{1}^{1+l_{1}} \rho d z \equiv \xi_{1}(t) \tag{I-9}
\end{equation*}
$$

the following expression is obtained
$\Delta p_{\text {D.A.S. }}=\left[\frac{d u_{0}}{d t}+g+f\left(u_{0}+1\right)^{2}\right] \xi_{I}-\left[\frac{d \lambda}{d t}+2 f\left(u_{0}+1\right) \lambda-f \lambda^{2}\right] \xi_{1}$

Now by utilizing a steady state and a transient component of the velocity $u_{o}(t)$

$$
\begin{equation*}
u_{o}(t)=u_{\infty}+v(t) \tag{67}
\end{equation*}
$$

as was given in (67), the total pressure drop throughout the four sections is obtained by adding (I-2), (I-4), (I-7), and (I-10). $\Delta p=\left[\frac{d v}{d t}+g+f\left(u_{\infty}+v\right)^{2}\right] \ell_{0}+\left[\frac{d v}{d t}+g+f\left(u_{\infty}+v\right)^{2}\right] \lambda+\left[\frac{d v}{d t}+u_{\infty}\right.$
$\left.+v+g+f\left(u_{\infty}+v\right)^{2}\right] \xi-\left[\frac{d \lambda}{d t}+\lambda\left(1+2 f\left\{u_{\infty}+v\right\}\right)-f \lambda^{2}\right] \xi+$
$\left[1+2 f\left(u_{\infty}+v\right)\right] \eta-2 f \lambda \eta+f \zeta+\left[\frac{d v}{d t}+g+f\left(u_{\infty}+v+1\right)^{2}\right] \xi_{1}$
$-\left[\frac{d \lambda}{d t}+2 f \lambda\left(u_{\infty}+v+1\right)-f \lambda^{2}\right] \xi_{1}$
At steady state, $v \rightarrow 0$ in the above equation and $\lambda \rightarrow \lambda_{0}, \xi \rightarrow \xi_{0}$, $\eta \rightarrow \eta_{0}, \zeta \rightarrow \zeta_{0}$, and $\xi_{1} \rightarrow \xi_{10^{\circ}}$. With these substitutions, the following
expression results:

$$
\begin{align*}
\Delta p_{s s}= & {\left[g+f u_{\infty}^{2}\right]\left(\ell_{0}+\lambda_{0}\right)+\left[u_{\infty}+g+f u_{\infty}^{2}\right] \xi_{0}+\left[1+2 f u_{\infty}\right] \eta_{0} } \\
& +f \zeta_{0}+\left[g+f\left(u_{\infty}+1\right)^{2}\right] \xi_{10}-\left[1+2 f u_{\infty}\right] \lambda_{0} \xi_{0}+f \lambda_{0} \xi_{0} \\
& -2 f \lambda_{0} \eta_{0}-2 f\left(u_{\infty}+1\right) \lambda_{0} \xi_{10}+f \lambda_{0} \xi_{10} \tag{I-12}
\end{align*}
$$

The pressure drops (I-11) and (I-12) are equated to obtain

$$
\begin{align*}
& {\left[\frac{d v}{d t}+f v\left(2 u_{\infty}+v\right)\right]\left(\imath_{0}+\lambda+\xi+\xi_{1}\right)+\left[g+f u_{\infty}{ }^{2}\right] \lambda+v \bar{f}+\left[u_{\infty}+g+f u_{\infty}^{2}\right] \xi} \\
& +2 f v \eta+\left[1+2 f u_{\infty}\right] \eta+f f+2 f v \xi_{1}+\left[g+f\left(u_{\infty}+1\right)^{2}\right] \xi_{1}-\frac{d \lambda}{d t}\left(\xi+\xi_{1}\right) \\
& -2 f v \lambda \xi-\left(1+2 f u_{\infty}\right) \lambda \xi+[f] \lambda \lambda_{\xi}-2 f \lambda \eta-2 f v \lambda \xi_{1}-2 f\left(u_{\infty}+1\right) \lambda \xi_{1}+ \\
& {[f] \lambda^{2} \xi_{1}=\left[g+f u_{\infty}{ }^{2}\right] \lambda_{0}+\left[u_{\infty}+g+f u_{\infty}^{2}\right] \xi_{0}+\left[1+2 f u_{\infty}\right] \eta_{0}+f \xi_{0}+} \\
& {\left[g+f\left(u_{\infty}+1\right)^{2}\right] \xi_{10}-\left[1+2 f u_{\infty}\right] \lambda_{0} \xi_{0}+[f] \lambda_{0}{ }^{2} \xi_{0}-[2 f] \lambda_{0} \eta_{0}-} \\
& {\left[2 f\left(u_{\infty}+1\right)\right] \lambda_{0} \xi_{10}+[f] \lambda_{0}^{2} \xi_{10}} \tag{I-13}
\end{align*}
$$

By rearranging (I-13), the following expression is obtained:

$$
\begin{aligned}
& -\frac{d v}{d t}=f v\left(2 u_{\infty}+v\right)+\frac{v \xi}{\ell_{0}+\lambda+\xi+\xi_{1}}+2 f v \frac{\eta+\xi_{1}}{\ell_{0}+\lambda+\xi+\xi_{1}}+ \\
& \quad\left(u_{\infty}+g+f u_{\infty}{ }^{2}\right) \frac{\xi-\xi_{0}}{\ell_{0}+\lambda+\xi+\xi_{1}}+\left(1+2 f u_{\infty}\right) \frac{\eta-\eta_{0}}{\ell_{0}+\lambda+\xi+\xi_{1}} \\
& +f \frac{\zeta-\zeta_{0}}{\ell_{0}+\lambda+\xi+\xi_{1}}+\left[g+f\left(u_{\infty}+1\right)^{2}\right] \frac{\xi_{1}-\xi_{10}}{l_{0}+\lambda+\xi+\xi_{1}}-\frac{d \lambda}{d t} \frac{\xi+\xi_{1}}{l_{0}+\lambda+\xi+\xi_{1}} \\
& -
\end{aligned}
$$

$$
\begin{align*}
& \frac{\lambda \xi-\lambda_{0} \xi_{0}}{i_{0}+\lambda+\xi+\xi_{1}}+1 \frac{\lambda^{2} \xi-\lambda_{0}^{2} \xi_{0}}{l_{0}+\lambda+\xi+\xi_{1}}-2 f \frac{\lambda \eta-\lambda_{0} \eta_{0}}{\ell_{0}+\lambda+\xi+\xi_{1}}-2 f\left(u_{\infty}+1\right) \\
& \frac{\lambda \xi_{1}-\lambda_{0} \xi_{10}}{l_{0}+\lambda+\xi+\xi_{1}}+\frac{\lambda^{2} \xi_{1}-\lambda_{0}^{2} \xi_{10}}{l_{0}+\lambda+\xi+\xi_{1}} \tag{I-14}
\end{align*}
$$

## APPENDIX II

## STEADI STATE RECIME

(1) Expression For $\lambda_{0}$. From the set of equintions (43)

$$
\begin{equation*}
\lambda(t)=\int_{t-s}^{t} u_{0}(x) d x \tag{II-1}
\end{equation*}
$$

At steady state, $u_{0}=u_{\infty} ;$ therefore, (II-1) gives

$$
\lambda_{0}(t)=\int_{t-s}^{t} u_{\infty} d x
$$

and

$$
\begin{equation*}
\lambda_{0}=r_{\infty} s \tag{II-2}
\end{equation*}
$$

This imposes an important condition on $\mathrm{u}_{\infty}$ since (43) requires

$$
\lambda<1
$$

therefore, (II-E) imposes the condition

$$
\begin{equation*}
u_{\infty} s<1 \tag{II-3}
\end{equation*}
$$

since it is necessary that $\lambda_{0}<1$. If this is not the case, the density will be constant throughout the heated section and an oscillatory solution is impossible as shown in Appendix $V$.
(2) Expression For $\bar{\xi}_{0}$. From the definition (I-6)

$$
\begin{equation*}
\xi(t)=\int_{\lambda(t)}^{1} \rho d z \tag{II-4}
\end{equation*}
$$

For the region between $\lambda(t)$ and $l$, the set of equetions (55) are valid
and

$$
\begin{equation*}
\rho=e^{-(t-\tau)} \tag{II-5}
\end{equation*}
$$

together with

$$
\begin{equation*}
z^{\prime}(t, \tau)=\lambda(\tau) e^{t-\tau}+e^{t} \int_{\tau}^{t} e^{-x}\left[u_{0}(x)-\lambda(x)\right] d x \tag{II-5}
\end{equation*}
$$

For the steady state regime,

$$
\begin{aligned}
z(t, \tau) & =\lambda_{0} e^{t-\tau}+e^{t} \int_{\tau}^{t} e^{-x}\left[u_{\infty}-\lambda_{0}\right] d x \\
& =\lambda_{0} e^{t-\tau}+\left.\left(u_{\infty}-\lambda_{0}\right) e^{t}\left[-e^{-x}\right]\right|_{\tau} ^{t}
\end{aligned}
$$

and̉

$$
z(t, \tau)=u_{\infty} e^{t-\tau}-u_{\infty}+\lambda_{c}
$$

Substituting from (II-2)

$$
\begin{equation*}
z(t, T)=u_{\infty}\left(e^{t-\tau}+s-I\right) \tag{II-6}
\end{equation*}
$$

Taking into account the expressior for $\rho$ frm (II-5),

$$
\begin{equation*}
\frac{1}{\rho}=1-s+\frac{z}{u_{\infty}} \tag{II-7}
\end{equation*}
$$

From (II-4), the following expression is deduced,

$$
\begin{equation*}
\xi_{0}=\int_{\lambda_{0}}^{1} \rho d z \tag{II-8}
\end{equation*}
$$

therefore, from (II-2), (II-7), and (II-8) it is found that

$$
\begin{gathered}
\xi_{0}=\int_{u_{\infty} s}^{l} \frac{d z}{l-s+\frac{z}{u_{\infty}}} \\
=\left.u_{\infty} \ln \left(1-s+\frac{z}{u_{\infty}}\right)\right|_{u_{\infty} s} ^{l}
\end{gathered}
$$

and

$$
\begin{equation*}
\xi_{0}=u_{\infty} \ln \left(I-s+\frac{I}{u_{\infty}}\right) \tag{II-9}
\end{equation*}
$$

This expression cen be simplified by letting

$$
\begin{gather*}
m \equiv 1-s+\frac{1}{u_{\infty}}  \tag{II-10}\\
k \equiv \ln m
\end{gather*}
$$

According to (II-3),

$$
\mathrm{s}<\frac{1}{u_{\infty}}
$$

therefore, (II-10) shows

$$
\begin{align*}
& m>1  \tag{II-II}\\
& k>0
\end{align*}
$$

Finally, with the definitions (II-10), Equation (II-9) gives

$$
\begin{equation*}
\xi_{0}=u_{\infty} k \tag{II-12}
\end{equation*}
$$

(3) Expression For $\eta_{0}$. From the definition of $\eta$ (I-6),

$$
\eta_{0}=\int_{\lambda_{0}}^{1} \rho z \mathrm{dz}
$$

therefore,

$$
\eta_{0}=\int_{\lambda_{0}}^{1} \frac{z d z}{1-s+\frac{z}{u_{\infty}}}
$$

Integrating

$$
\begin{aligned}
\eta_{0} & =\left.u_{\infty} 2\left[1-s+\frac{x}{u_{\infty}}-(1-s) \ln \left(1-s+\frac{x}{u_{\infty}}\right)\right]\right|_{u_{\infty} s} ^{1} \\
& =u_{\infty}\left[1-\lambda_{0}-(1-s)\left\{u_{\infty} \ln \left(1-s+\frac{1}{u_{\infty}}\right)\right\}\right]
\end{aligned}
$$

and

$$
\begin{equation*}
\eta_{0}=u_{\infty}\left[1=\lambda_{0}-(1-s) \xi_{0}\right] \tag{II-13}
\end{equation*}
$$

Solving for the expression given in Equation (91),

$$
\begin{equation*}
\pi_{0}-\lambda_{0} \xi_{0}=u_{\infty}\left(1-\lambda_{0}-\xi_{0}\right) \tag{II-14}
\end{equation*}
$$

sirce $\lambda_{0}=u_{\infty} s$.
(4) Expression For $\zeta_{0}$. From the definition of $\zeta$ (I-6),

$$
\sigma_{0}=\int_{\lambda_{0}}^{1} \rho z^{2} d z
$$

therefore,

$$
\begin{aligned}
\zeta_{0} & =\int_{\lambda_{0}}^{1} \frac{z^{2} d z}{1-s+\frac{z}{u_{\infty}}} \\
& =\int_{\lambda_{0}}^{1} u_{\infty} z d z+u_{\infty}(s-1) \int_{\lambda_{0}}^{1} \frac{z d z}{1-s+\frac{z}{u_{\infty}}}
\end{aligned}
$$

and

$$
\zeta_{0}=\left.\frac{u_{\infty}}{2} z^{2}\right|_{\lambda_{0}} ^{1}-u_{\infty}(1-s) \int_{\lambda_{0}}^{1} \frac{z d z}{1-s+\frac{z}{u_{\infty}}}
$$

where the second integral is equal to $\pi_{0}$ as seen in section (3); therefore,

$$
\begin{equation*}
\zeta_{0}=u_{\infty}\left\{\left(\frac{1-\lambda_{0}^{2}}{2}\right)-(I-s) \eta_{0}\right\} \tag{II-15}
\end{equation*}
$$

Solving for the expression given in Equation (92),

$$
\zeta_{0}-2 \lambda_{0} \eta_{0}+\lambda_{0}^{2} \xi_{0}=\zeta_{0}-\lambda_{0} \eta_{0}-\lambda_{0}\left(\eta_{0}-\lambda_{0} \xi_{0}\right)
$$

Expanding the right side by substitution for $\zeta_{0}$ from (II-15) gives

$$
=u_{\infty}\left(\frac{1-\lambda_{0}^{2}}{2}\right)-u_{\infty} \eta_{0}-\lambda_{0}\left(\eta_{0}-\lambda_{0} \xi_{0}\right)
$$

Substituting from (II-14)

$$
\begin{aligned}
& =u_{\infty}\left[\left(\frac{1-\lambda_{0}^{2}}{2}\right)-\eta_{0}\right]-\lambda_{0} u_{\infty}\left(1-\lambda_{0}-\xi_{0}\right) \\
& =u_{\infty}\left[\frac{1}{2}\left(1-\lambda_{0}{ }^{2}-2 \lambda_{0}+2 \lambda_{0}^{2}\right)-\left(\eta_{0}-\lambda_{0} \xi_{0}\right)\right]
\end{aligned}
$$

Again by substituting from (II-14),

$$
\begin{equation*}
\zeta_{0}-2 \lambda_{0} \eta_{0}+\lambda_{0}^{2} \xi_{0}=u_{\infty}\left[\frac{\left(1-\lambda_{0}\right)^{2}}{2}-u_{\infty}\left(1-\lambda_{0}-\xi_{0}\right)\right] . \tag{II-16}
\end{equation*}
$$

(5) Expression For $\boldsymbol{\xi}_{10}$. From the definition of $\boldsymbol{\xi}_{1}$ (I-9),

$$
\xi_{10}=\int_{1}^{1+l_{1}} \rho \mathrm{dz}
$$

The density for this region can be found by substituting $z=1$ into (II-7) to give

$$
s_{10}=\int_{1}^{1+l_{1}} \frac{d z}{1-s+\frac{1}{u_{\infty}}}
$$

and

$$
\begin{equation*}
s_{10}=\frac{\ell_{1}}{1-s+\frac{1}{u_{\infty}}} \tag{II-17}
\end{equation*}
$$

From (II-10) it can be seen that

$$
\begin{equation*}
\xi_{10}=\frac{\ell_{1}}{m} \tag{II-18}
\end{equation*}
$$

(6) Steady State Criterion Calculations. The expression for $\Delta p$ is given by Equation (93):

$$
\begin{align*}
\Delta \mathrm{p}=g\left(l_{0}\right. & \left.+\lambda_{0}+\xi_{0}+\xi_{10}\right)+u_{\infty}\left(1-\lambda_{0}\right)+f\left[\frac{u_{\infty}}{2}\left(1-\lambda_{0}\right)^{2}\right. \\
& \left.+u_{\infty}^{2}\left(1+l_{0}\right)+\left(u_{\infty}+1-\lambda_{0}\right)^{2} \xi_{10}\right] \tag{II-19}
\end{align*}
$$

Multiplying (II-10) by $u_{\infty}$,

$$
\begin{equation*}
u_{\infty}+1-\lambda_{0}=m u_{\infty} \tag{II-20}
\end{equation*}
$$

Utilizing (II-18) and (II-20) in (II-19), the following expression is obtained:

$$
\begin{align*}
\Delta p=g\left(\ell_{0}+\lambda_{0}\right. & \left.+\xi_{0}+\xi_{10}\right)+u_{\infty}\left(1-\lambda_{0}\right)+f u_{\infty}^{2}\left(\ell_{0}+1\right) \\
& +f \frac{u_{\infty}}{2}\left(1-\lambda_{0}\right)^{2}+f \ell_{1} m u_{\infty}^{2} \tag{II-21}
\end{align*}
$$

Differentiating

$$
\begin{gather*}
\frac{\partial(\Delta p)}{\partial u_{\infty}}=g\left[\frac{\partial \lambda_{0}}{\partial u_{\infty}}+\frac{\partial \xi_{0}}{\partial u_{\infty}}+\frac{\partial \xi_{10}}{\partial u_{\infty}}\right]+u_{\infty}\left(-\frac{\partial \lambda_{0}}{\partial u_{\infty}}\right)+\left(1-\lambda_{0}\right) \\
+\left(\ell_{0}+1\right) 2 u_{\infty} f-f u_{\infty}\left(1-\lambda_{0}\right) \frac{\partial \lambda_{0}}{\partial u_{\infty}}+\left(1-\lambda_{0}^{2}\right) \frac{f}{2} \\
+2 f \ell_{1} m u_{\infty}+u_{\infty}^{2} f \ell_{1} \frac{\partial m}{\partial u_{\infty}} \tag{II-22}
\end{gather*}
$$

The first derivatives appearing in (II-22) are calculated as follows: from (II-2)

$$
\begin{align*}
& \lambda_{0}=u_{\infty} s \\
& \frac{\partial \lambda_{0}}{\partial u_{\infty}}=s \tag{II-23}
\end{align*}
$$

from (II-10)

$$
\begin{gather*}
m=1-s+\frac{1}{u_{\infty}} \\
\frac{\partial m}{\partial u_{\infty}}=-\frac{l}{u_{\infty}^{2}} \tag{II-24}
\end{gather*}
$$

from (II-10) and (II-12)

$$
\begin{gathered}
\xi_{0}=u_{\infty} k=u_{\infty} \ln m \\
\frac{\partial \xi_{0}}{\partial u_{\infty}}=\left(u_{\infty}\right)\left(\frac{1}{m}\right) \frac{\partial m}{\partial u_{\infty}}+\ln m
\end{gathered}
$$

and from (II-24)

$$
\begin{equation*}
\frac{\partial \xi_{o}}{\partial u_{\infty}}=k-\frac{1}{m u_{\infty}} \tag{II-25}
\end{equation*}
$$

From (II-18)

$$
\begin{gathered}
\frac{\partial \xi_{10}}{\partial u_{\infty}}=\ell_{1} \frac{\partial\left(\frac{1}{m}\right)}{\partial u_{\infty}}=\ell_{1} \frac{\partial}{\partial u_{\infty}}\left\{\frac{1}{\left.1-s+\frac{1}{u_{\infty}}\right\}}\right. \\
=\frac{-\ell_{1}\left(-\frac{1}{u_{\infty}{ }^{2}}\right)}{\left(1-s+\frac{1}{u_{\infty}}\right)^{2}}
\end{gathered}
$$

and

$$
\begin{equation*}
\frac{\partial \xi_{10}}{\partial u_{\infty}}=\frac{\ell_{1}}{\left(m_{\infty}\right)^{2}} \tag{II-26}
\end{equation*}
$$

Substitution of the derivatives (II-23) through (II-26) into (II-22)
gives, after simplification,

$$
\begin{align*}
& \frac{\partial(\Delta \mathrm{p})}{\partial u_{\infty}}=g\left[s+k-\frac{I}{m u_{\infty}}+\frac{\ell_{1}}{\left(m u_{\infty}\right)^{2}}\right]+\left(1-2 \lambda_{0}\right)+2 f u_{\infty} \\
& {\left[\ell_{0}+1+\ell_{1}(1-s)\right]+\frac{f}{2}\left(1-\lambda_{0}\right)\left(1-3 \lambda_{0}\right)+f \ell_{1}} \tag{II-27}
\end{align*}
$$

## APPENDIX III

ITHE GENERAL EQUATION IN C

The equation in $c$ is the form taken by Equation (88),

$$
\begin{align*}
& \left(\ell_{0}+\lambda+\xi+\xi_{I}\right) \frac{d v}{d t}+f\left(\ell_{0}+\lambda+\xi+\xi_{1}\right)\left(2 u_{\infty}+v\right) v+\left(v-\frac{d \lambda}{d t}\right) \xi \\
& \quad-\frac{d \lambda}{d t} \xi_{1}+2 f v\left[\eta-\lambda \xi+\xi_{I}(1-\lambda)\right]+u_{\infty}\left(\xi-\xi_{0}\right)+\left(g+f u_{\infty}^{2}\right) \\
& \left(\xi+\lambda-\xi_{0}-\lambda_{0}\right)+\left(1+2 f u_{\infty}\right)\left[\eta-\lambda \xi-\left(\eta_{0}-\lambda_{0} \xi_{0}\right)\right]+f \\
& \quad\left[\left(\zeta-2 \lambda \eta+\lambda^{2} \xi\right)-\left(\xi_{0}-2 \lambda_{0} \eta_{0}+\lambda_{0}^{2} \xi_{0}\right)\right]+\left[g+f\left(u_{\infty}+1\right)^{2}\right]\left(\xi_{I}-\xi_{10}\right) \\
& \quad-2 f\left(u_{\infty}+1\right)\left(\lambda \xi_{1}-\lambda_{0} \xi_{10}\right)+f\left(\lambda^{2} \xi_{1}-\lambda_{0}^{2} \xi_{10}\right)=0 \tag{88}
\end{align*}
$$

when the transient component of the velocity is taken as $v=v_{0} e^{c t}$ deduced from

$$
\begin{equation*}
u_{0}=u_{\infty}+v_{0} e^{c t} \tag{71}
\end{equation*}
$$

by neglecting second order terms.
It will be assumed that $c \neq 0, c \neq 1, c \neq 2$ so that a general equation can be developed. Otherwise some terms in the equation would approach zero thereby giving a special case of the general problem.
(1) Expressions For $\lambda$ and $\frac{d \lambda}{d t}$. From Equation (43)

$$
\lambda(t)=\int_{t-s}^{t} u_{0}(x) d x
$$

Substituting for $u_{0}(x)$ from Equation (71)

$$
\begin{aligned}
& \lambda(t)=\int_{t-s}^{t}\left[u_{\infty}+v_{0} e^{c x}\right] d x \\
& =\left.u_{\infty} x\right|_{t-s} ^{t}+\left.\frac{v_{0}}{c} e^{c x}\right|_{t-s} ^{t}
\end{aligned}
$$

and

$$
\lambda(t)=\lambda_{0}+\frac{v_{0} e^{c t}}{c}\left\{1-e^{-c s\}}\right.
$$

Adopting the notation

$$
\begin{equation*}
E_{s} \equiv e^{-c s} \tag{III-I}
\end{equation*}
$$

the following expression is obtained

$$
\begin{equation*}
\lambda(t)=\lambda_{0}+\frac{v_{o} e^{c t}}{c}\left(1-E_{s}\right) \tag{III-2}
\end{equation*}
$$

- Differentiating (III-2)

$$
\begin{equation*}
\frac{d \lambda}{d t}=v_{0} e^{c t}\left(1-E_{s}\right) \tag{III-3}
\end{equation*}
$$

(2) Expression For 5. By definition

$$
\begin{equation*}
\xi \equiv \int_{\lambda(t)}^{1} \rho d z \tag{I-6}
\end{equation*}
$$

$\rho$ is a function of $z$ and $t$ and (55) gives

$$
\begin{gather*}
\rho=e^{-(t-\tau)} \\
z(t, \tau)=\lambda(\tau) e^{t-\tau}+e^{t} \int_{\tau}^{t} e^{-x}\left[u_{0}(x)-\lambda(x)\right] d x \tag{55}
\end{gather*}
$$

Evaluating the integral in Equation (55) by substituting for $u_{0}$ from Equation (71) and $\lambda$ from (III-2) gives

$$
\int_{\tau}^{t} e^{-x}\left[u_{0}(x)-\lambda(x)\right] d x=\int_{\tau}^{t} e^{-x}\left[u_{\infty}+v_{0} e^{c x}-\lambda_{0}-\right.
$$

$$
\left.\frac{v_{0} e^{c x}}{c}\left(1-E_{s}\right)\right] d x
$$

and

$$
=\int_{\tau}^{t}\left(u_{\infty}-\lambda_{0}\right) e^{-x} d x+v_{0}-\frac{v_{0}}{c}\left(1-E_{s}\right) \int_{\tau}^{t} e^{(c-1) x} d x
$$

finally,

$$
\begin{gathered}
=u_{\infty}(1-s)\left(e^{-\tau}-e^{-t}\right)+\frac{v_{o}}{c-1}\left\{1-\frac{\left(1-E_{s}\right)}{c}\right\} \\
\left\{e^{(c-1) t}-e^{(c-1) \tau}\right\}
\end{gathered}
$$

Substituting this into the expression for $z$ (55)

$$
\begin{aligned}
z(t, \tau)= & {\left[\lambda_{0}+\frac{v_{0} e^{c \tau}}{c}\left(1-E_{s}\right)\right] e^{t-\tau}+u_{\infty}(1-s)\left(e^{t-\tau}-1\right) } \\
& +\frac{v_{0}}{c-1}\left[1-\frac{\left(1-E_{s}\right)}{c}\right]\left\{e^{-t(1-c)} e^{t}-e^{-\tau(1-c)} e^{t}\right\}
\end{aligned}
$$

After algebraic manipulation, the following is obtained
$z(t, \tau)=u_{\infty}\left(e^{t-\tau}+s-1\right)+v_{0} e^{c t}\left[\frac{E_{s} e^{(1-c)(t-\tau)}}{1-c}+\frac{1}{c}-\frac{E_{s}}{c(1-c)}\right]$

Now the desired expression $\rho(z, t)$ could be obtained by elimination of $\tau$ between the expression for the density

$$
\begin{equation*}
\rho=e^{-(t-\tau)} \tag{55}
\end{equation*}
$$

and (III-4).
However, this elimination would not give $\rho$ explicitly because of the different exponents. An approximate expression for $\rho(z, t)$ can be found by considering the following. Since the second member of the right side of (III-4) is an infinitesimal of the first order, the following expression can be written:

$$
z(t, \tau) \approx u_{\infty}\left(e^{t-\tau}+s-1\right)
$$

Solving for $e^{t-\tau}$,

$$
e^{t-\tau}=1-s+\frac{z}{u_{\infty}}+\text { first order terms }
$$

Substituting for $e^{t-T}$ in the second member of the right side of (III-4) gives

$$
\begin{align*}
z(t, \tau)= & u_{\infty}\left(e^{t-\tau}+s-1\right)+v_{0} e^{c t}\left[\frac{E_{s}}{1-c}\left(1-s+\frac{z}{u_{\infty}}\right)^{1-c}\right. \\
& \left.+\frac{1}{c}-\frac{E_{s}}{c(1-c)}\right]+ \text { second order terms } \tag{III-5}
\end{align*}
$$

Discounting the second order terms in (III-5), $e^{t-\tau}$ can be eliminated between Equations (55) and (III-5) to obtain

$$
\frac{I}{\rho}=\left(\frac{z}{u_{\infty}}-s+1\right)-\frac{v_{0} e^{c t}}{u_{\infty}}\left[\frac{E_{s}}{1-c}\left\{1-s+\frac{z}{u_{\infty}}\right\}^{l-c}+\frac{1}{c}-\frac{E_{s}}{c(1-c)}\right]
$$

Dividing both sides by ( $1-s+\frac{z}{u_{\infty}}$ ) and raising both sides to the -1 power gives

$$
\left.\begin{array}{rl}
\rho\left(1-s+\frac{z}{u_{\infty}}\right)= & \left\{1-\frac{v_{0} e^{c t}}{u_{\infty}}\left[\frac{E_{s}}{1-c}\left(1-s+\frac{z}{u_{\infty}}\right)^{-c}+\right.\right. \\
& \frac{1}{c}-\frac{E_{s}}{c(1-c)} \\
1-s+\frac{z}{u_{\infty}}
\end{array}\right\}^{-1},
$$

Expanding the term in the $\{\hat{i}\}$ brackets in a series and neglecting higher order terms,

$$
(1-x)^{-1}=1+x+\ldots
$$

therefore,

$$
\rho\left(1-s+\frac{z}{u_{\infty}}\right)=1+\frac{v_{0} e^{c t}}{u_{\infty}}\left[\frac{E_{s}}{1-c}\left(1-s+\frac{z}{u_{\infty}}\right)^{-c}+\right.
$$

$$
\left.\frac{\frac{1}{c}-\frac{E_{s}}{c(1-c)}}{I-s+\frac{z}{u_{\infty}}}\right\rfloor
$$

whereby

$$
\begin{equation*}
\rho=\frac{1}{1-s+\frac{z}{u_{\infty}}}+\frac{v_{0} e^{c t}}{u_{\infty}}\left[\frac{E_{s}}{\frac{1-c}{}} \frac{\frac{1}{c}-\frac{E_{s}}{c(1-c)}}{\left(1-s+\frac{z}{u_{\infty}}\right)^{1+c}}+\frac{\left(1-s+\frac{z}{u_{\infty}}\right)^{2}}{(1)}\right. \tag{III-6}
\end{equation*}
$$

Upon knowing $\rho(z, t)$, $\xi$ can be calculated. From (I-6)

$$
\begin{aligned}
& \xi=\int_{\lambda(t)}^{1} \rho d z= u_{\infty} \ln \left(1-s+\frac{z}{u_{\infty}}\right)+v_{0} e^{c t}\left[\frac{-E_{s}}{c(1-c)}\left(1-s+\frac{z}{u_{\infty}}\right)^{-c}-\right. \\
&\left.-\left\{\frac{1}{c}-\frac{E_{s}}{c(1-c)}\right\}\left\{1-s+\frac{z}{u_{\infty}}\right\}^{-1}\right]\left.\right|_{1} ^{1} \\
& \lambda(t)
\end{aligned}
$$

Utilizing the series approximation that

$$
\ln (1+x) \approx x
$$

the following expression is obtained after simplification

$$
\begin{equation*}
\bar{S}=\xi_{0}+v_{0} e^{c t}\left[\frac{-E_{s} m^{-c}}{c(1-c)}+\frac{E_{s^{\prime}} m^{-1}}{c(1-c)}+\frac{E_{s}}{c}-\frac{1}{c m}\right] \tag{III-7}
\end{equation*}
$$

Utilizing the identity

$$
\frac{E_{s}}{c}-\frac{1}{c m}=\frac{-\left(1-E_{s}\right)}{c}-\frac{1}{c}\left(m^{-1}-1\right)
$$

gives the following expression for $\xi$

$$
\begin{equation*}
\xi=u_{\infty} k+v_{0} e^{c t}\left[\frac{E_{s}}{1-c} \frac{\left(m^{-c}-m^{-1}\right)}{c}-\frac{\left(1-E_{s}\right)}{c}-\frac{1}{c}\left(m^{-1}-1\right)\right] \tag{IIII-8}
\end{equation*}
$$

(3) Expression For $\eta$. $\eta$ is defined as

$$
\begin{equation*}
\eta \equiv \int_{\lambda(t)}^{1} \rho z d z \tag{I-6}
\end{equation*}
$$

Utilizing the expression developed for $\rho$ (III-6), the integral becomes

$$
\begin{aligned}
\eta= & \int_{\lambda(t)}^{1} \frac{z d z}{1-s+\frac{z}{u_{\infty}}}+\frac{v_{0} e^{c t}}{u_{\infty}} \int_{\lambda(t)}^{1}\left[\frac{\frac{E_{s}}{1-c} z d z}{\left(1-s+\frac{z}{u_{\infty}}\right)^{1+c}}\right. \\
& +\int_{\lambda(t)}^{1} \frac{\left[\frac{1}{c}-\frac{E}{c(1-c)}\right] z d z}{u_{\infty}\left(1-s+\frac{z}{u_{\infty}}\right)^{2}}
\end{aligned}
$$

The first integral on the right side of the preceding equation can be broken into two integrals:

$$
\begin{array}{r}
\int_{\lambda(t)}^{1} \frac{z d z}{1-s+\frac{z}{u_{\infty}}}=u_{\infty} \int_{\lambda(t)}^{1} d z-u_{\infty}(1-s) \int_{\lambda(t)}^{1} \frac{d z}{1-s+\frac{z}{u_{\infty}}} \\
=\left.u_{\infty}\left[z-u_{\infty}(1-s) \ln \left(1-s+\frac{z}{u_{\infty}}\right)\right]\right|_{\lambda(t)} ^{1}
\end{array}
$$

The second integral is evaluated as

$$
\int_{\lambda(t)}^{1} \frac{z d z}{\left(1-s+\frac{z}{u_{\infty}}\right)^{1+c}}=\left.u_{\infty}^{2}\left[\frac{\left(1-s+\frac{z}{u_{\infty}}\right)^{1-c}}{1-c}+\frac{1-s}{c}\left(1-s+\frac{z}{u_{\infty}}\right)^{-c}\right]\right|_{\lambda(t)} ^{1}
$$

The third integral is evaluated as

$$
\int_{\lambda(t)}^{1} \frac{z d z}{\left(1-s+\frac{z}{u_{\infty}}\right)^{2}}=\left.u_{\infty}^{2}\left[\ln \left(1-s+\frac{z}{u_{\infty}}\right)+\frac{1-s}{1-s+\frac{z}{u_{\infty}}}\right]\right|_{\lambda(t)} ^{1}
$$

Limiting the evaluation of the integrals to the first order terms, simplification and addition of the three integrals above give, according to (I-6) :

$$
\eta=\eta_{0}+v_{0} e^{c t} u_{\infty}\left[\frac{E_{s} m^{1-c}}{(1-c)^{2}}+\frac{E_{s} m^{-c}(1-s)}{c(1-c)}-\frac{E_{s^{\prime}}{ }^{-1}(1-s)}{c(1-c)}\right.
$$

$$
\begin{equation*}
\left.-\frac{E_{s} k}{c(1-c)}+E_{s}\left\{\frac{s}{c}-\frac{1}{(1-c)^{2}}\right\}+\frac{k}{c}+\frac{1}{c}\left\{m^{-1}(1-s)-1\right\}\right\rfloor \tag{III-9}
\end{equation*}
$$

(III-9) can be written in a slightly different form so that

$$
\begin{align*}
& \eta=\eta_{0}+v_{0} e^{c t} u_{\infty}\left[\frac{E^{s}}{1-c}\left\{\frac{m^{1-c}-1}{1-c}+\frac{(1-s)\left(m^{-c}-m^{-1}\right)}{c}-\frac{k}{c}\right\}\right. \\
&\left.-\frac{s\left(1-E_{s}\right)}{c}+\frac{1}{c}\left\{k+(1-s)\left(m^{-1}-1\right)\right\}\right] \tag{III-10}
\end{align*}
$$

(4) Expression For $\eta-\lambda \xi$. This is the expression that appears in Equation (88) and $\eta$ does not appear directly. Therefore, this expression will be evaluated utilizing those individual terms found above. From (III-2) and (III-7):

$$
\begin{gathered}
\lambda \xi=\left[\lambda_{0}+\frac{v_{0} e^{c t}}{c}\left(1-E_{s}\right)\right]\left[\xi_{0}+v_{o} e^{c t}\left\{\frac{-E_{s} m^{-c}}{c(1-c)}+\right.\right. \\
\left.\frac{E_{s} m^{-1}}{c(1-c)}+\frac{E_{s}}{c}-\frac{1}{c m j}\right]
\end{gathered}
$$

weglecting second order terms

$$
\begin{gathered}
\lambda \xi=\lambda_{0} \xi_{0}+v_{0} e^{c t} u_{\infty} \cdot \frac{k\left(1-E_{s}\right)}{c}-\frac{s E_{s} m^{-c}}{c(1-c)} \div \frac{s E_{s} m^{-1}}{c(l-c)} \\
+\frac{s E_{s}}{c}-\frac{s}{c m}
\end{gathered}
$$

Utilizing the expression for $\eta$ (III-9),

$$
\begin{align*}
\eta-\lambda \xi= & \eta_{0}-\lambda_{0} \xi_{0}+v_{0} e^{c t} u_{\infty}\left[\frac{E_{s} m^{1-c}}{(1-c)^{2}}+\frac{E_{s} m^{-c}}{c(1-c)}\right. \\
& \left.-\frac{E_{s} m^{-1}}{c(1-c)}-\frac{E_{s} k}{1-c}-\frac{E_{s}}{(1-c)^{2}}-\frac{(m-1)}{c m}\right] \tag{III-11}
\end{align*}
$$

This expression can be rearranged to give a slightly different form,

$$
\begin{align*}
\eta-\lambda \xi= & \eta_{0}-\lambda_{0} \xi_{0}+v_{0} e^{c t} u_{\infty}\left[\frac { E _ { s } } { 1 - c } \left\{\frac{m^{1-c}-1}{1-c}+\frac{m^{-c}-m^{-1}}{c}\right.\right. \\
& \left.\left.-\frac{k}{c}\right\}-\frac{k\left(1-E_{s}\right)}{c}+\frac{1}{c}\left(k+m^{-1}-1\right)\right] \tag{III-12}
\end{align*}
$$

(5) Expression For 5 . $\zeta$ is defined by

$$
\begin{equation*}
\zeta(t) \equiv \int_{\lambda(t)}^{1} \rho z^{2} d z \tag{I-6}
\end{equation*}
$$

Utilizing the expression for $\rho$ (III-6)

$$
\begin{align*}
\zeta(t)= & \int_{\lambda(t)}^{1} \frac{z^{2} d z}{1-s+\frac{z}{u_{\infty}}}+\frac{v_{0} e^{c t}}{u_{\infty}}\left[\frac{E_{s}}{1-c} \int_{\lambda(t)}^{1} \frac{z^{2} d z}{\left(1-s+\frac{z}{u_{\infty}}\right)^{1+c}}\right. \\
& +\left\{\frac{1}{c}-\frac{E_{s}}{c(1-c)}\right\} \int_{\lambda(t)}^{1} \frac{z^{2} d z}{\left(1-s+\frac{z}{u_{\infty}}\right)^{2}} \tag{III-13}
\end{align*}
$$

The first integral in (III-13) can be simplified.

$$
\int_{\lambda(t)}^{1} \frac{z^{2} d z}{1-s+\frac{z}{u_{\infty}}}=u_{\infty} \int_{\lambda(t)}^{1} z d z-u_{\infty}(1-s) \int_{\lambda(t)}^{1} \frac{z d z}{1-s+\frac{z}{u_{\infty}}}
$$

The second integral above has already been determined in the process of deriving the expression for $\eta-\lambda \xi$ (III-Il).

Therefore, the first integral in (III-13) gives
$=\left.u_{\infty}\left[\frac{z^{2}}{2}-(1-s)^{2} u_{\infty}{ }^{2}-(1-s) u_{\infty} z+u_{\infty}{ }^{2}(1-s)^{2} \ln \left(1-s+\frac{z}{u_{\infty}}\right)\right]\right|_{\lambda(t)} ^{1}$
and the second integral in (III-13) gives

$$
\int_{\lambda(t)}^{1} \frac{z^{2} d z}{\left(1-s+\frac{z}{u_{\infty}}\right)^{1+c}}=u_{\infty}^{3}\left[\frac{1}{2-c}\left(1-s+\frac{z}{u_{\infty}}\right)^{2-c}-\frac{2(1-s)}{1-c}\right.
$$

$$
\left.\left(1-s+\frac{z}{u_{\infty}}\right)^{1-c}-\frac{(1-s)^{2}}{c}\left(1-s+\frac{z}{u_{\infty}}\right)^{-c}\right\rfloor\left.\right|_{\lambda(t)} ^{1}
$$

The third integral in (III-13) gives

$$
\begin{aligned}
\int_{\lambda(t)}^{1} \frac{z^{2} d z}{\left(1-s+\frac{z}{u_{\infty}}\right)^{2}}= & u_{\infty} 3\left[\left(1-s+\frac{z}{u_{\infty}}\right)-2(1-s) \ln \left(1-s+\frac{z}{u_{\infty}}\right.\right. \\
& \left.-\frac{(1-s)^{2}}{1-s+\frac{z}{u_{\infty}}}\right]\left.\right|_{\lambda(t)} ^{1}
\end{aligned}
$$

Again, by eliminating second order terms in the evaluation of the limits, $\zeta$ is found to be

$$
\begin{gathered}
\zeta=\zeta_{0}+v_{0} e^{c t} u_{\infty}\left[\frac { E _ { s } u _ { \infty } } { 1 - c } \left\{\frac{m^{2-c}-1}{2-c}-\frac{2(1-s)\left(m^{1-c}-1\right)}{1-c}\right.\right. \\
\left.-\frac{(1-s)^{2}\left(m^{-c}-m^{-1}\right)}{c}\right\}+\frac{E_{s} u_{\infty}}{1-c}\left\{\frac{2 k(1-s)}{c}\right\}-\frac{E_{s}\left(1-u_{\infty} s\right)}{c(1-c)} \\
\left.-\frac{\left(1-E_{s}\right) u_{\infty} s^{2}}{c}+\frac{1}{c}\left\{1-u_{\infty} s-2 u_{\infty} k(1-s)-(1-s)^{2} u_{\infty}\left(m^{-1}-1\right)\right\}\right]
\end{gathered}
$$

(6) Expression For $\zeta-2 \lambda \eta+\lambda^{2} \xi$. $\subseteq$ does not appear directly in Equation (88), but the expression above does. Therefore, $2 \lambda \Pi$ and $\lambda^{2} \xi$ are calculated utilizing Equations (II-2), (II-12), (II-13), (III-2), (III-7), and (III-9).

$$
\begin{aligned}
-2 \lambda \eta & =-2\left\{\lambda_{0}+\frac{v_{0} e^{c t}}{c}\left(1-E_{s}\right) \int\left[\eta_{0}+v_{0} e^{c t} u_{\infty}\left\{\frac{E_{s} m^{1-c}}{(1-c)^{2}}\right.\right.\right. \\
& +\frac{(1-s) E_{s} m^{-c}}{c(1-c)}-\frac{(1-s) E_{s} m^{-1}}{c(1-c)}-\frac{E_{s} k}{c(1-c)}+
\end{aligned}
$$

$$
\left.\left.+E_{s}\left(\frac{s}{c}-\frac{1}{(1-c)^{2}}\right)+\frac{1}{c}\left(k-1+(1-s) m^{-1}\right)\right\}\right]
$$

After simplification

$$
\begin{gathered}
-2 \lambda \eta=-2 \lambda_{0} \eta_{0}+v_{0} e^{c t} u_{\infty}\left[\frac { E _ { s } u _ { \infty } } { 1 - c } \left\{\frac{-2 s\left(m^{1-c}-1\right)}{1-c}-\right.\right. \\
\left.\frac{2 s(1-s)\left(m^{-c}-m^{-1}\right)}{c}+\frac{2 s k}{c}\right\}+\frac{1-E s}{c}\left\{2 u_{\infty} k(1-s)-2+\right. \\
\left.\left.2 u_{\infty} s+2 u_{\infty} s^{2}\right\}+\frac{1}{c}\left\{-2 u_{\infty} s k-2 u_{\infty} s(1-s)\left(m^{-1}-1\right)\right\}\right]
\end{gathered}
$$

(III-15)
The expression for $\lambda^{2} \xi$ is given by

$$
\begin{gathered}
\lambda^{2} \xi=\left\{\lambda_{0}+\frac{v_{0} e^{c t}}{c}\left(1-E_{s}\right)\right\}^{2}\left\{\xi_{0}+v_{0} e^{c t}\left[\frac{-E_{s} m^{-c}}{c(1-c)}+\right.\right. \\
\left.\left.\frac{E_{s} m^{-1}}{c(1-c)}+\frac{E_{s}}{c}-\frac{1}{c m}\right]\right\}
\end{gathered}
$$

After simplification

$$
\begin{align*}
\lambda^{2} \xi= & \lambda_{0}{ }^{2} \xi_{0}+v_{0} e^{c t} u_{\infty}\left\{\frac{-E_{s} u_{\infty} s^{2}}{1-c}\left[\frac{m^{-c}-m^{-1}}{c}\right]+\frac{1-E_{s}}{c}\right. \\
& {\left.\left[2 k u_{\infty} s-u_{\infty} s^{2}\right]+\frac{1}{c}\left[-u_{\infty} s^{2}\left(m^{-1}-1\right)\right]\right\} } \tag{III-16}
\end{align*}
$$

By adding (III-14), (III-15), and (III-16), it is found that

$$
\begin{gather*}
5-2 \lambda \eta+\lambda^{2} \xi=\zeta_{0}-2 \lambda_{0} \eta_{0}+\lambda_{0}^{2} \xi_{0}+v_{0} e^{c t} u_{\infty}\left\{\frac { E _ { s } u _ { \infty } } { 1 - c } \left[\frac{m^{2-c}-1}{2-c}\right.\right. \\
\left.-\frac{2\left(m^{1-c}-1\right)}{1-c}-\frac{\left(m^{-c}-m^{-1}\right)}{c}+\frac{2 k}{c}\right]-\frac{E_{s}}{1-c}\left(\frac{1-u_{\infty} s}{c}\right)+ \\
\left.\quad \frac{2 E_{s}}{c}\left(1-u_{\infty} s-u_{\infty} k\right)-\frac{1}{c}\left[1-u_{\infty} s+u_{\infty}\left(m^{-1}-1\right)\right]\right\} \tag{III-17}
\end{gather*}
$$

By combining two terms, (III-17) becomes

$$
\begin{align*}
5-2 \lambda \eta & +\lambda^{2} \xi=\zeta_{0}-2 \lambda_{0} \Pi_{0}+\lambda_{0}^{2} \xi_{0}+v_{o} e^{c t} u_{\infty}\left\{\frac { E _ { s } u _ { \infty } } { 1 - c } \left[\frac{m^{2-c}-1}{2-c}\right.\right. \\
- & \left.\frac{2\left(m^{1-c}-1\right)}{1-c}-\frac{\left(m^{-c}-m^{-1}\right)}{c}\right]+\frac{2 E_{s} u_{\infty} k}{1-c}-\frac{E_{s}}{1-c}\left(\frac{1-u_{\infty} s}{c}\right) \\
& \left.+\frac{2 E_{s}}{c}\left(1-u_{\infty} s\right)-\frac{1}{c}\left[1-u_{\infty} s+u_{\infty}\left(m^{-1}-1\right)\right]\right\} \tag{III-18}
\end{align*}
$$

(7) Expression For $\xi_{1}, \xi_{1}$ is defined by

$$
\begin{equation*}
s_{1}(t) \equiv \int_{1}^{1+l_{1}} \rho \mathrm{dz} \tag{I-9}
\end{equation*}
$$

As in section (2) above, it is necessary to express $\rho$ as $\rho(z, t)$. The expression for $\rho$ in this zone can be found by putting $z=1$ and $t=t_{1}$ in (III-6), hence

$$
\rho=\frac{1}{1-s+\frac{1}{u_{\infty}}}+\frac{v_{0} e^{c t_{1}}}{u_{\infty}}\left[\frac{\frac{E_{s}}{1-c}}{\left(1-s+\frac{1}{u_{\infty}}\right)^{1+c}}+\frac{\frac{1}{c}-\frac{E_{s}}{c(1-c)}}{\left(1-s+\frac{1}{u_{\infty}}\right)^{2}}\right]
$$

and from the definition of $m$,

$$
\begin{equation*}
\rho=\frac{1}{m}+\frac{v_{0} e^{c t_{1}}}{u_{\infty}}\left[\frac{E_{s}}{1-c} m^{-(1+c)}+\left\{\frac{1}{c}-\frac{E_{s}}{c(1-c)}\right\} m^{-2}\right] \tag{III-19}
\end{equation*}
$$

For this region, the set of equations (60) are valid and

$$
\begin{equation*}
z(t, \tau)=I+\int_{t_{1}}^{t}\left[u_{0}(x)-\lambda(x)+1\right] d x \tag{60}
\end{equation*}
$$

Integrating
$z\left(t, t_{1}\right)=1+\int_{t_{1}}^{t}\left[u_{\infty}+v_{0} e^{c x}\right] d x-\int_{t_{1}}^{t}\left[\lambda_{0}+\frac{v_{0} e^{c x}}{c}\left(1-E_{s}\right)\right] d x+\int_{t_{1}}^{t} d x$

Evaluating this integral

$$
\begin{equation*}
z\left(t, t_{1}\right)=1+\left(u_{\infty}-\lambda_{0}+1\right)\left(t-t_{1}\right)+\frac{v_{0} e^{c t}}{c}\left[1-\frac{\left(1-E_{s}\right)}{c}\right]\left[1-e^{-c\left(t-t_{1}\right)}\right] \tag{III-20}
\end{equation*}
$$

By neglecting the higher order terms, (III-20) can be approximated by

$$
z\left(t, t_{1}\right) \approx 1+\left(u_{\infty}-\lambda_{0}+1\right)\left(t-t_{1}\right)
$$

Utilizing this approximation, $t_{1}$ can be evaluated as

$$
\begin{equation*}
t_{1}=t-\frac{(z-1)}{m u_{\infty}} \tag{III-21}
\end{equation*}
$$

Substituting (III-21) into (III-19) eliminates $t_{1}$ and gives $\rho=\rho(z, t)$.

$$
\begin{gather*}
\rho(z, t)=\frac{1}{m}+\frac{v_{0} e^{c t}}{u_{\infty}}\left\{\frac{E_{s}}{1-c} m^{-(1+c)}+\left[\frac{1}{c}-\frac{E_{s}}{c(1-c)}\right]\right. \\
\left.m^{-2}\right\} e^{-\frac{c(z-1)}{m u_{\infty}}} \tag{III-22}
\end{gather*}
$$

This expression for $\rho$ will now allow the calculation of $\xi_{1}$.
Substituting (III-22) into (I-9),

$$
\begin{gathered}
\xi_{1}=\int_{1}^{1+l_{1}} \frac{d z}{m}+\frac{v_{0} e^{c t}}{u_{\infty}}\left\{\frac{E_{s}}{1-c} m^{-(1+c)}+\left[\frac{1}{c}-\frac{E_{s}}{c(1-c)}\right] m^{-2}\right\} \\
\\
\int_{1}^{1+l_{1}}-\frac{c(z-1)}{m u_{\infty}}
\end{gathered} d z \quad . \quad .
$$

Making a variable change by letting

$$
x=z-1
$$

the second integral above becomes

$$
=\int_{0}^{l_{1}} e^{-\frac{c x}{m u_{\infty}}} d x
$$

$$
=\frac{m u_{\infty}}{c}\left[1-e^{-\frac{c l_{1}}{m u_{\infty}}}\right]
$$

Introducing the notation

$$
\begin{equation*}
y \equiv \frac{\ell_{1}}{m_{\infty}} \tag{III-23}
\end{equation*}
$$

and

$$
E_{y} \equiv e^{-c y}
$$

by analogy with the definition of $E_{s}$.
With this notation it is found that

$$
\begin{equation*}
\xi_{1}=\xi_{10}+\frac{v_{0} e^{c t}}{c}\left\{\frac{E_{s}}{1-c} m^{-c}+\left[\frac{1}{c}-\frac{E_{s}}{c(1-c)}\right] m^{-1}\right\}\left(1-E_{y}\right) \tag{III-24}
\end{equation*}
$$

(8) Expression For $\lambda 5_{1}$. Utilizing the expression for $\lambda$ (III-2) and the expression for $\xi_{1}$ (III-24),

$$
\begin{gathered}
\lambda \xi_{1}=\left\{\lambda_{0}+\frac{v_{0} e^{c t}}{c}\left(1-E_{s}\right)\right\}\left\{\xi_{10}+\frac{v_{0} e^{c t}}{c}\left[\frac{E_{s} m^{-c}}{1-c}+\frac{m^{-1}}{c}\right.\right. \\
\left.-\frac{E_{s} m^{-1}}{c(1-c)}\right]\left[\left[1-E_{y}\right]\right\}
\end{gathered}
$$

Simplifying

$$
\begin{align*}
\lambda \xi_{1}=\lambda_{0} \xi_{10}+\frac{v_{0} e^{c t}}{c} & {\left[\frac{\left(1-E_{s}\right) \ell_{1}}{m}+\left(1-E_{y}\right) u_{\infty} s\left\{\frac{E_{s} m^{-c}}{1-c}\right.\right.} \\
& \left.\left.-\frac{E_{s} m^{-1}}{c(1-c)}+\frac{1}{c m}\right\}\right] \tag{III-25}
\end{align*}
$$

(9) Expression For $\lambda^{2} \xi_{1}$. The equations found in section (8) above are utilized to obtain (neglecting second order terms)

$$
\lambda^{2} \xi_{1}=\left\{\lambda_{0}^{2}+\frac{2 u_{\infty}}{c} s v_{0} e^{c t}\left(1-E_{s}\right)\right\}\left\{\xi_{10}+\frac{v_{0} e^{c t}}{c}\right.
$$

$$
\left.\left[\frac{E_{s} m^{-c}}{l-s}+\left(\frac{1}{c}-\frac{E_{s}}{c(1-c)}\right) m^{-1}\right]\left(1-E_{y}\right)\right\}
$$

simplifying

$$
\begin{align*}
\lambda^{2} \xi_{1}= & \lambda_{0} \Sigma_{\xi_{10}}+ \\
\frac{v_{o} e^{c t} u_{\infty}}{c} & {\left[\frac{2 s l_{1}\left(1-E_{s}\right)}{m}+\left(1-E_{y}\right) u_{\infty} s^{2}\right.}  \tag{III-26}\\
& \left.\left\{\frac{E_{s} m^{-c}}{1-c}-\frac{E_{s} m^{-1}}{c(1-c)}+\frac{1}{c m}\right\}\right]
\end{align*}
$$

(10) Linearization of the Equation in C. The expressions have now been obtained for all terms in the equation in c (88). Note that all these terms contain $v_{o} e^{c t}$, thereby allowing us to divide through by this factor.

Before continuing on to the equation in $c$, it is convenient to introduce some new notation. The following is defined:

$$
\begin{aligned}
M_{0} & \equiv \ell_{0}+\lambda_{0}+\xi_{0}+\xi_{10} \\
M_{1} u_{\infty} & \equiv \eta_{0}-\lambda_{0} \xi_{0}+\xi_{10}\left(1-\lambda_{0}\right) \\
M_{2} v_{0} e^{c t} & \equiv \xi-\xi_{0} \\
M_{3} v_{0} e^{c t} & \equiv \xi+\lambda-\left(\xi_{0}+\lambda_{0}\right) \\
M_{4} u_{\infty} v_{0} e^{c t} & \equiv \eta-\lambda \xi-\left(\eta_{0}-\lambda_{0} \xi_{0}\right) \quad \text { (III-27) } \\
M_{5} u_{\infty} v_{0} e^{c t} & \equiv \zeta-2 \lambda \eta+\lambda^{2} \xi-\left(\zeta_{0}-2 \lambda_{0} \eta_{0}+\lambda_{0}^{2_{5}} \xi_{0}\right) \\
M_{6} v_{0} e^{c t} & \equiv \xi_{1}-\xi_{10} \\
M_{7} u_{\infty} v_{0} e^{c t} & \equiv \lambda \xi_{1}-\lambda_{0} \xi_{10} \\
M_{8} u_{\infty} v_{0} e^{c t} & \equiv \lambda^{2} \xi_{1}-\lambda_{0}^{2} \xi_{10}
\end{aligned}
$$

Now writing Equation (88) in the form

$$
A u_{\infty} f+B g+C=0
$$

gives

$$
\begin{aligned}
& { }^{-} v\left(\ell_{0}+\lambda+\xi+\xi_{1}\right)\left(2 u_{\infty}+v\right)+2 v\left\{\eta-\lambda \xi+\xi_{1}(1-\lambda)_{j}+u_{\infty}^{2}\left(\xi+\lambda-\xi_{0}-\lambda_{0}\right)\right. \\
& +2 u_{\infty}\left[\eta-\lambda \xi-\left(\eta_{0}-\lambda_{0} \bar{\zeta}_{0}\right)_{j}+\left\{\left(\zeta-2 \lambda \eta+\lambda \bar{\xi}^{2}\right)-\left(\zeta_{0}-2 \lambda_{0} \eta_{0}+\lambda_{0}{ }^{2} \bar{\xi}_{0}\right)_{j}\right.\right. \\
& \left.+\left(u_{\infty}+1\right)^{2}\left(\xi_{1}-\xi_{10}\right)-2\left(u_{\infty}+1\right)\left(\lambda \xi_{1}-\lambda \xi_{0} \xi_{10}\right)+\lambda^{2} \xi_{1}-\lambda_{0}^{2} \xi_{10}\right] \mathrm{f} \\
& +\left[\left(\xi_{1}-\xi_{10}\right)+\left(\xi+\lambda-\xi_{0}-\lambda_{0}\right)\right] g+\left[\left(\ell_{0}+\lambda+\xi+\xi_{1}\right) \frac{d v}{d t}\right. \\
& \left.+\left(v-\frac{d \lambda}{d t}\right) \xi-\frac{d \lambda}{d t} \xi_{1}+u_{\infty}\left(\xi-\xi_{0}\right)+\left[\eta-\lambda \xi-\left(\eta_{0}-\lambda_{0} \xi_{0}\right)\right\}\right]=0
\end{aligned}
$$

(III-28)
Equation (III-28) can now be linearized by neglecting terms of the second order. In order to do this, the following relationships which were developed earlier are utilized:

$$
\begin{gather*}
v=v_{o} e^{c t} \\
\frac{d v}{d t}=v_{o} c e^{c t} \\
\lambda=\lambda_{0}+\frac{v_{o} e^{c t}}{c}\left(1-E_{s}\right)  \tag{III-29}\\
\frac{d \lambda}{d t}=v_{0} e^{c t}\left(1-E_{s}\right)
\end{gather*}
$$

The following terms are non-linear in (III-28) and must be linearized utilizing the equations (III-29):
(i) Coefficients of $f$.

$$
v\left(\ell_{0}+\lambda+\xi+\xi_{1}\right)\left(2 u_{\infty}+v\right)+2 v\left\{\eta-\lambda \xi+\xi_{1}(1-\lambda)\right\}
$$

After linearization this expression becomes

$$
v_{0} e^{c t}\left[\left(l_{0}+\lambda_{0}+\xi_{0}+\xi_{10}\right) 2 u_{\infty}+2\left\{\eta_{0}-\lambda_{0} \xi_{0}+\xi_{10}\left(1-\lambda_{0}\right)\right\}\right]
$$

(ii) Constant Coefficients.

$$
\frac{d v}{d t}\left(\ell_{0}+\lambda+\xi+\xi_{1}\right)+\left(v-\frac{d \lambda}{d t}\right) \xi-\frac{d \lambda}{d t} \xi_{1}
$$

After linearization this expression becomes

$$
\begin{equation*}
v_{0} e^{c t}\left[\left(l_{0}+\lambda_{0}+\xi_{0}+\xi_{10}\right) c+E_{s}\left(\xi_{0}+\xi_{10}\right)-\xi_{10}\right] \tag{III-3I}
\end{equation*}
$$

Substitution of the linearized equations (III-30) and (III-31) into the equation in $c$ (III-28) gives the linearized equation in $c$ in the following form:

$$
\begin{align*}
& {\left[v_{0} e^{c t}\left(l_{0}+\lambda_{0}+\xi_{0}+\xi_{10}\right) 2 u_{\infty}+2 v_{0} e^{c t}\left\{\eta_{0}-\lambda_{0} \xi_{0}+\xi_{10}\left(1-\lambda_{0}\right)\right\}+u_{\infty}^{2}\right.} \\
& \left(\xi+\lambda-\xi_{0}-\lambda_{0}\right)+2 u_{\infty}\left\{\eta-\lambda \xi-\left(\eta_{0}-\lambda_{0} \xi_{0}\right)\right\}+\left\{\left(\xi-2 \lambda \eta+\lambda^{2} g\right)-\right. \\
& \left.\left.\left(\zeta_{0}-2 \lambda_{0} \eta_{0}+\lambda_{0}{ }^{2} \xi_{0}\right)\right\}+\left(u_{\infty}+1\right)^{2}\left(\xi_{1}-\xi_{10}\right)-2\left(u_{\infty}+1\right)\left(\lambda \xi_{1}-\lambda_{0} \xi_{10}\right)\right] f+ \\
& {\left[\left(\xi_{1}-\xi_{10}\right)+\left(\xi+\lambda-\xi_{0}-\lambda_{0}\right)\right] g+\left[v_{0} e^{c t}\left(l_{0}+\lambda_{0}+\xi_{0}+\xi_{10}\right) c+\right.} \\
& \left.v_{0} e^{c t}\left\{E E_{s}\left(\xi_{0}+\xi_{10}\right)-\xi_{10}\right\}+u_{\infty}\left(\xi-\xi_{0}\right)+\left\{\eta-\lambda \xi-\left(\eta \eta_{0}-\lambda_{0} \xi_{0}\right)\right\}\right]=0 \tag{III-32}
\end{align*}
$$

Utilizing the notation defined in (III-27), the linearized equation (III-32) becomes, after dividing by $v_{0} e^{c t}$ :

$$
\begin{gather*}
{\left[2 M_{0} u_{\infty}+2 M_{1} u_{\infty}+u_{\infty}{ }^{2} M_{3}+2 u_{\infty}{ }^{2} M_{4}+u_{\infty} M_{5}+\left(u_{\infty}+I\right)^{2} M_{6}-2\left(u_{\infty}+1\right) u_{\infty} M_{7}\right.} \\
\left.+u_{\infty} M_{8}\right] f+\left[M_{6}+M_{3}\right] g+\left[M_{0} c+E_{s}\left(\xi_{0}+\xi_{10}\right)-\xi_{10}+u_{\infty} M_{2}\right. \\
\left.+u_{\infty} M_{4}\right]=0 \tag{III-33}
\end{gather*}
$$

Rearranging (III-33), the following is obtained:

$$
\begin{gather*}
{\left[M_{3}+M_{6}\right] g+\left[2 M_{0}+2 M_{1}+u_{\infty} M_{3}+2 u_{\infty} M_{4}+M_{5}+\frac{\left(u_{\infty}+1\right)^{2}}{u_{\infty}} M_{6}\right.} \\
\left.-2\left(u_{\infty}+1\right) M_{7}+M_{8}\right] u_{\infty} f+\left[M_{0} c+E_{s}\left(\xi_{0}+\xi_{10}\right)-\xi_{10}\right. \\
\left.+u_{\infty} M_{2}+u_{\infty} M_{4}\right]=0 \tag{III-34}
\end{gather*}
$$

(11) Expressions For The $M_{i}$. The $M_{i}$ have been defined in (III-27) in terms of parameters which have been calculated in this Appendix. Therefore, equations from this Appendix and Appendix II will be utilized to calculate the expressions for the $M_{i}$.
A)

$$
M_{0} \equiv \ell_{0}+\lambda_{0}+\xi_{0}+\xi_{10}
$$

Substituting for $\lambda_{0}, \xi_{0}$, and $\xi_{10}$,

$$
\begin{equation*}
M_{0}=\ell_{0}+u_{\infty} s+u_{\infty} k+\frac{\ell_{1}}{m} \tag{III-35}
\end{equation*}
$$

B)

$$
M_{1} \equiv \frac{1}{u_{\infty}} \Gamma_{0}-\lambda_{0} \xi_{0}+\xi_{10}\left(1-\lambda_{0}\right)^{\prime}
$$

Utilizing (II-14)

$$
\begin{equation*}
M_{1}=1-u_{\infty} s-u_{\infty} k+\left(1-u_{\infty} s\right) \frac{l_{1}}{m u_{\infty}} \tag{III-36}
\end{equation*}
$$

C)

$$
M_{2} v_{o} e^{c t} \equiv \xi-\xi_{0}
$$

Utilizing (III-7)

$$
\begin{equation*}
M_{2}=\frac{-E_{s} m^{-c}}{c(1-c)}+\frac{E_{s}}{c}\left(\frac{m^{-1}}{1-c}+1\right)-\frac{m^{-1}}{c} \tag{III-37}
\end{equation*}
$$

D)

$$
M_{3} v_{o} e^{c t} \equiv \xi+\lambda-\left(\xi_{0}+\lambda_{0}\right)
$$

Substituting for $\xi$ and $\lambda$ from (III-7) and (III-2),

$$
\begin{equation*}
M_{3}=\frac{-E_{s} m^{-c}}{c(1-c)}+\frac{E_{s} m^{-1}}{c(1-c)}-\frac{\left(m^{-1}-1\right)}{c} \tag{III-38}
\end{equation*}
$$

E)

$$
M_{4} u_{\infty} v_{0} e^{c t} \equiv \eta-\lambda \xi-\left(\eta_{0}-\lambda_{0} \xi_{0}\right)
$$

Utilizing (III-11)

$$
\begin{equation*}
M_{4}=\frac{E_{s} m^{-c}}{1-c}\left(\frac{m}{1-c}+\frac{1}{c}\right)-\frac{E_{s}}{1-c}\left(\frac{m^{-1}}{c}+k+\frac{1}{1-c}\right)+\frac{m^{-1}-1}{c} \tag{III-39}
\end{equation*}
$$

F)

$$
M_{5} u_{\infty} v_{0} e^{c t} \equiv \zeta-2 \lambda \eta+\lambda^{2} \xi-\left(\zeta_{0}-2 \lambda_{0} \eta_{0}+\lambda_{0}^{2} \xi_{0}\right)
$$

Utilizing (III-18)

$$
\begin{gather*}
M_{5}=\frac{E_{s} m^{-c} u_{\infty}}{1-c}\left\{\frac{m^{2}}{2-c}-\frac{2 m}{1-c}-\frac{11}{d}+\frac{E_{s} u_{\infty}}{1-c}\left\{\frac{-1}{2-c}+\frac{2}{1-c}\right.\right. \\
+\frac{m^{-1}}{c}+2 k_{f}+\frac{E_{s}\left(1-u_{\infty} s\right)}{c(1-c)}(1-2 c)-\frac{1}{c}\left\{1-u_{\infty} s+u_{\infty}\left(m^{-1}-1\right)\right\} \tag{IIT}
\end{gather*}
$$

G)

$$
M_{6} v_{0} e^{c t} \equiv \xi_{1}-\xi_{10}
$$

Utilizing (III-24)

$$
\begin{align*}
& M_{6}=\frac{-E_{s} E_{y} m^{-c}}{c(1-c)}+\frac{E_{s} E_{y} m^{-1}}{c^{2}(1-c)}+\frac{E_{s} m^{-c}}{c(1-c)}-\frac{E_{s} m^{-1}}{c^{2}(1-c)} \\
&-\frac{E_{y} m^{-1}}{c^{2}}+\frac{m^{-1}}{c^{2}} \tag{III-4.}
\end{align*}
$$

H)

$$
M_{7} u_{\infty} v_{0} e^{c t} \equiv \lambda \xi_{1}-\lambda_{0} g_{10}
$$

Utilizing (III-25)

$$
\begin{align*}
M_{7}= & \frac{E_{s} \mathrm{E}^{\prime} \mathrm{m}^{-c} s}{c(1-c)}+\frac{E_{s} \mathrm{E}^{\prime} \mathrm{m}^{-1} s}{c^{2}(1-c)}+\frac{E_{s} m^{-c} s}{c(1-c)}-\frac{E_{s}}{c}\left\{\frac{\ell_{1}}{m_{\infty}}\right. \\
& \left.+\frac{m^{-1} s}{c(1-c)}\right\}-\frac{E_{y^{\prime}} m^{-1}}{c^{2}}+\frac{m^{-1} s}{c^{2}}+\frac{\ell_{1}}{c m u_{\infty}} \tag{III-42}
\end{align*}
$$

I)

$$
M_{8} u_{\infty} v_{0} e^{c t} \equiv \lambda^{2} \xi_{1}-\lambda_{0}^{2} \xi_{10}
$$

Utilizing (III-26)

$$
\begin{gather*}
M_{8}=\frac{-E_{s} E m^{-c} u_{\infty} s^{2}}{c(1-c)}+\frac{E_{s} E^{2} m^{-1} u_{\infty} s^{2}}{c^{2}(1-c)}+\frac{E_{s} m^{-c} u_{\infty} s^{2}}{c(1-c)} \\
-\frac{E_{s}}{c}\left\{\frac{2 \ell_{1} s}{m}+\frac{m^{-1} u_{\infty} s^{2}}{c(1-c)}\right\}-\frac{E_{y} m^{-1} u_{\infty} s^{2}}{c^{2}}+\frac{m^{-1} u_{\infty} s^{2}}{c^{2}}+\frac{2 l_{1} s}{c m} \tag{III-43}
\end{gather*}
$$

In these $M_{i}$ groupings $c$ appears in four different ways: through $c, E_{s}, E_{y}$, and $m^{-c}$.

In calculating the coefficients of the equation in $c$, the coefficients will be grouped in relation to $E_{s} E_{y^{\prime}} m^{-c}, E_{s} E_{y}, E_{s} m^{-c}, E_{s}$, and $E_{y}$.
(12) Coefticient of g in the Equation in c. Utilizing (III-34)
and introducing the notation

$$
\begin{equation*}
B_{1} \equiv M_{3}+M_{6} \tag{III-44}
\end{equation*}
$$

Adding (III-38) and (III-4I)

$$
\begin{equation*}
B_{1}=\frac{-E_{s} E_{y^{\prime}} m^{-c}}{c(1 \cdots c)}+\frac{E_{s} E y^{-1}}{c^{2}(1-c)}-\frac{E_{s} m^{-1}}{c^{2}}-\frac{E_{y^{\prime}} m^{-1}}{c^{2}}+\frac{1}{c}+\frac{1-c}{m c^{2}} \tag{III-45}
\end{equation*}
$$

(13) Coefficient of $f$ in the Equation in $c$. The coefficient of $f$ is much more complicated than the coefficient of $g$; therefore, use is made of the grouping mentioned above. Utilizing (III-34) and the notation above, $\mathrm{B}_{2}$ becomes
$B_{2} \equiv 2\left(M_{0}+M_{1}\right)+u_{\infty} M_{3}+2 u_{\infty} M_{4}+M_{5}+\left(u_{\infty}+1\right)^{2} \frac{M_{6}}{u_{\infty}}-2\left(u_{\infty}+1\right) M_{7}+M_{8}$
(III-46)
(A) Terms in $E_{s} E_{y} m^{-c}$. The term $E_{s} E_{y} m^{-c}$ appears in $M_{6}, M_{7}$, and $M_{8}$

$$
\frac{-E_{s} \mathrm{E}^{\mathrm{m}^{-c}}}{\mathrm{c}(1-\mathrm{c})}\left\{\frac{\left(u_{\infty}+1\right)^{2}}{u_{\infty}}-2\left(u_{\infty}+1\right) s+u_{\infty} s^{2}\right\}
$$

Simplifying, this term becomes

$$
\begin{equation*}
-m u_{\infty} \frac{E_{s} E^{\prime} m^{-c}}{c(1-c)} \tag{III-47}
\end{equation*}
$$

(B) Terms in $\mathrm{E}_{\mathrm{s}} \mathrm{F}_{\mathrm{y}}$. This term is calculated as in (A),

$$
\frac{E_{s} E^{E} m^{-1}}{c^{2}(1-c)}\left[\frac{\left(u_{\infty}+1\right)^{2}}{u_{\infty}}-2\left(u_{\infty}+1\right)+u_{\infty} s^{2}\right]
$$

This coefficient is identical to that calculated in (A); therefore, this term becomes

$$
\begin{equation*}
\operatorname{mu}_{\infty} \frac{E_{s} E_{y}}{c^{2}(1-c)} \tag{III-48}
\end{equation*}
$$

(c) Terms in $E_{E^{\prime}} \mathrm{m}^{-c}$. This term is included in $M_{3}$ through $M_{8}$.

$$
\begin{aligned}
& \frac{E_{s} m^{-c}}{1-c}\left[\frac{-u_{\infty}}{c}+2 u_{\infty}\left(\frac{m}{1-c}+\frac{1}{c}\right)+u_{\infty}\left(\frac{m^{2}}{2-c}-\frac{2 m}{1-c}-\frac{1}{c}\right)\right. \\
& \left.\quad+\left\{\frac{\left(u_{\infty}+1\right)^{2}}{c u_{\infty}}-2\left(u_{\infty}+1\right) \frac{s}{c}+\frac{u_{\infty} s^{2}}{c}\right\}\right]
\end{aligned}
$$

The term in the $\}$ brackets is the same term as above except for the factor $\frac{1}{c}$; therefore, this term becomes

$$
\begin{equation*}
2 m^{2} u_{\infty} \frac{E_{s} m^{-c}}{c(1-c)(2-c)} \tag{III-49}
\end{equation*}
$$

(D) Terms in $E_{s}$. This term is included in $M_{3}$ through $M_{8}$

$$
\begin{gathered}
\frac{E_{s}}{1-c}\left\{\frac{m^{-1} u_{\infty}}{c}-\frac{2 u_{\infty} m^{-1}}{c}-2 u_{\infty} k-\frac{2 u_{\infty}}{1-c}-\frac{u_{\infty}}{2-c}+\frac{2 u_{\infty}}{1-c}\right. \\
\left.+\frac{u_{\infty} m^{-1}}{c}+2 u_{\infty} k\right\}+\frac{E_{s}\left(1-u_{\infty} s\right)(1-2 c)}{c(1-c)}-\frac{E m^{-1}}{c^{2}(1-c)}\left\{\frac{\left(u_{\infty}+1\right)^{2}}{u_{\infty}}\right.
\end{gathered}
$$

$$
\left.-2\left(u_{\infty}+1\right) s+u_{\infty} s^{2}\right\}+\frac{E_{s}}{c}\left[\frac{2\left(u_{\infty}+1\right) \ell_{1}}{m u_{\infty}}-\frac{2 \ell_{1} s}{m}\right]
$$

Again noting the second term in the $\}$ brackets has already been evaluated, the following expression is obtained:

$$
\begin{equation*}
\frac{-E_{s}}{1-c}\left[\frac{u_{\infty}}{2-c}+1-u_{\infty} s+\frac{m u_{\infty}}{c}\right]+\frac{E_{s}\left(1-u_{\infty} s\right)}{c}+\frac{2 \ell_{1} E_{s}}{c} \tag{III-50}
\end{equation*}
$$

(E) Terms in $E_{y}$. These terms are included in $M_{6}, M_{7}$, and $M_{8}$.

$$
\frac{-E_{y} m^{-1}}{c^{2}}\left\{\frac{\left(u_{\infty}+1\right)^{2}}{u_{\infty}}-2\left(u_{\infty}+1\right) s+u_{\infty} s^{2}\right\}
$$

As before, this term reduces to

$$
\begin{equation*}
-m u_{\infty} \frac{E_{y}}{c^{2}} \tag{III-5I}
\end{equation*}
$$

(F) Terms in $\frac{1}{c}$. These terms are included in $M_{3}$ through $M_{8}$.

$$
\begin{gathered}
\frac{m^{-1}-1}{c}\left(-u_{\infty}+2 u_{\infty}-u_{\infty}\right)-\frac{1}{c}\left(1-u_{\infty} s\right)+\frac{m^{-1}}{c^{2}}\left\{\frac{\left(u_{\infty}+1\right)^{2}}{u_{\infty}}\right. \\
\left.-2\left(u_{\infty}+1\right) s+u_{\infty} s^{2}\right\}-\frac{2 l_{1}}{c m u_{\infty}}\left(u_{\infty}+1-u_{\infty} s\right)
\end{gathered}
$$

This term reduces to

$$
\begin{equation*}
-\frac{1}{c}\left(1-u_{\infty} s\right)+\frac{m u_{\infty}}{c^{2}}-\frac{2 \ell_{1}}{c} \tag{III-52}
\end{equation*}
$$

(G) Terms Independent of $c$. These terms occur in $M_{1}$ and $M_{2}$. $2 M_{0}+2 M_{1}=2\left(l_{0}+u_{\infty} s+u_{\infty} k+\frac{l_{1}}{m}\right)+2\left\{1-u_{\infty} s-u_{\infty} k+\left(1-u_{\infty} s\right) \frac{l_{1}}{m u_{\infty}}\right\}$

This term reduces to

$$
\begin{equation*}
2\left(l_{0}+1+l_{1}\right) \tag{III-53}
\end{equation*}
$$

Adding Equations (III-47) through (III-53) gives

$$
\begin{gather*}
B_{2}=-m^{2} u_{\infty} \frac{E s^{E} y^{-c}}{c(1-c)}+m u_{\infty} \frac{E_{s} E_{y}}{c^{2}(1-c)}+2 m^{2} u_{\infty} \frac{E_{s} m^{-c}}{c(1-c)(2-c)} \\
- \\
\frac{E_{s}}{(1-c)}\left\{\frac{u_{\infty}}{2-c}+1-u_{\infty} s+\frac{m u_{\infty}}{c^{2}}+\frac{E_{s}\left(1-u_{\infty} s\right)}{c}+\right. \\
\quad \frac{2 l_{1} E_{s}}{c}-m_{\infty} \frac{E_{y}}{c^{2}}-\frac{1}{c}\left(1-u_{\infty} s\right)+\frac{m u_{\infty}}{c^{2}}-\frac{2 l_{1}}{c}+  \tag{III-54}\\
+2\left(\ell_{0}+1+l_{1}\right)
\end{gather*}
$$

(14) Constant Coefficient. Utilizing (III-34) and the notation

$$
\begin{equation*}
B_{3} \equiv M_{0} c+E_{s}\left(\xi_{0}+\xi_{10}\right)-\xi_{10}+u_{\infty} M_{2}+u_{\infty} M_{4} \tag{III-55}
\end{equation*}
$$

From (II-12) and (II-18)

$$
\xi_{0}+\xi_{10}=u_{\infty} k+\frac{\ell_{1}}{m}
$$

Utilizing Equations (III-35), (III-37), (III-39), (III-27), and the above equation

$$
\begin{aligned}
B_{3}= & \left(\ell_{0}+u_{\infty} s+u_{\infty} k+\frac{\ell_{1}}{m}\right)+E_{s}\left(u_{\infty} k+\frac{\ell_{1}}{m}\right)-\frac{\ell_{1}}{m} \\
+ & u_{\infty}\left\{\frac{-E_{s} m^{-c}}{c(1-c)}+\frac{E_{s}}{c}\left(\frac{m^{-1}}{1-c}+1\right)-\frac{m^{-1}}{c}+\frac{E_{s} m^{-c}}{1-c}\right. \\
& \left.\left(\frac{m}{1-c}+\frac{1}{c}\right)-\frac{E_{s}}{1-c}\left(\frac{m^{-1}}{c}+k+\frac{1}{1-c}\right)+\frac{m^{-1}-1}{c}\right\}
\end{aligned}
$$

This expression reduces to

$$
\begin{align*}
B_{3}= & m_{\infty} \frac{E_{s} m^{-c}}{(1-c)^{2}}+E_{s}\left[\frac{u_{\infty}}{c}-\frac{u_{\infty} k c}{1-c}-\frac{u_{\infty}}{(1-c)^{2}}+\frac{\ell_{1}-1}{m}\right. \\
& +\left(\ell_{0}+u_{\infty} s+u_{\infty} k+\frac{l_{1}}{m}\right) c-\frac{u_{\infty}}{c}-\frac{l_{1}}{m} \tag{III-56}
\end{align*}
$$

Therefore, the coefficients of the equation in $c$ as given in

Equation (98) have been determined,

$$
\begin{equation*}
B_{1} g+B_{2} f l_{\infty}+B_{3}=0 \tag{98}
\end{equation*}
$$

in Equations (III-45), (III-54), and (III-56) respectively.

## APPENDIX IV

## THE GENERAL EQUATIONS IN $\omega$

The system of equations in $\omega$ of the surface ( $\Sigma$ ) is the system deduced from the equation in $c$ (98)

$$
\begin{equation*}
B_{1} g+B_{2} f u_{\infty}+B_{3}=0 \tag{98}
\end{equation*}
$$

when $c$ is taken as

$$
c=i \omega
$$

and when the real and the pure imaginary terms are separated.
The following definitions are made:

$$
\begin{align*}
& B_{1}(i \omega) \equiv a_{1}+i b_{1} \\
& B_{2}(i \omega) \equiv a_{2}+i b_{2}  \tag{IV-I}\\
& B_{3}(i \omega) \equiv a_{3}+i b_{3}
\end{align*}
$$

Assuming $\omega \neq 0$, two equations occur as a result of the separation of the real and the imaginary parts, i.e.,

$$
\begin{align*}
& a_{1} g+a_{2} u_{\infty} f+a_{3}=0 \\
& b_{1} g+b_{2} u_{\infty} f+b_{3}=0 \tag{IV-2}
\end{align*}
$$

(1) Preliminary Calculations. From the equations (II-10)

$$
\mathrm{k}=\ln \mathrm{m}
$$

therefore,

$$
m^{-c}=e^{-k c}
$$

since $c=i \omega$

$$
m^{-c}=e^{-i \omega k}=\cos (\omega k)-i \sin (\omega k)
$$

also

$$
\begin{aligned}
& E_{S} \equiv e^{-c s}=e^{-i \omega s}=\cos (\omega s)-i \sin (\omega s) \\
& E_{y} \equiv e^{-c y}=e^{-i \omega y}=\cos (\omega y)-i \sin (\omega y)
\end{aligned}
$$

It is convenient to introduce the notation

$$
\begin{align*}
\omega \mathrm{k} & \equiv \mathrm{~K} \\
\omega \mathrm{y} & \equiv \mathrm{Y}  \tag{IV-3}\\
\omega \mathrm{~s} & \equiv \mathrm{~S}
\end{align*}
$$

With this notation the following calculations are made:

$$
\begin{align*}
& E_{S} E_{y^{\prime}} m^{-c}=e^{-i(K+S+Y)}=\cos (K+S+Y)-i \sin (K+S+Y) \\
& E_{S} E_{y}=e^{-i(S+Y)}=\cos (S+Y)-i \sin (S+Y) \\
& E_{S} m^{-c}=e^{-i(K+S)}=\cos (K+S)-i \sin (K+S)  \tag{IV-4}\\
& E_{S}=e^{-i S}=\cos (S)-i \sin (S) \\
& E_{y}=e^{-i Y}=\cos (Y)-i \sin (Y)
\end{align*}
$$

also

$$
\begin{aligned}
& \frac{1}{c}=-\frac{i}{\omega} \\
& \frac{1}{c^{2}}=-\frac{1}{\omega^{2}} \\
& \frac{1}{1-c}=\frac{1+i \omega}{1+\omega^{2}} \\
& \frac{1}{(1-c)^{2}}=\frac{\left(1-\omega^{2}\right)+2 i \omega}{\left(1+\omega^{2}\right)^{2}} \\
& \frac{1}{2-c}=\frac{2+i \omega}{4+\omega^{2}}
\end{aligned}
$$

$$
\begin{align*}
& \frac{1}{c(1-c)}=\frac{1}{1+\omega^{2}}-\frac{i}{\omega\left(1+\omega^{2}\right)} \\
& \frac{1}{c^{2}(1-c)}=\frac{-1}{\omega^{2}\left(1+\omega^{2}\right)}-\frac{i}{\omega\left(1+\omega^{2}\right)}  \tag{IV-5}\\
& \frac{1}{(1-c)(2-c)}=\frac{2-\omega^{2}}{\left(1+\omega^{2}\right)\left(4+\omega^{2}\right)}+\frac{3 i \omega}{\left(1+\omega^{2}\right)\left(4+\omega^{2}\right)} \\
& \frac{1}{c(1-c)(2-c)}=\frac{3}{\left(1+\omega^{2}\right)\left(4+\omega^{2}\right)}+\frac{i\left(\omega^{2}-2\right)}{\omega\left(1+\omega^{2}\right)\left(4+\omega^{2}\right)}
\end{align*}
$$

All of the complex terms of $B_{1}, B_{2}$, and $B_{3}$ are given in (IV-4) and (IV-5). Therefore, it is possible to write the equation in $c$ in terms of the equation in $\omega$.
(2) Expression for $B_{1}, B_{1}$ is given by (III-45)

$$
\begin{equation*}
B_{1}=\frac{-E_{s} E_{y^{\prime}} m^{-c}}{c(1-c)}+\frac{E_{s} E_{y} m^{-1}}{c^{2}(1-c)}-\frac{E_{s} m^{-1}}{c^{2}}-\frac{E_{y} m^{-1}}{c^{2}}+\frac{1}{c}+\frac{1-c}{m c^{2}} \tag{III-45}
\end{equation*}
$$

Utilizing (IV-4) and (IV-5)

$$
\begin{align*}
B_{1}= & {[-\cos (K+S+Y)+i \sin (K+S+Y)]\left[\frac{1}{1+\omega^{2}}-\frac{i}{\omega\left(1+\omega^{2}\right)}\right] } \\
+ & \frac{\cos (S+Y)-i \sin (S+Y)}{m}\left[\frac{-1}{\omega^{2}\left(1+\omega^{2}\right)}-\frac{i}{\omega\left(1+\omega^{2}\right)}\right]+ \\
& \frac{\cos (S)+\cos (Y)-i(\sin S+\sin Y)}{m \omega^{2}}-\frac{1-i \omega}{m \omega^{2}}-\frac{i}{\omega} \tag{IV-6}
\end{align*}
$$

Separating the real and imaginary parts of (IV-6) and recalling (IV-2),

$$
\begin{align*}
a_{1}= & \frac{-1}{1+\omega^{2}}\left[\cos (K+S+Y)-\frac{\sin (K+S+Y)}{\omega}\right]-\frac{1}{m \omega^{2}\left(1+\omega^{2}\right)} \\
& {[\cos (S+Y)+\omega \sin (S+Y)]+\frac{\cos (S)+\cos (Y)-1}{m \omega^{2}} } \tag{IV-7}
\end{align*}
$$

$$
\begin{align*}
b_{1}= & \frac{1}{\omega\left(1+\omega^{2}\right)}[\cos (K+S+Y)+\omega \sin (K+S+Y)]-\frac{1}{m \omega\left(1+\omega^{2}\right)} \\
& {\left[\cos (S+Y)-\frac{\sin (S+Y)}{\omega}\right]-\frac{\sin (S)+\sin (Y)}{m^{2}}+\frac{1}{\omega}\left(\frac{1}{m}-1\right) } \tag{IV-8}
\end{align*}
$$

(3) Expression for $B_{2} \cdot B_{2}$ is given by (III-54)

$$
\begin{align*}
& B_{2}=-m^{2} u_{\infty} \frac{E_{s} E^{2} y^{-c}}{c(1-c)}+m u_{\infty} \frac{E_{s} E^{\prime}}{c^{2}(1-c)}+2 m^{2} u_{\infty} \frac{E_{s} m^{-c}}{c(1-c)(2-c)} \\
& -\frac{E s}{1-c}\left\{\frac{E_{\infty}}{2-c}+1-u_{\infty} s+\frac{m u_{\infty}}{c}\right\}+\frac{E_{s}\left(1-u_{\infty} s\right)}{c}+\frac{2 \ell_{1} E_{s}}{c} \\
& -\frac{m u_{\infty} E}{c^{2}}-\frac{1}{c}\left(1-u_{\infty} s\right)+\frac{m u_{\infty}}{c^{2}}-\frac{2 \ell_{1}}{c}+2\left(l_{0}+1+l_{1}\right) \tag{III-54}
\end{align*}
$$

Utilizing (IV-4) and (IV-5)

$$
\begin{aligned}
B_{2}= & m^{2} u_{\infty}[-\cos (K+S+Y)+i \sin (K+S+Y)] \\
& +m u_{\infty}[\cos (S+Y)-i \sin (S+Y)]\left[\frac{1}{\omega^{2}\left(1+\omega^{2}\right.}-\frac{i}{\omega\left(1+\omega^{2}\right)}-\frac{i}{\omega\left(1+\omega^{2}\right)}\right] \\
+ & 2 m^{2} u_{\infty}[\cos (K+S)-i \sin (K+S)]\left[\frac{3}{\left(1+\omega^{2}\right)\left(4+\omega^{2}\right)}+\frac{i\left(\omega^{2}-2\right)}{\omega\left(1+\omega^{2}\right)\left(4+\omega^{2}\right)}\right] \\
& +[-\cos (S)+i \sin (S)]\left[\frac{\left(2-\omega^{2}\right) u_{\infty}}{\left(1+\omega^{2}\right)\left(4+\omega^{2}\right)}+\frac{3 i \omega u_{\infty}}{\left(1+\omega^{2}\right)\left(4+\omega^{2}\right)}\right. \\
+ & \left.\frac{\left(1-u_{\infty} s\right)(1+i \omega)}{1+\omega^{2}}-\frac{m u_{\infty}}{\omega^{2}\left(1+\omega^{2}\right)}-\frac{i m u_{\infty}}{\omega\left(1+\omega^{2}\right)}+\frac{\left(1-u_{\infty} s+2 \ell_{1}\right) i}{\omega}\right] \\
+ & \frac{m u_{\infty}}{\omega^{2}}[\cos (Y)-i \sin (Y)]+\frac{\left(1-u_{\infty} s+2 \ell_{1}\right) i}{\omega}-\frac{m u_{\infty}}{\omega^{2}}+2\left(l_{0}+1+l_{1}\right)
\end{aligned}
$$

Separating the real and imaginary parts of (IV-9) and recalling (IV-2),

$$
\begin{aligned}
a_{2}= & -\frac{m^{2} u_{\infty}}{\left(1+\omega^{2}\right)}\left[\cos (K+S+Y)-\frac{\sin (K+S+Y)}{\omega}\right]-\frac{m u_{\infty}}{\omega^{2}\left(1+\omega^{2}\right)}[\cos (S+Y)+ \\
& \omega \sin (S+Y)]+\frac{2 m^{2} u_{\infty}}{\left(1+\omega^{2}\right)\left(4+\omega^{2}\right)}\left[3 \cos (K+S)+\frac{\omega^{2}-2}{\omega} \sin (K+S)^{7}:\right. \\
= & \frac{\cos (S)}{1+\omega^{2}}\left[\frac{\left(2-\omega^{2}\right) u_{\infty}}{4+\omega^{2}}+1-u_{\infty} s-\frac{m u_{\infty}}{\omega^{2}}\right]-\sin (S)\left[\frac{3 \omega u_{\infty}}{\left(1+\omega^{2}\right)\left(4+\omega^{2}\right)}+\frac{\omega\left(1-u_{\infty} s\right)}{1+\omega^{2}}\right. \\
- & \left.\frac{m u_{\infty}}{\omega\left(1+\omega^{2}\right)}+\frac{1-u_{\infty} s+2 \ell_{1}}{\omega}\right]-\frac{m u_{\infty}}{\omega^{2}}[1-\cos (Y)]+2\left(\ell_{0}+1+\ell_{1}\right)
\end{aligned}
$$

$$
\begin{align*}
b_{2}= & \frac{m^{2} u_{\infty}}{\omega\left(1+\omega^{2}\right)}[\cos (K+S+Y)+\omega \sin (K+S+Y)]-\frac{m u_{\infty}}{\omega\left(1+\omega^{2}\right)}[\cos (S+Y)-  \tag{IV-10}\\
& \left.\frac{\sin (S+Y)}{\omega}\right]+\frac{2 m^{2} u_{\infty}}{\left(1+\omega^{2}\right)\left(4+\omega^{2}\right)}\left[\frac{\omega^{2}-2}{\omega} \cos (K+S)-3 \sin (K+S)\right]-\cos (S) \\
& {\left[\frac{3 \omega u_{\infty}}{\left(1+\omega^{2}\right)\left(4+\omega^{2}\right)}+\frac{\omega\left(1-u_{\infty} s\right)}{1+\omega^{2}}-\frac{m u_{\infty}}{\omega\left(1+\omega^{2}\right)}+\frac{1-u_{\infty} s+2 l_{1}}{\omega}\right]+\frac{\sin (S)}{1+\omega^{2}} } \\
& {\left[\frac{\left(2-\omega^{2}\right) u_{\infty}}{4+\omega^{2}}+1-u_{\infty} s-\frac{m u_{\infty}}{\omega^{2}}\right]-\frac{m u_{\infty}}{\omega^{2}} \sin (Y)+\frac{1-u_{\infty} s+2 \ell_{1}}{\omega} } \tag{IV-II}
\end{align*}
$$

(4) Expression for $\mathrm{B}_{3}$. From (III-56)

$$
\begin{align*}
B_{3}= & m u_{\infty} \frac{E_{s} m^{-c}}{(1-c)^{2}}+E_{s}\left[\frac{u_{\infty}}{c}-\frac{u_{\infty} k c}{1-c}-\frac{u_{\infty}}{(1-c)^{2}}+\frac{l_{1}}{m}\right] \\
& +\left(\ell_{0}+u_{\infty} s+u_{\infty} k+\frac{l_{1}}{m}\right) c-\frac{u_{\infty}}{c}-\frac{l_{1}}{m} \tag{III-56}
\end{align*}
$$

Utilizing (IV-4) and (IV-5),

$$
\begin{gather*}
B_{3}=m u_{\infty}\left[\cos (K+S)-i \sin (K+s)\left\{\frac{1-\omega^{2}+2 i \omega}{\left(1+\omega^{2}\right)^{2}}\right\}\right]+[\cos (s)-i \sin (s)] \\
{\left[\frac{-u_{\infty} i}{\omega}-\frac{u_{\infty} k \omega i(1+i \omega)}{1+\omega^{2}}-\frac{u_{\infty}\left(1-\omega^{2}+2 i \omega\right)}{\left(1+\omega^{2}\right)^{2}}+\frac{\ell_{1}}{m}\right]+\left(\ell_{0}+u_{\infty} s\right.} \\
\left.+u_{\infty} k+\frac{l_{1}}{m}\right) i \omega+\frac{u_{\infty} i}{\omega}-\frac{l_{1}}{m} \tag{IV-12}
\end{gather*}
$$

Separating the real and imaginary parts of (IV-12) and recalling (IV-2)

$$
\begin{align*}
a_{3} & =\frac{m u_{\infty}}{\left(1+\omega^{2}\right)^{2}}\left[\left(1-\omega^{2}\right) \cos (K+S)+2 \omega \sin (K+S)\right]+\cos (S)\left[\frac{u_{\infty} k \omega^{2}}{1+\omega^{2}}\right. \\
& \left.-\frac{u_{\infty}\left(1-\omega^{2}\right)}{\left(1+\omega^{2}\right)^{2}}+\frac{l_{1}}{m}\right]-\sin (S)\left[\frac{u_{\infty}}{\omega}+\frac{u_{\infty} k \omega}{1+\omega^{2}}+\frac{2 u_{\infty} \omega}{\left(1+\omega^{2}\right)^{2}}\right]-\frac{l_{1}}{m} \tag{IV-13}
\end{align*}
$$

$$
\begin{gather*}
b_{3}=\frac{m u_{\infty}}{\left(1+\omega^{2}\right)^{2}}\left[2 \omega \cos (K+s)-\left(1-\omega^{2}\right) \sin (K+S)\right]-\cos (S)\left[\frac{u_{\infty}}{\omega}+\frac{u_{\infty} k \omega}{1+\omega^{2}}\right. \\
\left.+\frac{2 u_{\infty} \omega}{\left(1+\omega^{2}\right)^{2}}\right]-\sin (s)\left[\frac{u_{\infty} k \omega^{2}}{1+\omega^{2}}-\frac{u_{\infty}\left(1-\omega^{2}\right)}{\left(1+\omega^{2}\right)^{2}}+\frac{l_{1}}{m}\right]+\left(l_{0}+u_{\infty} s+u_{\infty} k\right. \\
\left.+\frac{l_{1}}{m}\right) \omega+\frac{u_{\infty}}{\omega} \tag{IV-14}
\end{gather*}
$$

Therefore, with these calculations the equation in $c$ has been replaced by the set of equations in $\omega$ (IV-2) with the defining relations (IV-7) and (IV-8), (IV-10) and (IV-II), plus (IV-13) and (IV-14).

## APPETE: X

## COHSTANT DEMETM *

For constant density Now, ©
(16) for $\oplus \rightarrow \infty$.

Hence,

$$
\frac{\partial \ddot{u}}{\partial z}=
$$

Therefore, $U$ is a function of $?$ orisy

Applying the momentum equation :- .

$$
\Delta \mathrm{P}=\int_{\text {entrance }}^{\text {exit }} \frac{\Gamma \cdots}{\partial T} \cdot \cdots,
$$

and

$$
\Delta P=R_{0}\left[\frac{d U}{d T}+G+\frac{F^{3}}{2 D}\right.
$$

This equation can be written in the som

$$
\frac{d U}{d T}=\cdot v^{2} \cdot r
$$

where $a$ and $b$ are positive constants
By putting

$$
U=u_{0}+i
$$

where

$$
U_{0}=\text { steady state veioniry }
$$

## APPENDIX V

## CONSTANT DENSITY FLOW

For constant density flow, the continuity equation is given by (16) for $@ \rightarrow \infty$.

Hence,

$$
\frac{\partial U}{\partial Z}=0
$$

Therefore, $U$ is a function of $T$ only.

$$
U=U(T)
$$

Applying the momentum equation (17),

$$
\Delta \mathrm{P}=\int_{\text {entrance }}^{\text {exit }}\left[\frac{\partial \mathrm{U}}{\partial T}+G+\frac{\mathrm{FU}^{2}}{2 \mathrm{D}}\right] \mathrm{R}_{0} d Z
$$

and

$$
\begin{equation*}
\Delta P=R_{0}\left[\frac{d U}{d T}+G+\frac{F U^{2}}{2 D}\right]\left(L_{0}+L_{c}+L_{1}\right) \tag{V-1}
\end{equation*}
$$

This equation can be written in the form

$$
\begin{equation*}
\frac{d U}{d T}=-a U^{2}+b \tag{v-2}
\end{equation*}
$$

where $a$ and $b$ are positive constants.
By putting

$$
\begin{equation*}
U=U_{0}+V \tag{v-3}
\end{equation*}
$$

where

$$
U_{0}=\text { steady state velocity }
$$

$$
V=\text { transient component of velocity }
$$

then

$$
\begin{equation*}
\frac{d V}{d T}=-a U_{0}^{2}+b-a\left(2 U_{0}+V\right) V=-a\left(2 U_{0}+V\right) V \tag{v-4}
\end{equation*}
$$

Taking an initial perturbation such that

$$
|\mathrm{V}(0)|<U_{0}
$$

since the right hand member of ( $V-4$ ) is of opposite sign to $V$, this equation gives

$$
\begin{equation*}
V \frac{d V}{d T}<0 \tag{v-5}
\end{equation*}
$$

which says

$$
\begin{equation*}
\frac{d\left(v^{2}\right)}{d T}<0 \tag{v-6}
\end{equation*}
$$

This says that $V$ can only decrease in absolute value, therefore, the flow becomes stable in the sense that stability has been defined earlier in this investigation.

## APPENDIX VI

## UNDAMPED NATURAL FREQUENCIES OF THE LOOP

In order to determine what vibrating frequencies are important


Figure (54) Loop Idealized as a U-Tube Manometer
in the operation of a natural-circulation loop, it is necessary to investigate the various modes of vibration that can occur and to compare these calculated natural frequencies with those found experimentally.

Since the loop is operated in a thermodynamic region where the density of the fluid in the portion of the loop from the heater section to the heat exchanger is much greater than the density of the fluid in the rest of the loop, the loop can be treated as a vertical U-tube manometer and the natural frequency of the manometer can be calculated. This will give, as a first approximation, the longitudinal natural frequency of the loop considering the loop fluid to be a solid body.

If, referring to Figure (54), the liquid is displaced a distance $x$ from equilibrium, the potential energy of the system is changed (assuming no mixing of the liquid and the vapor) as follows:

$$
\begin{equation*}
\text { P.E. }=\frac{\left(\rho_{L} A x\right)_{g x}}{g_{c}}-\frac{\left(\rho_{v} A x\right)_{g x}}{g_{c}} \tag{VI-1}
\end{equation*}
$$

The kinetic energy of the system is given by

$$
\begin{equation*}
\text { K.E. }=\frac{l}{2 g_{c}}\left[\frac{\rho_{L}+\rho_{v}}{2}\right] A l\left(\frac{\partial x}{d t}\right)^{2} \tag{VI-2}
\end{equation*}
$$

where

$$
\begin{aligned}
& \rho_{\mathrm{L}}=\text { Liquid density, } 1 \mathrm{~b}_{\mathrm{m}} / \mathrm{ft}^{3} \\
& \rho_{\mathrm{V}}=\text { Vapor density, } \mathrm{lb}_{\mathrm{m}} / \mathrm{ft}^{3} \\
& \mathrm{~A}=\text { Cross-sectional area of loop, } \mathrm{ft}{ }^{2} \\
& \ell=\text { One-half loop circumference, ft }
\end{aligned}
$$

In a conservative field,
P.E. + K.E. = Constant

Hence,

$$
\frac{d}{d t}(\text { P.E. }+ \text { K.E. })=0
$$

Therefore,

$$
\frac{d}{d t}\left[\frac{A x^{2} g}{g_{c}}\left(\rho_{L}-\rho_{v}\right)+\frac{I}{2 g_{c}}\left\{\frac{\rho_{L}+\rho_{v}}{2}\right\} A l\left(\frac{d x}{d t}\right)^{2}\right\}=0
$$

Differentiating and simplifying,

$$
\begin{equation*}
\frac{d^{2} x}{d t^{2}}+\frac{2 g}{l} \frac{\left(\rho_{L}-\rho_{v}\right)}{\left(\rho_{L}+\rho_{v}\right)} x=0 \tag{vI-3}
\end{equation*}
$$

From the solution of (VI-3), it is found that the natural frequency is

$$
\omega_{n}=\sqrt{\frac{2 g\left(\rho_{L}-\rho_{V}\right)}{\ell\left(\rho_{L}+\rho_{V}\right)}}
$$

and

$$
\begin{equation*}
f_{n}=\frac{1}{2 \pi} \sqrt{\frac{2 g\left(\rho_{L}-\rho_{V}\right)}{\ell\left(\rho_{L}+\rho_{V}\right)}} \tag{VI-4}
\end{equation*}
$$

If $\rho_{L} \gg \rho_{V}$,

$$
\begin{equation*}
f_{n}=\frac{1}{2 \pi} \sqrt{\frac{2 g}{l}} \tag{VI-5}
\end{equation*}
$$

Utilizing (VI-5), the natural frequency assuming $\rho_{L} \gg \rho_{V}$ is

$$
\mathbf{f}_{\mathrm{n}}=0.276 \mathrm{cps}
$$

Another mode of vibration would be the radial mode in a pressurized pipe as shown in Figure (55). The natural frequency for this mode is given by

$$
\begin{equation*}
\omega_{\mathrm{n}}=\sqrt{\frac{K}{\mathrm{~m}}} \tag{VI-6}
\end{equation*}
$$



Figure (55) Radial Mode of Vibration

Now

$$
K=\frac{p}{\delta}
$$

and

$$
\begin{aligned}
\delta & =R \varepsilon_{h} \\
& =\frac{R}{E}\left(\sigma_{h}-v \sigma_{a}\right) \\
& =\frac{R}{E}\left(\frac{p R}{t}-v \frac{p R}{2 t}\right) \\
\delta & =\frac{p R^{2}}{E t}\left(1-\frac{\nu}{2}\right)
\end{aligned}
$$

Therefore,

$$
\begin{gather*}
\mathrm{K}=\frac{\mathrm{p}}{\delta}=\frac{2 \pi R \mathrm{RLEt}}{\operatorname{pr}^{2}\left(1-\frac{\nu}{2}\right)} \\
\mathrm{K}=\frac{2 \pi E t L}{R\left(1-\frac{\nu}{2}\right)} \tag{VI-7}
\end{gather*}
$$

and

$$
\begin{equation*}
\mathrm{m}=\frac{2 \pi R t I Y}{g_{c}} \tag{VI-8}
\end{equation*}
$$

Substituting (VI-7) and (VI-8) into (VI-6) gives

$$
\begin{equation*}
\omega_{n}=\sqrt{\frac{E g_{c}}{R^{2} \gamma\left(1-\frac{\nu}{2}\right)}} \tag{vi-9}
\end{equation*}
$$

and

$$
\begin{equation*}
f_{n}=\frac{l}{2 \pi} \sqrt{\frac{E g_{c}}{R^{2} \gamma\left(1-\frac{\nu}{2}\right)}} \tag{VI-10}
\end{equation*}
$$

where

$$
\begin{aligned}
\gamma & =\text { Density, } l b_{m} / \mathrm{ft}^{3} \\
p & =\text { Pressure, psi } \\
R & =\text { Pipe radius, in. }
\end{aligned}
$$

$$
\begin{aligned}
& \mathrm{E}=\text { Young's modulus, psi } \\
& \nu=\text { Poisson's ratio } \\
& \sigma_{h}=\text { Hoop stress } \\
& \sigma_{a}=\text { Axial stress }
\end{aligned}
$$

Utilizing the properties of the loop, the radial natural frequency is found to be

$$
f_{n}=21,500 \mathrm{cps}
$$

In order to investigate bending vibrations, the two limiting cases of hinged ends and fixed ends are considered.

For hinged ends, it is found ${ }^{4}$

$$
\begin{equation*}
\beta L=\pi \tag{VI-11}
\end{equation*}
$$

where

$$
\begin{gathered}
\beta=\left[\frac{\rho A \omega^{2}}{\mathrm{EI}}\right]^{\frac{1}{4}} \\
\rho=\text { Specific weight, } \frac{Y}{\mathrm{~g}} \\
A=\text { Material cross-section, } \mathrm{in}^{2} \\
I=\text { Moment of inertia, } \frac{\pi}{64}\left(D_{0}^{4}-D_{i}^{4}\right) \\
L=\text { One-half total length, in. } \\
E=\text { Young's modulus, psi }
\end{gathered}
$$

Utilizing the formulas (VI-11) and (VI-12) and the material properties,

$$
f_{n}=0.457 \mathrm{cps}
$$

Now for fixed ends,

$$
\begin{equation*}
\beta=\frac{4.73}{I} \tag{VI-13}
\end{equation*}
$$

Utilizing (VI-12) and (VI-13) and the material properties, it is found that

$$
f_{n}=0.0722 \mathrm{cps}
$$

The circulation loop would fall somewhere between these two limiting cases. Therefore, the natural frequency for the bending mode is

$$
0.0722<\mathrm{f}_{\mathrm{n}}<0.457 \mathrm{cps}
$$

The next mode to consider is the longitudinal vibration of the loop. To approximate this mode, it will first be assumed that the loop is a cantilever. Therefore, the longitudinal vibration of a uniform cantilever is given by ${ }^{3}$

$$
\begin{equation*}
f_{n}=\frac{1}{2 \pi}\left(\frac{\pi}{2 \ell}\right) \sqrt{\frac{E A g}{w}} \tag{VI-14}
\end{equation*}
$$

where

$$
\begin{aligned}
& \ell=\text { One-half total loop length } \\
& w=\text { Weight per unit length } \\
& \text { the longitudinal frequency is } \\
& \qquad f_{n}=376 \mathrm{cps}
\end{aligned}
$$

Utilizing (VI-14), the longitudinal frequency is

Now if the loop is considered as a circular ring, this case and the previous case will give the limiting cases for the longitudinal mode. Hence, the natural frequency of a pure radial vibration of the pipe is given by ${ }^{4}$

$$
f_{n}=\frac{I}{2 \pi R} \cdot \sqrt{\frac{E g}{\gamma}}
$$

Now if the entire loop is considered as a circular ring, the equivalent radius is

$$
R=\frac{L}{2 \pi}
$$

where $L$ is the circumference of the loop. Therefore,

$$
\begin{equation*}
f_{n}=\frac{1}{L} \sqrt{\frac{E g}{Y}} \tag{VI-15}
\end{equation*}
$$

Utilizing (VI-15)

$$
f_{n}=1404 \mathrm{cps}
$$

Therefore, it can be seen that the actual frequency would lie between

$$
376<f_{n}<1404 \mathrm{cps}
$$

## APPENDIX VII

## CALIBRATION OF THE 1000 PSIG STATHAM <br> ABSOLUTE PRESSURE TRANSDUCER

In order to determine the calibration factor, F, for the 1000 psig absolute pressure transducer used in this investigation, it was necessary to calibrate the transducer with a dead weight tester. This was done and the results are shown in Figure (56).

From the curve shown in Figure (56) the slope was found to be $20.4 \mu$-volts $/ \mathrm{psi}$

Utilizing the formula

$$
\begin{equation*}
E_{g}=F N E \tag{VII-I}
\end{equation*}
$$

where

$$
\begin{aligned}
& \mathrm{E}_{\mathrm{g}}=\text { Transducer output voltage, mv } \\
& \mathrm{E}=\text { Excitation voltage, volts } \\
& \mathrm{N}=\text { Pressure signal, psi } \\
& \mathrm{F}=\text { Calibration factor, } \frac{\mu \text {-volts }}{\text { volt psi }}
\end{aligned}
$$

Equation (VII-1) gives $E_{g}$ as a function of the pressure signal, $N$, where FE is the slope $\Delta \mathrm{E}_{\mathrm{g}} / \Delta \mathrm{N}$. Therefore,

$$
\mathrm{FE}=20.4 \mu \text {-volts } / \mathrm{psi}
$$

and since the excitation voltage used in the calibration run was $E=5$ volts, the calibration factor is

$$
F=4.08 \mu \text {-volts } / \text { volt psi }
$$



FIGURE (56) 1000 PSIG TRANSDUCER CALIBRATION CURVE

## APPENDIX VIII

PRESSURE TRANSDUCER CHECKING AND CAIIBRATION

Calibration of the pressure instrumentation was accomplished in two different ways. The first method was to calibrate the transducer with a dead weight tester as mentioned in the previous appendix. The second method was to calibrate the transducer with the bourdon tube pressure gauges.

The method of checking the transducer consisted of electrically simulating a pressure by keying a resistor across one arm of the transducer bridge. This causes a deflection in the output circuit which simulates the effect of resistance changes of the active bridge arms due to a pressure change in the loop. In this manner checking the output circuit can be made without the necessity of applying standardizing input pressures.

The effect of adding a calibrating resistor in parallel with an active bridge arm is shown in Figure (57).

The Honeywell carrier amplifier has the calibrating circuit shown in Figure (57) built into it. It contains five shunt resistors (300K, $150 \mathrm{~K}, 75 \mathrm{~K}, 30 \mathrm{~K}$, and 15 K ) which serve as calibrating resistors. These calibrating resistors can be shunted across $R_{34}$ (- calibration positions) or across $R_{31}$ (+ calibration positions). The five calibrating resistors
will give five convenient calibration positions for the transducers. Table (2) gives the value of the simulated psi signal for the three transducers used in this investigation. These values were calculated utilizing Equation (VIII-1) below. The values of $R$ and $F$ come from the transducer manufacturer for the differential pressure transducer and the 5000 psi transducer. These values for the 1000 psi transducer come from a calibration of the transducer, the results of which are contained in Appendix VII.

When the output resistance of the bridge is much less than the resistance of the calibrating resistor ( $R \ll R_{c}$ ), the output change from the transducer is given by

$$
\begin{equation*}
N=\frac{\left(10^{6}\right) R}{N_{a} R_{c} F} \tag{VIII-I}
\end{equation*}
$$

where

$$
\begin{aligned}
& \mathrm{N}=\text { Transducer output signal, psi } \\
& \mathrm{N}_{\mathrm{a}}=\text { Number of active strain gauge arms (4) } \\
& \mathrm{R}=\text { Transducer output resistance, ohms }\left(\mathrm{R}_{23}\right) \\
& \mathrm{R}_{\mathrm{c}}=\text { Calibrating resistor, ohms } \\
& \mathrm{F}=\text { Transducer calibration factor, } \frac{\mu \text {-volts }}{\text { volt psi }}
\end{aligned}
$$

| Calibration Position | Calibrating <br> Resistor (ohms) | PRESSURE TRANSDUCER OUTPUT |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  | Pressure Transducer ${ }^{+}$ |  |  |
|  |  | $\begin{aligned} \Delta \mathrm{P} & =5 \mathrm{psid} \\ \mathrm{R} & =357.6 \\ \mathrm{~F} & =406.9 \end{aligned}$ | $\begin{aligned} & \mathrm{P}=1000 \mathrm{psig} \\ & \mathrm{R}=350.0 \\ & \mathrm{~F}=4.08 \end{aligned}$ | $\begin{aligned} & P=5000 \text { psig } \\ & R=353.2 \\ & F=0.8376 \end{aligned}$ |
| $\pm 1$ | 300,000 | 0.732 | 71.6 | 351.4 |
| $\pm 2$ | 150,000 | 1.464 | 143.2 | 702.8 |
| $\pm 3$ | 75,000 | 2.929 | 286.4 | 1405.6 |
| $\pm 4$ | 30,000 | $7.323 *$ | 716.0 | 3514.0 |
| $\pm 5$ | 15,000 | $14.647^{*}$ | 1432.0 * | $7028.0^{*}$ |

${ }^{+} R$ in ohms, $F$ in $\mu$-volts/volt psi

* Calibration positions which exceed the pressure rating of the transducer

Table (2) Carrier Amplifier Calibration Values


Figure (57) Pressure Transducer Checking Circuit

APPENDIX IX

COMPUIER PROGRAMS

The following gives the relationship of the Computer Program variable notation to the model parameter.

| Model Parameter | Corresponding Program Notation |
| :---: | :---: |
| $\ell_{0}$ | XLO, XLO2, XLO3 |
| $\ell_{1}$ | XLI, XILI, XI2, XIL3 |
| 8 | S |
| $u_{\infty}$ | U |
| m | XM |
| k | XK |
| N | XIV |
| $\mu_{\text {mex }}$ | XMIMMAX |
| $\omega$ | W |
| $u_{1}$ | U1 |
| g | G |
| $\pm$ | F |
| $r$ | R |

C PROGRAM SIGMA
READ 11, XLO2,XLO3,XLIl,XII2,XLI3
11 FORMAT (5E12.3)
302 READ 12,S
12 FORMAT (E12.3)
$M C=0$
$\mathrm{U}=.001$
300 D0100 J=1,31
$\mathrm{MC}=\mathrm{MC}+1$
$\mathrm{NC}=0$
XMUMAX $=.01$
IF (MC-1) $75,75,76$
$76 \operatorname{IF}(M C-2) 84,84,85$
$84 \mathrm{U}=.01$
GO TO 75
$85 \operatorname{IF}(M C-21) 77,77,78$
$77 \mathrm{U}=\mathrm{U}+.01$
GO TO 75
$78 \operatorname{IF}(M C-27) 79,79,80$
$79 \mathrm{U}=\mathrm{U}+.05$
GO TO 75
$80 \operatorname{IF}(M C-28) 81,81,82$
81 U=. 6

GO TO 75
$82 \operatorname{IF}(\mathrm{MC}-30) 83,83,200$
$83 \mathrm{U}=\mathrm{U}+.2$
$75 \mathrm{X} M=1 .-\mathrm{S}+1 . / \mathrm{U}$
$\mathrm{XK}=\mathrm{IOGF}(\mathrm{XM})$
$\mathrm{UI}=\mathrm{XM} * \mathrm{U}$
Y11=XLILI/U1
Y12=XLI2/U1
Y13=XLI3/U1
IF(Y11-Y12)1,1,2
$2 \operatorname{IF}($ Y11-Y13 $) 7,3,4$
$4 \mathrm{Z}=\mathrm{Yll}$
GO TO 10
1 $\operatorname{IF}(\mathrm{Y} 12-\mathrm{Y} 13) 7,5,6$
$6 \mathrm{Z}=\mathrm{Yl} 2$
GO TO 10
7 Z=Y13
GO TO 10
5 PRINT 8
$8 \operatorname{FORMAT}(2 \mathrm{X}, 1 \mathrm{H}, 11 \mathrm{HY} 11=\mathrm{Yl} 2=\mathrm{Yl} 3 / /)$
GO TO 7
3 PRINT 9
9 FORMAT(2X, $1 H$, $7 H Y 11=Y 13 / /)$
$10 \mathrm{XNJ}=\mathrm{S}+\mathrm{XK}+\mathrm{Z}$
D0100 I=1,61
$\operatorname{IF}(\mathrm{NC}-1) 50,51,52$

51 XMUMAX=. 25
GO TO 50
$52 \operatorname{IF}(\mathrm{NC}-2) 53,53,54$
53 XMUMAX $=.5$
GO TO 50
$54 \operatorname{IF}(\mathrm{NC}-4) 55,55,56$
55 XMUMAX $=$ XMUMAX +.05
GO TO 50
$56 \mathrm{IF}(\mathrm{NC}-26) 57,57,58$
57 XMUMAX=XMUMAX+. 025
GO TO 50
$58 \mathrm{IF}(\mathrm{NC}-47) 59,59,60$
59 XMUMAX=XMUMAX+. 05
GO TO 50
$60 \operatorname{IF}($ NC -60$) 61,61,300$
61 XMIMMAX=XMJMAX+. 1
$50 \mathrm{~W}=2 . * 3.1416 * X M O M A X / X N T$
RII $=W *(S+X K+Y 11)$
$R 12=W *(S+X K+Y 12)$
$R 21=W *(S+Y 11)$
$R 22=W *(S+Y 12)$
$R 3=W *(S+X K)$
$R 4=W * S$
Y21=W*Y11
Y22=W*Y12
$D 1=1 .+W * W$

```
    D4=4.+W*W
    E21=UJ/D1*(U/D4*(2.-W*W)+1.-U*S-U1/(W*W))
    E22=U*(3.*W*U/(D1*D4)+W/D1*(1.-U*S)-U1/(W*D1)+(1.-U*S+2.*XI.12)/W)
    E31=U*XK*W*W/D1-U/(DI*DI)*(1.-W*WW)+XL13/XM
    E32=U/W+U*XK*W/D1+2.*UTW/(D1*DI )
    Al=-COSF(Rll)/Dl+SINF(Rll)/(W*D1)-COSF(R21)/(XM*W*W*D1)-SINF(R21)/
I(XM*W*D1)+(\operatorname{COSF}(R4)+\operatorname{COSF}(Y21)-1.)/(XM****W)
    A2O=-U1*U1*COSF(Rl2)/D1+U1*UU*SINF(Rl2)/(W*D1)-U*U1*COSF(R22)/
I(W*W*D1)-U*UU1*SINF(R22)/(W*DI)+2.*UI*UI*(3.*COSF(R3)+(W-2./W)*SINF
2(R3))/(D1*D4)
    A21=-E21*COSF(R4)-E22*SINF(R4)-U*U1*(1. - COSF(Y22))/(W*W )+2.*UU*
I(XLO2+1.+XL12)
    A2=A20+A21
    A3=U1*((1.-W*W)*COSF(R3)+2.*W*SINF(R3))/(D1*D1)+E31*COSF(R4)-
1F32*SINF(R4)-XLI3/XM
    Bl=COSF(R11)/(W*D1)+SINF(Rl1)/D1-COSF(R21)/(XM*W*DI)+SINF(R21)/
I(XM*W*W*DL)-(SINFF(R4)+SINF(Y21))/(XM*W*W ) +1./W*(1./XM-1.)
    B2O=U1*U1*COSF(R12)/(W*DI)+UI*U1*SINF(R12)/D1-U*U1*COSF(R22)/
I(W*DL)+U*UI*SINF(R22)/
2(W*W*D1)+2.*UI*U1*((W-2./W)*COSF(R3)-3.*SINF(R3))/(D1*D4)
    B21=-E22*COSF(R4)+E21*SINFF(R4)-U*U1*SINF(Y22)/(W*W)+(1. -U*S +2.
1*XLI2)**T/W
    B2=B20+B21
    B3=U1*(2.*W*COSF(R3)-(1,-W*W)*SINF(R3))/(D1*D1)-E32*COSF(R4)-
1E3I*SINF(R4)+W*(XIO3+U*S+U*XIK+XII3/XM)+U/W
    G=(A2*B3-A3*B2)/(A1*B2-A2*BI)
```

$F=(A 3 * B 1-A 1 * B 3) /(A 1 * B 2-A 2 * B I)$
$\mathrm{NC}=\mathrm{NC}+1$
$\operatorname{IF}(\mathrm{NC}-1) 13,13,14$
13 PRINTI 5
15 FORMAT(10X,19HDESCRIPTION OF CASE///)
16 PRINTIT,XIO2,XLO3,XLII,XII2,XII3
17 FORMAT(2X,F6.3,5X,F6.3,5X,F6.3,5X,F6.3,5X,F6.3//)
18 PRINTIT,S,U
$19 \operatorname{FORMAT}(2 \mathrm{X}, 2 \mathrm{HS}=\mathrm{F} 10.3,5 \mathrm{X}, 2 H U=F 10.3 / / /)$
20 PRINT21
21 FORMAT(5X,5HMMMAX,14X,1HW,14X,1HG,15X,1HF///)
14 PRINT22,XMMMAX,W,G,F
22 FORMAT(2X,E12.5,4X,E12.5,4X,E12.5,4X,E12.5/)
IF(U-1./S) $100,100,302$
100 CONTINUE
200 STOP
END
© PROGRAM ROOT
READII,XIO,XLI
11 FORMAT(2E12.3)
1 READI2, S
12 FORMAT(E12.3)
$R=-10$.
$\mathrm{KC}=0$
D0100 $K=1,7$
$U=.1$
$K C=K C+1$
IF(KC-3)105,105,106
$105 \mathrm{R}=\mathrm{R} * .01$
GO TO 300
$106 \operatorname{IF}(\mathrm{KKC}-4) 107,107,108$
$107 \mathrm{R}=0$.
GO TO 300
$108 \mathrm{IF}(\mathrm{KC}-5) 109,109,110$
$109 \mathrm{R}=.00001$
GO TO 300

## $110 \mathrm{R}=\mathrm{R} * 1 . \mathrm{E}+2$

$300 \mathrm{XM}=1 .-\mathrm{S}+1 . / \mathrm{U}$
$X K=L O G F(X M)$
$\mathrm{U}=\mathrm{XM} * \mathrm{U}$
$\mathrm{Yl}=\mathrm{XILI} / \mathrm{UI}$
$\mathrm{XIV}=\mathrm{S}+\mathrm{XK}+\mathrm{Y} 1$
$\mathrm{NO}=0$

XMUMAX $=.01$
75 D0100 $\mathrm{I}=1,61$
$\operatorname{IF}(\mathrm{NC}-1) 50,51,52$
51. XMUMAX=. 25

GO TO 50
$52 \operatorname{IF}(\mathrm{NC}-2) 53,53,54$
53 XMUMAX $=.5$
GO TO 50
$54 \mathrm{IF}(\mathrm{NC}-4) 55,55,56$
55 XMJMAX $=X M O M A X+.05$
GO TO 50
$56 \operatorname{IF}(\mathrm{NC}-26) 57,57,58$
57 XMUMAX=XMUMAX+. 025
GO TO 50
$58 \mathrm{IF}(\mathrm{NC}-47) 59,59,60$
59 XMUMAX $=X M U M A X+.05$
GO TO 50
60 IF (NC-60)61,61,300
61 XMUMAX=XMUMAX+,I
$50 \mathrm{~W}=2 . * 3.1416 * X M U M A X / X N$
$D 1=(1 .-R) *(1 .-R)+W * W$
$\mathrm{D} 2=2$. *R $^{*} \mathrm{FW}^{*} * \mathrm{~W}$
$D 3=R *(1 .-R)+W * W$
D4 $=(2 .-R) *(2 .-R)+W * W$
$\mathrm{D} 5=\mathrm{R} * \mathrm{R}+\mathrm{W} * \mathrm{~W}$
$D 6=R * R-W * W$

```
DT=3.*R*R-2.*R-W*N
D8=1.-R
D9=2.*R-1.
D1O=2.-R
D11=W*W-2.
D12=1.-U*S
DI3=(1.-R)*(1.-R)-W*W
D14=R*(1.-R)-W*W
RI=W*(S+XK+Y1)
R2=W*(S+YI)
R3=W*(S+XK)
R4=W*S
Y2=W*Y1
El=EXXPF(-R*(S+XK+YI))
EZ=EXPF(-R*(S+YI))
E3=EXPFF(-R*(S+XK))
E4=FXPF(-R*S)
E5=EXPFF(-R*Y1)
AI=-T1*(D3*COSF(RI)+W*D9*SINF(RI))/(D5*D1)+E2/XMM*((D6*D8+D2)
1*COSF(R2)+W*D7*SINF(R2))/(D5*D5*D1)-m4/XM*(D6*COSF(R4)-2.*
2R*W*SINF(R4))/(D5*D5)-E5/XM*(D6*COSF(Y2)-2.*R*W*SINF(R4))
3/(D5*D5)+R/D5+1./XM*(D6*D8-D2)/(D5*D5)
A2=U1*U1*E1*(-D3*COSF(RI)-W*D9*SINF(RI))/(D5*DI)+U*UI*E2
1*((D6*D8+D2)*COSF(R2)+W*D7*SINF(R2))/(D5*D5*D1)+2.*U1*U1*
2F3*((R*D8*D10+3.*W*W*D8)*COSF(R3)+W*(3.*R*D10+D11)*SINF(R3))
3/(D5*D1*D4)-U*U*E4*(D10*(D8*COSF(R4)+W*SINF(R4))+W*D8*SINF(R4)
```

4-W*W*COSF (R4))/(D1*D4)-U*E4*D12*(D8*COSF(R4)+W*SINF(R4))/ 5DI-U*UI*E4*(D6*(D8*COSF(R4)+W*SINF(R4))+2.*R*W*(W*COSF(R4) 6-D8*STNF (R4) )/(D1*D5*D5)-U*U1*E5*(D6*COSF(Y2)-2.*R*W*SINF (Y2
 $8(R * \operatorname{COSF}(R 4)-W * S I N F(R 4)) / D 5-R * D 12 * U / D 5+U * U 1 * D 6 /(D 5 * D 5)-2 . *$ $9 \mathrm{XLI} * \mathrm{R} * \mathrm{U} / \mathrm{D} 5+2 . * \mathrm{UJ} *(\mathrm{XI} 0+1 .+\mathrm{XLI})$ A3 $=$ U1*E3* $(\operatorname{D13} 3 \operatorname{COSF}(R 3)+2 . *$ WD8*SINF $(R 3)) /(D 1 * D 1)+U * E 4 *(R *$ $1 \operatorname{COSF}(R 4)-W * \operatorname{SINF}(R 4)) / D 5-E 4 * U * X K *(D 14 * \operatorname{COSF}(R 4)+W * S I N F(R 4)) / D 1-U * E$ 24* (D13*COSF $(R 4)+2 . * W * D 8 * S I N F(R 4)) /(D 1 * D 1)+E 4 * X L 1 * \operatorname{COSF}(R 4) / X M+$ $3 R *(X L O+J T * S+U * X K+X L I / X M)-R * U / D 5-X L I / X M$

Bl $=-E 1 *(-D 3 * \operatorname{SINF}(R I)+W * D 9 * C O S F(R 1)) /(D 5 * D 1)+E 2 / X M *(-D 6 * D 8$ $1 * \operatorname{SINF}(\mathrm{R} 2)+\mathrm{W} * D 7 * \operatorname{COSF}(\mathrm{R} 2)) /(\mathrm{D} 5 * D 5 * D 1)-E 4 / X M *(-D 6 * \operatorname{SINF}(R 4)-2 . * R * W$ $2 * \operatorname{COSF}(R 4)) /(D 5 * D 5)-E 5 / X M *(-D 6 * \operatorname{SINF}(Y 2)-2 . * R * W * \operatorname{COSF}(Y 2)) /$ 3(D5*D5)-W/D5-1./XM*(W*D6+2.*R*W*D8)/(D5*D5) $B 2=U 1 * * I 1 * E 1 *(D 3 * S I N F(R I)-W * D 9 * C O S F(R 1)) /(D 5 * D 1)+U * U 1 * E 2 *$ $1(-1 . *(D 6 * D 8+D 2) * \operatorname{SINF}(R 2)+W * D 7 * \operatorname{COSF}(R 2)) /(D 5 * D 5 * D 1)+2 . * U 1 *$ 2U1*E3* $(-1 . *(R * D 8 * D 10+3 . * W * W * D 8) * \operatorname{SINF}(R 3)+W *(3 . * R * D 10+D 11)$ 3*COSF(R3))/(D5*D1*D4)-U*U*E4*(D10*(WCOSF(R4)-D8*SINF (R4)) $4+W *(D 8 * \operatorname{COSF}(R 4)+W * S I N F(R 4))) /(D 1 * D 4)-U * D 12 * E 4 *(W * \operatorname{COSF}(R 4)-D 8 *$
 6(D8*COSF(R4)+W*SINF(R4)))/(D1*D5*D5)-U*E4*D12*(R*SINF (R4) $7+W * \operatorname{COSF}(R 4)) / D 5-2 . * X L 1 * J^{*} * 4 *(R * S I N F(R 4)+W * \operatorname{COSF}(R 4)) / D 5+U * U 1$ 8*E5*(D6*SINF (Y2) +2.*R*W*COSF(Y2))/(D5*D5)+U*W*DI2/D5-2.*U**U 9*R*W/(D5*D5) +2. *XL1 * *

B3 $=U 1 * * 3 *(-D 13 * S I N F(R 3)+2 . * W * D 8 * \operatorname{COSF}(R 3)) /(D 1 * D 1)-J * E 4 *$ $I(R * S T I N F(R 4)+W * \operatorname{COSF}(R 4)) / D 5-U * X K * E 4 *(-D 14 * S I N F(R 4)+W * \operatorname{COSF}(R 4)) /$

```
2D1-U*E4*(-DI3*SINF(R4)+2.*W*D8*COSF(R4))/(DI*DI)-E4*XLI*
3SINF(R4)/XM+W*(XLO+U*S+U*XKK+XLI/XM) +U*W/D5
    G=(A2*B3-A3*B2)/(AI*B2-A2*BI)
    F=(A3*B1-A1*B3)/(Al*B2-A2*BI)
    NC=NC+1
    IF(NC-1)13,13,14
```

13 PRINT 15
15 FORMAT(10X, 19HDESCRIPTION OF CASE///)
16 PRINT 17,XIO,XLI
$17 \operatorname{FORMAT}(2 \mathrm{X}, 3 \mathrm{HLO}=\mathrm{F} 5 \cdot 3,5 \mathrm{X}, 3 \mathrm{HIL}=\mathrm{F} 5 \cdot 3 / /)$
18 PRINT19,S,U,R
$19 \operatorname{FORMAT}(2 \mathrm{X}, 2 \mathrm{HS}=\mathrm{F} 10.3,5 \mathrm{X}, 2 H \mathrm{HJ}=\mathrm{F} 10.3,5 \mathrm{X}, 2 \mathrm{HR}=\mathrm{F} 10.3 / / /)$
20 PRINT 21
21 FORMAT(5X, 5HMUMAX,14X,1HW,14X,1HG,15X,1HF///)
14 PRINI 22,XMUMAX,W,G,F
$22 \operatorname{FORMAT}(2 X, E 12.5,4 X, E 12.5,4 X, E 12.5,4 X, E 12.5 /)$
100 CONTINUE
GO TO 1
200 STOP
END

C PROGRAM STEADY STATE
READ1,XLO2,XLII, XL12
1 FORMAT (3E12.3)
5 READ2, $S$
2 FORMAT(E12.3)
$\mathrm{N}=0$
DO $11 \mathrm{I}=1,32$
$\operatorname{IF}(N-1) 4,6,12$
$4 U=.001$
GO TO 10
$6 \mathrm{U}=.01$
GO TO 10
$12 \operatorname{IF}(\mathbb{N}-20) 13,13,14$
$13 \mathrm{U}=\mathrm{U}+.01$
GO TO 10
$14 \operatorname{IF}(N-26) 15,15,16$
15 U=U +.05
GO TO 10
$16 \mathrm{U}=\mathrm{U}+.1$
$10 \mathrm{XM}=1 .-\mathrm{S}+1 . / \mathrm{U}$
$X K=L O G F(X M)$
Y $11=X L 11 /(X M * U)$
E1=S + XKK + (Yil-1. $) /(X M * U)$
$E 2=.5+X I 12+2 . * 丁 *(X L O 2+1 .+X L 12)-2 . * U * S *(1 .+X L 12)+1.5 * U * J * S * S$
$E 3=1 .-2$. * $\because 4 * S$
$G O=-E 3 / E 1$
$G 1=-(E 3+E 2) / E 1$
$\mathrm{G} 5=-(5 . * E 2+\mathrm{E} 3) / \mathrm{E} 1$
PRINT3,GO,G1,G5
3 FORMAT(2X,3HGO=E12.5,4X,3HG1=E12.5,4X,3HG5=E12.5/)
$\mathrm{N}=\mathrm{N}+1$
11 CONTINUE
GOTO 5
STOP
END

## APPENDIX X

## EXAMINATION OF POINTS NEAR THE

INSTABILITY THRESHOLDS

In this derivation, the instability thresholds have been defined utilizing the condition that $r$ be equal to zero. However, it is also necessary to be able to locate on the threshold map the regions for which $r=-$ (damped oscillations) and $r=+$ (amplified oscillations) in order to show which of the regions are stable and which are unstable. From the experimental portion of this investigation, it was found that the regions of higher entrance velocity were the stable regions. However, this can also be shown analytically for the region of interest in this investigation.

This requires a look at the equations for which $r=0$. If the possibility of solutions going to infinity is discounted, the "equation in $c$ " gives solutions which go from $r=-$ through $r=0$, then to $r=+a s$ an instability threshold is passed through. It can be seen that $r=-$ corresponds to a damped oscillation and $r=+$ corresponds to an amplified oscillation in Equation (71)

$$
\begin{equation*}
u_{0}=u_{\infty}+v_{0} e^{c t} \tag{71}
\end{equation*}
$$

where

$$
\begin{equation*}
c=r+i \omega \tag{102}
\end{equation*}
$$

In order to investigate the regions near the instability thresholds, it is necessary to consider the equation in $c$ and to proceed as in Appendix IV with

$$
\begin{equation*}
c=r+i \omega \tag{102}
\end{equation*}
$$

It is necessary to develop the following expressions in order to proceed from the equation in $c$ to the equations in $\omega$.

From (II-10)

$$
\mathrm{k}=\ln \mathrm{m}
$$

therefore,

$$
m^{-c}=e^{-k c}=e^{-k(r+i \omega)}
$$

and

$$
\begin{equation*}
m^{-c}=e^{-k r} \cos (\omega k)-i \sin (\omega k) \tag{x-1}
\end{equation*}
$$

Also,

$$
E_{s}=e^{-c s}=e^{-r s} e^{-i \omega s}
$$

From the definitions (III-I) and (III-23)

$$
\begin{equation*}
E_{s}=e^{-r s}[\cos (S)-i \sin (S) \tag{x-2}
\end{equation*}
$$

Likewise,

$$
\begin{gather*}
E_{y}=e^{-c y}=e^{-r y} e^{-i \omega y} \\
E_{y}=e^{-r y}[\cos (Y)-i \sin (Y)] \tag{x-3}
\end{gather*}
$$

Combinations of ( $\mathrm{X}-1$ ), ( $\mathrm{X}-2$ ), and ( $\mathrm{X}-3$ ) give

$$
\begin{gather*}
E_{S_{y}} E m^{-c}=e^{-r(s+k+y)}\left[\cos (S+K+Y)-i \sin (S+K+Y)^{\top}\right.  \tag{x-4}\\
E_{s^{\prime}} E_{y}=e^{-r(s+y)}\left[\cos (S+Y)-i \sin (S+Y)^{7}\right.  \tag{x-5}\\
E_{s} m^{-c}=e^{-r(s+k)} \Gamma_{\cos (S+K)-i \sin (S+K)^{7}} \tag{x-6}
\end{gather*}
$$

The following identities appear in the equation in $c$ and are useful in simplifying this equation. Utilizing the definition of $c$, it is found that

$$
\begin{align*}
& \frac{I}{c}=\frac{r-i \omega}{r^{2}+\omega^{2}} \\
& \frac{1}{c^{2}}=\frac{\left(r^{2}-\omega^{2}\right)-2 i \omega r}{\left(r^{2}+\omega^{2}\right)^{2}} \\
& \frac{1}{1-c}=\frac{(1-r)+i \omega}{(1-r)^{2}+\omega^{2}} \\
& \frac{1}{(1-c)^{2}}=\frac{\left[(1-r)^{2}-\omega^{2}\right]+(1-r) 2 i \omega}{\left[(1-r)^{2}+\omega^{2}\right]^{2}} \\
& \frac{1}{2-c}=\frac{(2-r)+i w}{(2-r)^{2}+w^{2}} \\
& \frac{1}{c(1-c)}=\frac{\left[r(1-r)+\omega^{2}\right]+1 w(2 r-1)}{\left(r^{2}+\omega^{2}\right)\left[(1-r)^{2}+\omega^{2}\right]}  \tag{x-7}\\
& \frac{1}{c^{2}(1-c)}=\frac{\left[\left(r^{2}-\omega^{2}\right)(1-r)+2 \omega^{2} r\right]+1 \omega\left(3 r^{2}-2 r-\omega^{2}\right)}{\left(r^{2}+\omega^{2}\right)^{2}\left[(1-r)^{2}+\omega^{2}\right]} \\
& \frac{1}{(1-c)(2-c)}=\frac{\left[(1-r)(2-r)-\omega^{2}\right]+1 \omega(3-2 r)}{\left[(1-r)^{2}+\omega^{2}\right]\left[(2-r)^{2}+\omega^{2}\right]} \\
& \frac{1}{c(1-c)(2-c)}=\frac{\left[r(1-r)(2-r)+3 \omega^{2}(1-r)\right]+1 w\left[3 r(2-r)+\left(\omega^{2}-2\right)\right]}{\left(r^{2}+\omega^{2}\right)\left[(1-r)^{2}+\omega^{2}\right]\left[(2-r)^{2}+\omega^{2}\right]} \\
& \frac{c}{1-c}=\frac{\left[r(1-r)-\omega^{2}\right]+i \omega}{(1-r)^{2}+\omega^{2}}
\end{align*}
$$

Utilizing the Equation (X-I) through (X-7); it is possible to determine the expression for $B_{1}$. Substituting into (III-45) gives:

$$
\begin{align*}
B_{1}= & -e^{-r(S+K+y)} \begin{aligned}
& {[\cos (S+K+Y)-i \sin (S+K+Y)] } \\
& {\left[\frac{\left\{r(1-r)+\omega^{2}\right\}+i\{\omega(2 r-1)\}}{\left(r^{2}+\omega^{2}\right)\left\{(1-r)^{2}+\omega^{2}\right\}}\right]+\frac{e^{-r(s+y)}}{m}[\cos (S+Y)-i \sin (S+Y)] } \\
& {\left[\frac{\left\{\left(r^{2}-\omega^{2}\right)(1-r)+2 \omega^{2} r\right\}+i{ }^{2}\left\{\omega\left(3 r^{2}-2 r-\omega^{2}\right)\right\}}{\left(r^{2}+\omega^{2}\right)^{2}\left\{(1-r)^{2}+\omega^{2}\right\}}\right]-\frac{e^{-r s}}{m} } \\
& {\left[\frac{\cos (S)-i \sin (S)]\left[\frac{\left(r^{2}-\omega^{2}\right)-2 i r \omega}{\left(r^{2}+\omega^{2}\right)^{2}}\right]-\frac{e^{-r y}}{m}[\cos (Y)-i \sin (Y)]}{}\right.} \\
& {\left[\frac{\left(r^{2}-\omega^{2}\right)-2 i r \omega}{\left(r^{2}+\omega^{2}\right)^{2}}\right]+\frac{r-i \omega}{r^{2}+\omega^{2}}+\frac{(1-r)-i \omega}{m}\left[\frac{\left(r^{2}-\omega^{2}\right)-2 i r \omega}{\left(r^{2}+\omega^{2}\right)^{2}}\right] }
\end{aligned}
\end{align*}
$$

Separating $B_{1}$ into its real and imaginary parts,

$$
B_{1}=a_{1}+i b_{1}
$$

it is found that

$$
\begin{aligned}
& a_{1}=-e^{-r(s+k+y)}\left[\frac{\cos (S \cdot K+Y)\left\{r(1-r)+\omega^{2}\right\}+\omega(2 r-1) \sin (S+K+Y)}{\left(r^{2}+\omega^{2}\right)\left\{(1-r)^{2}+\omega^{2}\right\}}\right] \\
& +\frac{e^{-r(s+y)}}{m}\left[\frac{\cos (S+Y)\left\{\left(r^{2}-\omega^{2}\right)(1-r)+2 \omega^{2} r\right\}+\omega\left(3 r^{2}-2 r-\omega^{2}\right) \sin (S+Y)}{\left(r^{2}+\omega^{2}\right)^{2}\left\{(1-r)^{2}+\omega^{2}\right\}}\right]
\end{aligned}
$$

$$
\begin{align*}
& 206 \\
& -\frac{e^{-r s}}{m}\left[\frac{\cos (S)\left(r^{2}-\omega^{2}\right)-2 r \omega \sin (S)}{\left(r^{2}+\omega^{2}\right)^{2}}\right]-\frac{e^{-r y}}{m}\left[\frac{\cos (Y)\left(r^{2}-\omega^{2}\right)-2 r \omega \sin (S)}{\left(r^{2}+\omega^{2}\right)^{2}}\right] \\
& +\frac{r}{r^{2}+\omega^{2}}+\frac{1}{m}\left[\frac{(1-r)\left(r^{2}-\omega^{2}\right)-2 r \omega^{2}}{\left(r^{2}+\omega^{2}\right)^{2}}\right]  \tag{x-9}\\
& b_{1}=-e^{-r(s+k+y)}\left[\frac{\left\{r(1-r)+\omega^{2}\right\} \sin (S+K+Y)+\omega(2 r-1) \cos (S+K+Y)}{\left(r^{2}+\omega^{2}\right)\left\{(1-r)^{2}+\omega^{2}\right\}}\right] \\
& \left.+\frac{e^{-r(s+y)}}{m}-\left\{\left(r^{2}-\omega^{2}\right)(1-r) \sin (S+Y)+\omega\left(3 r^{2}-2 r-\omega^{2}\right) \cos (S+Y)\right\}\right] \\
& -\frac{e^{-r s}}{m}\left[\frac{-\left(r^{2}-\omega^{2}\right) \sin (s)-2 r \omega \cos (S)}{\left(r^{2}+\omega^{2}\right)^{2}}\right] \\
& -\frac{e^{-r y}}{m}\left[\frac{-\left(r^{2}-\omega^{2}\right) \sin (Y)-2 r \omega \cos (Y)}{\left(r^{2}+\omega^{2}\right)^{2}}\right]-\frac{\omega}{r^{2}+\omega^{2}} \\
& -\frac{1}{m}\left[\frac{\omega\left(r^{2}-\omega^{2}\right)+2 n \omega(1-r)}{\left(r^{2}+\omega^{2}\right)^{2}}\right] \tag{x-10}
\end{align*}
$$

Again Equations (X-1) through (X-7) are utilized to determine the expression for $B_{2}$. Substituting into (III-54) gives

$$
\begin{aligned}
B_{2} & =m^{2} u_{\infty} e^{-r(s+k+y)}[-\cos (S+K+Y)+i \sin (S+K+Y)] \\
& {\left[\frac{\left\{r(1-r)+\omega^{2}\right\}+i\{\omega(2 r-1)\}}{\left(r^{2}+\omega^{2}\right)\left\{(1-r)^{2}+\omega^{2!}\right\}}\right]+\dot{m}_{\infty} e^{-r(s+y)}[\cos (S+Y)-i \sin (S+Y)] }
\end{aligned}
$$

$$
\begin{align*}
& 207 \\
& {\left[\frac{\left\{\left(r^{2}-\omega^{2}\right)(1-r)+2 \omega^{2} r\right\}+i\left\{\omega\left(3 r^{2}-2 r-\omega^{2}\right)\right\}}{\left(r^{2}+\omega^{2}\right)^{2}\left\{(1-r)^{2}+\omega^{2}\right\}}\right]+2 m^{2} u_{\infty} e^{-r(s+k)}} \\
& {[\cos (S+K)-i \sin (S+K)]} \\
& {\left[\frac{\left\{r(1-r)(2-r)+3 \omega^{2}(1-r)\right\}+i\left\{\omega\left[3 r(2-r)+\left(\omega^{2}-2\right)\right]\right\}}{\left(r^{2}+\omega^{2}\right)\left\{(1-r)^{2}+\omega^{2}\right\}\left\{(2-r)^{2}+\omega^{2}\right\}}\right]} \\
& -e^{-r r}[\cos (S)-i \sin (S)]\left[\frac{(1-r)+i \omega}{(1-r)^{2}+\omega^{2}}\right]\left[u_{\infty}\left\{\frac{(2-r)+i \omega}{(2-r)^{2}+\omega^{2}}\right\}\right. \\
& \left.+1-u_{\infty} s+m u_{\infty}\left\{\frac{\left(r^{2}-\omega^{2}\right)-2 i r \omega}{\left(r^{2}+\omega^{2}\right)^{2}}\right\}\right]+e^{-r s}[\cos (s)-i \sin (s)] \\
& {\left[1-u_{\infty} s\right]\left[\frac{r-i \omega}{r^{2}+\omega^{2}}\right]+2 \ell_{1} e^{-r s}[\cos (s)-i \sin (s)]\left[\frac{r-i \omega}{r^{2}+\omega^{2}}\right]} \\
& -\operatorname{mu}_{\infty} e^{-r y}[\cos (Y)-i \sin (Y)]\left[\frac{\left(r^{2}-\omega^{2}\right)-2 i r \omega}{\left(r^{2}+\omega^{2}\right)^{2}}\right]-\left(1-u_{\infty} s\right)\left[\frac{r-i \omega}{r^{2}+\omega^{2}}\right] \\
& +\operatorname{mu}_{\infty}\left[\frac{\left(r^{2}-\omega^{2}\right)-2 i n \omega}{\left(r^{2}+\omega^{2}\right)^{2}}\right]-2 l_{1}\left[\frac{r-i \omega}{r^{2}+\omega^{2}}\right]+2\left(\ell_{0}+1+l_{1}\right) \tag{X-11}
\end{align*}
$$

Separating $B_{2}$ into its real and imaginary parts

$$
B_{2}=a_{2}+i b_{2}
$$

it is found that

$$
\begin{aligned}
& a_{2}=m^{2} u_{\infty} e^{-r(s+k+y)}\left[\frac{-\cos (S+K+Y)^{r}\left(r(I-r)+\omega^{2} j-\omega(2 r-I) \sin (S+K+Y)\right.}{\left(r^{2}+\omega^{2}\right)(1-r)^{2}+\omega^{2} j}\right] \\
& +m u_{\infty} e^{-r(s+y)} \frac{\left(\left(^{2}-\omega^{2}\right)(1-r)+2 \omega^{2} r_{j} \cos (S+Y)+\omega\left(3 r^{2}-2 r-\omega^{2}\right) \sin (S+Y)_{-}\right.}{\left.\left(r^{2}+\omega^{2}\right)^{2}(1-r)^{2}+\omega^{2}\right)} \\
& +2 m^{2} u_{\infty} e^{-r(s+k)}\left[\frac{\left\{r(1-r)(2-r)+3 \omega^{2}(1-r)\right\} \cos (S+K)+\omega\left\{3 r(2-r)+\left(\omega^{2}-2\right)\right\} \sin (S+K)}{\left(r^{2}+\omega^{2}\right)\left\{(1-r)^{2}+\omega^{2}\right\}\left\{(2-r)^{2}+\omega^{2}\right\}}\right] \\
& -e^{-r s} u_{\infty}\left[\frac{(2-r)\{(1-r) \cos (S)+\omega \sin (S)\}+\omega(1-r) \sin (s)-\omega^{2} \cos (s)}{\left\{(1-r)^{2}+\omega^{2}\right\}\left\{(2-r)^{2}+\omega^{2}\right\}}\right] \\
& -e^{-r s}\left(1-u_{\infty} s\right)\left[\frac{\{(1-r) \cos (S)+\omega \sin (S)\}}{(1-r)^{2}+\omega^{2}}\right] \\
& -m u_{\infty} e^{-r s}\left[\frac{\left(r^{2}-\omega^{2}\right)\{(1-r) \cos (S)+\omega \sin (S)\}+2 r \omega\{\omega \cos (S)-(1-r) \sin (S)\}}{\left\{(1-r)^{2}+\omega^{2}\right\}\left(r^{2}+\omega^{2}\right)^{2}}\right] \\
& +e^{-r s}\left(1-u_{\infty} s\right)\left[\frac{r \cos (S)-\omega \sin (S)}{r^{2}+\omega^{2}}\right]+2 \ell_{1} e^{-r s}\left[\frac{r \cos (S)-\omega \sin (S)}{r^{2}+\omega^{2}}\right] \\
& -m u_{\infty} e^{-r y}\left[\frac{\left(r^{2}-\omega^{2}\right) \cos (Y)-2 n \omega \sin (Y)}{\left(r^{2}+\omega^{2}\right)^{2}}\right]-\frac{\left(1-u_{\infty} s\right) r}{r^{2}+\omega^{2}}+m u_{\infty}\left[\frac{r^{2}-\omega^{2}}{\left(r^{2}+\omega^{2}\right)^{2}}\right] \\
& -\frac{2 \ell_{1} r}{r^{2}+\omega^{2}}+2\left(\ell_{0}+1+\ell_{1}\right) \\
& b_{2}=m^{2} u_{\infty} e^{-r(s+K+y)}\left[\frac{\left\{r(I-r)+\omega^{2}\right\} \sin (S+K+Y)-\omega(2 r-I) \cos (S+K+Y)}{\left(r^{2}+\omega^{2}\right)\left\{(I-r)^{2}+\omega^{2}\right\}}\right]
\end{aligned}
$$

$$
\begin{align*}
& +m u_{\infty} e^{-r(s+y)}\left[\frac{-\left(\left(r^{2}-\omega^{2}\right)(1-r)+2 \omega^{2} r_{j} \sin (S+Y)+\omega\left(3 r^{2}-2 r-\omega^{2}\right) \cos (S+Y)\right.}{\left(r^{2}+\omega^{2}\right)^{2}\left\{(1-r)^{2}+\omega^{2}\right\}}\right. \\
& +2 m^{2} u_{\infty} e^{-r(s+k)}\left[\frac{-\left\{r(1-r)(2-r)+3 \omega^{2}(1-r)\right\} \sin (S+K)+w\left\{3 r(2-r)+\omega^{2}-2\right\} \cos (S+K)}{\left(r^{2}+\omega^{2}\right)\left\{(1-r)^{2}+\omega^{2}\right\}\left\{(2-r)^{2}+\omega^{2}\right\}}\right] \\
& -\mathrm{e}^{-r s} u_{\infty}\left[\frac{(2-r)\{\omega \cos (S)-(1-r) \sin (S)\}+\omega\{(1-r) \cos (S)+\omega \sin (S)\}}{\left\{(1-r)^{2}+\omega^{2}\right\}\left\{(2-r)^{2}+\omega^{2}\right\}}\right] \\
& -e^{-r s}\left(1-u_{\infty} s\right)\left[\frac{\omega \cos S-(1-r) \sin S}{(1-r)^{2}+\omega^{2}}\right] \\
& -m u_{\infty} e^{-r s}\left[\frac{\left(r^{2}-\omega^{2}\right)\{\omega \cos (S)-(1-r) \sin (S)\}-2 r w\{(1-r) \cos (S)+\omega \sin (S)\}}{\left\{(1-r)^{2}+\omega^{2}\right\}\left(r^{2}+\omega^{2}\right)^{2}}\right] \\
& -e^{-r s}\left(1-u_{\infty} s\right)\left[\frac{r \sin (S)+\omega \cos (S)}{r^{2}+\omega^{2}}\right]-2 \ell_{1} e^{-r s}\left[\frac{r \sin (S)+\omega \cos (S)}{r^{2}+\omega^{2}}\right] \\
& +m u_{\infty} e^{-r y}\left[\frac{\left(r^{2}-\omega^{2}\right) \sin (Y)+2 r \omega \cos (Y)}{\left(r^{2}+\omega^{2}\right)^{2}}\right]+\left(1-u_{\infty} s\right) \frac{\omega}{r^{2}+\omega^{2}} \\
& -\frac{2 m u_{\infty} n \omega}{\left(r^{2}+\omega^{2}\right)^{2}}+\frac{2 \ell_{I} \omega}{r^{2}+\omega^{2}} \tag{x-13}
\end{align*}
$$

$B_{3}$ is determined as above utilizing ( $X-1$ ) through (X-7). Substituting into (III-56) gives

$$
B_{3}=m u_{\infty} e^{-r(s+k)}[\cos (s+K)-i \sin (S+K)]\left[\frac{\left\{(1-r)^{2}-\omega^{2}\right\}+(1-r) 2 i \omega}{\left\{(1-r)^{2}+\omega^{2}\right\}^{2}}\right]
$$

$$
\begin{gather*}
+e^{-r s}[\cos (S)-i \sin (S)]\left[u _ { \infty } \left\{\frac{r-i \omega}{r^{2}+\omega^{2}}-u_{\infty} k\left\{\frac{\left[r(1-r)-\omega^{2}\right]+i \omega}{(1-r)^{2}+\omega^{2}}\right\}\right.\right. \\
-u_{\infty}\left\{\frac{\left[(1-r)^{2}-\omega^{2}\right]+(1-r) 2 i \omega}{\left[(1-r)^{2}+\omega^{2}\right] 2} j+\frac{l_{1}}{m}\right]+\left(l_{0}+u_{\infty} s+u_{\infty} k+\frac{l_{1}}{m}\right) \\
(r+i \omega)-u_{\infty}\left\{\frac{r-i \omega}{r^{2}+\omega^{2}}\right\}-\frac{l_{1}}{m} \tag{x-14}
\end{gather*}
$$

Separating $B_{3}$ into real and imaginary parts,

$$
B_{3}=a_{3}+i b_{3}
$$

it is found that

$$
\begin{aligned}
& a_{3}=m u_{\infty} e^{-r(s+k)}\left[\frac{\left\{(1-r)^{2}-\omega^{2}\right\} \cos (S+K)+a \omega(1-r) \sin (S+K)}{\left\{(1-r)^{2}+\omega^{2}\right\}^{2}}\right] \\
& +e^{-r s} u_{\infty}\left[\frac{r \cos (S)-\omega \sin (S)}{r^{2}+\omega^{2}}\right]-e^{-r s}{u_{\infty} k}^{-\left\{r(1-r)-\omega^{2}\right\} \cos (S)+\omega \sin (S)} \underset{(1-r)^{2}+\omega^{2}}{\{ } \\
& -e^{-r s} u_{\infty}\left[\frac{\left\{(1-r)^{2}-\omega^{2}\right\} \cos (S)+a w(1-r) \sin (S)}{\left\{(1-r)^{2}+\omega^{2}\right\}^{2}}\right]+\frac{e^{-r s} \ell_{1} \cos (S)}{m} \\
& +r\left(\ell_{0}+u_{\infty} s+u_{\infty} k+\frac{\ell_{1}}{m}\right)-\frac{r_{\infty}}{r^{2}+\omega^{2}}-\frac{\ell_{1}}{m} \\
& b_{3}=m u_{\infty} e^{-r(s+k)}\left[\frac{-\left\{(1-r)^{2}-\omega^{2}\right\} \sin (S+K)+2 \omega(1-r) \cos (S+K)}{\left\{(1-r)^{2}+\omega^{2}\right\}^{2}}\right]
\end{aligned}
$$

$-e^{-r s} u_{\infty}\left[\frac{r \sin (S)+\omega \cos (S)}{r^{2}+\omega^{2}}\right]-e^{-r s} u_{\infty} k\left[\frac{-\left\{r(1-r)-\omega^{2}\right\} \sin (S)+\omega \cos (S)}{(1-r)^{2}+\omega^{2}}\right]$
$-e^{-r s} u_{\infty}\left[\frac{\left.-\{1-r)^{2}-\omega^{2}\right\} \sin (S)+(1-r) 2 \omega \cos (S)}{\left\{(1-r)^{2}+\omega^{2}\right\}^{2}}\right]-\frac{e^{-r s} \ell_{1} \sin (S)}{m}$
$+\omega\left(l_{0}+u_{\infty} s+u_{\infty} k+\frac{l_{1}}{m}\right)+\frac{u_{\infty} \omega}{r^{2}+\omega^{2}}$

Hence, the coefficients of the equations in $\omega$ have been found for $r \neq 0$, These equations were then solved utilizing the computer as was done for $r=0$. Therefore, by solving them for $r \rightarrow 0$ allows the determination of the behavior between the levels of the instability threshold. This computer program is found in Appendix IX. Figure (58) shows the results of this investigation for $f>0$ (which corresponds to physical reality), where $g$ increases as $r$ goes from negative to zero to positive values. Hence, plotting the same curve for a range of values, it is found that as shown in Figure (58) the region of stability $(r>0)$ and the region of instability $(r<0)$ is given as in Figure (59).

g, DIMENSIONLESS GRAVITY PARAMETER
FIGURE (58) $f=f(g)$. FOR $S=0.5$ WITH $u_{\infty}=0.1$ AS $r$ VARIES FROM NEGATIVE TO POSITIVE VALUES


Figure (59) Stable and Unstable Regions of the
Threshold Surface

## APPFNDIX XI

## EXPERIMENTAL INSTABILITY POINT DATA

The following tables give the experimental instability point dete which wes shown in Figures (45-53).

TABLE 3a

EXPERIMENTAL INSTABILITY POINTS FOR CONSTANT PRESSURE TESTS
UTILIZING FREON-114 AS THE HEAT TRANSFER FLUID

| F-114 Experimental Instability Points |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| $\mathrm{T}_{8}$ <br> Inlet <br> Temp <br> ${ }^{\circ} \mathrm{F}$ | $\begin{gathered} \mathrm{H}_{i} \\ \text { Inlet } \\ \text { Enthalpy } \\ \text { Btu }^{2} l_{\mathrm{m}} \end{gathered}$ | Inlet <br> Density <br> $1 b_{m} / \mathrm{ft}^{3}$ | $H_{0}$ $\mathrm{H}_{\mathrm{s}}-\mathrm{H}_{i}$ | $\begin{gathered} \Delta \mathrm{P} \\ \text { Flow } \\ \text { In. } \mathrm{H}_{2} \mathrm{O} \end{gathered}$ |
| $* P=310 \mathrm{psia} \mathrm{H}_{\mathrm{s}}=73 \mathrm{Btu} / 1 \mathrm{~b}_{\mathrm{m}} \quad \mathrm{R}_{\mathrm{o}}=701 \mathrm{~b}_{\mathrm{m}} / \mathrm{ft}^{3} \quad \mathrm{H}_{\mathrm{c}}=6 \mathrm{Btu} / 1 \mathrm{~b}_{\mathrm{m}}$ |  |  |  |  |
| 194 | 56.51 | 76.11 | 16.49 | 4.00 |
| 196 | 57.07 | 75.79 | 15.93 | 4.00 |
| 198 | 57.62 | 75.47 - | 15.38 | 4.1 |
| 173 | 50.78 | 79.25 | 22.22 | 4.4 |
| 162 | 47.82 | 80.78 | 25.18 | 4.1 |
| 148 | 44.11 | 82.64 | 28.89 | 4.2 |
| 147 | 43.57 | 82.90 | 29.43 | 4.3 |
| 195 | 57.29 | 75.95 | 15.71 | 3.4 |
| 192 | 55.96 | 76.42 | 17.04 | 4.25 |
| 184 | 53.76 | 77.64 | 19.24 | 3.4 |
| 183 | 53.49 | 78.29 | 19.51 | 3.75 |
| 173 | 50.78 | 79.25 | 22.22 | 4.10 |
| 157 | 46.49 | 81.46 | 26.51 | 4.25 |
| 153 | 45.42 | 81.93 | 27.58 | 4.30 |
| 152 | 45.16 | 82.12 | 27.84 | 4.75 |
| 189 | 55.13 | 76.88 | 17.87 | 3.1 |

216

| 185 | 54.04 | 77.49 | 18.96 | 3.6 |
| :---: | :---: | :---: | :---: | :---: |
| $\mathrm{P}=400 \mathrm{psia} \mathrm{H}_{\mathrm{s}}=83 \mathrm{Btu} / \mathrm{lb}_{\mathrm{m}} \quad \mathrm{R}_{\mathrm{o}}=60 \mathrm{lb}_{\mathrm{m}} / \mathrm{ft}^{3} \mathrm{H}_{\mathrm{c}}=10 \mathrm{Btu} / \mathrm{lb}_{\mathrm{m}}$ |  |  |  |  |
| 216 | 62.69 | 72.40 | 20.31 | 3.85 |
| 200 | 58.18 | 75.14 | 24.72 | 5.45 |
| 196 | 57.07 | 75.79 | 25.93 | 6.25 |
| 173 | 50.78 | 79.25 | 32.22 | 5.85 |
| 168 | 49.43 | 79.96 | 33.57 | 6.05 |
| 170 | 49.97 | 79.68 | 33.03 | 5.85 |
| 170 | 49.97 | 79.68 | 33.03 | 6.10 |
| 218 | 63.26 | 72.04 | 19.74 | 4.40 |
| 220 | 63.83 | 71.67 | 19.17 | 5.95 |
| 223 | 64.70 | 71.11 | 18.30 | 3.80 |
| 214 | 62.12 | 72.76 | 20.88 | 4.0 |
| 214 | 62.12 | 72.76 | 20.88 | 4.5 |
| 217 | 62.98 | 72.22 | 20.02 | 4.4 |
| 216 | 62.69 | 72.40 | 20.31 | 5.8 |
| 219 | 63.50 | 71.86 | 19.50 | 6.0 |
| 225 | 65.27 | 70.73 | 17.73 | 6.0 |
| 200 | 58.18 | 75.14 | 24.82 | 6.1 |
| 209 | 60.70 | 73.64 | 22.30 | 7.0 |
| 225 | 65.27 | 70.73 | 17.73 | 6.5 |
| 197 | 57.34 | 75.62 | 25.66 | 5.9 |
| 198 | 57.62 | 75.47 | 25.38 | 6.6 |
| 193 | 56.24 | 76.26 | 26.76 | 6.1 |
| 186 | 54.31 | 77.34 | 28.69 | 6.4 |


| 177 | 51.82 | 78.68 | 31.18 | 5.9 |
| :---: | :---: | :---: | :---: | :---: |
| 175 | 51.32 | 78.97 | 31.68 | 6.6 |
| 170 | 49.97 | 79.68 | 33.03 | 6.25 |
| 220 | 63.83 | 71.67 | 19.17 | 3.60 |
| 225 | 65.27 | 70.73 | 17.73 | 4.75 |
| 213 | 61.90 | 72.94 | 21.10 | 4.25 |
| $\mathrm{P}=480 \mathrm{psia} \mathrm{H}_{\mathrm{s}}=80 \mathrm{Btu} / \mathrm{lb}_{\mathrm{m}} \quad \mathrm{R}_{\mathrm{o}}=70 \mathrm{lb}_{\mathrm{m}} / \mathrm{ft}^{3} \quad \mathrm{H}_{\mathrm{c}}=16 \mathrm{Btu} / \mathrm{lb} \mathrm{b}$ |  |  |  |  |
| 260 | 75.96 | 62.61 | 4.04 | 2.40 |
| 255 | 74.34 | 64.0 | 5.66 | 2.50 |
| 210 | 60.98 | 73.46 | 19.02 | 3.75 |
| 262 | 7662 | 62.03 | 3.38 | 2.20 |
| $\mathrm{P}=495 \mathrm{psia} \mathrm{H}_{\mathrm{s}}=80 \mathrm{Btu} / 1 \mathrm{~b}_{\mathrm{m}} \quad \mathrm{R}_{0}=70 \mathrm{lb}_{\mathrm{m}} / \mathrm{ft}^{3} \quad \mathrm{H}_{\mathrm{c}}=16 \mathrm{Btu} / \mathrm{lb} \mathrm{b}$ |  |  |  |  |
| 245 | 71.20 | 66.49 | 8.80 | 2.40 |
| 218 | 63.26 | 72.04 | 16.70 | 3.40 |
| 203 | 58.46 | 74.65 | 21.50 | 3.40 |
| 198 | 57.62 | 75.47 | 22.40 | 4.20 |
| 191 | 55.68 | 76.57 | 24.30 | 4.00 |
| $P=520 \mathrm{psia} H_{s}=80 \mathrm{Btu} / \mathrm{lb} \mathrm{m}_{\mathrm{m}} \quad \mathrm{R}_{0}=70 \mathrm{Ib}_{\mathrm{m}} / \mathrm{ft}^{3} \mathrm{H}_{\mathrm{c}}=16 \mathrm{Btu} / \mathrm{Ib} \mathrm{b}$ |  |  |  |  |
| 228 | 66.15 | 70.14 | 13.85 | 2.00 |
| 228 | 6615 | 70.14 | 13.85 | 2.25 |
| 214 | 62.12 | 72.76 | 17.88 | 2.75 |
| 205 | 59.58 | 74.30 | 20.42 | 2.75 |
| 169 | 49.69 | 79.81 | 30.31 | 2.25 |


| 163 | 48.09 | 80.92 | 31.91 | 2.25 |
| :---: | :---: | :---: | :---: | :---: |
| 195 | 56.79 | 75.95 | 23.21 | 2.50 |
| 162 | 47.82 | 80.78 | 32.18 | 2.10 |
| 162 | 47.82 | 80.78 | 32.18 | 2.10 |
| 230 | 66.73 | 69.74 | 13.27 | 1.85 |
| $E=525$ psia $H_{s}=80 \mathrm{Btu} / \mathrm{lb} \mathrm{m}_{\mathrm{m}} \quad \mathrm{R}_{0}=70 \mathrm{Ib}_{\mathrm{m}} / \mathrm{It}^{3} \quad \mathrm{H}_{\mathrm{c}}=16 \mathrm{Btu} / \mathrm{lb} \mathrm{m}_{\mathrm{m}}$ |  |  |  |  |
| 254 | 74.02 | 64.26 | 5.98 | 2.00 |
| 252 | 73.39 | 64.78 | 6.61 | 2.10 |
| 264 | 77.30 | 61.42 | 2.70 | 2.00 |
| 257 | 75.00 | 63.45 | 5.00 | 2.00 |
| 270 | 79.39 | 59.43 | 0.61 | 2.10 |
| 211 | 61.25 | 73.28 | 18.75 | 2.00 |
| 267 | 78.33 | 60.43 | 1.67 | 2.55 |
| 206 | 59.86 | 74.15 | 20.14 | 2.25 |
| 206 | 59.86 | 74.15 | 20.14 | 2.25 |
| 220 | 63.83 | 71.67 | 16.16 | 2.50 |
| 196 | 57.07 | 75.79 | 22.93 | 2.45 |
| 195 | 56.79 | 75.95 | 23.21 | 2.50 |
| 198 | 57:62 | 75.47 | 22.38 | 2.55 |
| 197 | 57.34 | 75.63 | 22.66 | 2.55 |
| 257 | 74.98 | 63.45 | 5.02 | 2.40 |
| $\mathrm{P}=555 \mathrm{psia} \mathrm{H}_{\mathrm{s}}=85 \mathrm{Btu} / \mathrm{lb} \mathrm{m}_{\mathrm{m}} \quad \mathrm{R}_{\mathrm{o}}=70 \mathrm{lb} / \mathrm{ft}^{3} \quad \mathrm{H}_{\mathrm{c}}=16 \mathrm{Btu} / \mathrm{lb} \mathrm{b}_{\mathrm{m}}$ |  |  |  |  |
| 178 | 52.13 | 78.53 | 27.87 | 2.40 |
| 262 | 76.63 | 62.03 | 3.37 | 1.95 |
| 246 | 71.52 | 66.26 | 8.48 | 2.20 |

219

| 232 | 67.32 | 69.33 | 12.68 | 2.00 |
| :---: | :---: | :---: | :---: | :---: |
| 202 | 58.74 | 74.82 | 21.26 | 2.40 |
| 203 | 59.01 | 74.65 | 20.99 | 2.50 |
| 197 | 57.34 | 75.94 | 22.66 | 2.25 |
| 170 | 49.97 | 79.68 | 30.03 | 2.00 |
| 165 | 48.61 | 80.37 | 31.39 | 1.90 |
| $\mathrm{P}=575 \mathrm{psia} \mathrm{H}_{\mathrm{s}}=85 \mathrm{Btu} / \mathrm{lb}_{\mathrm{m}} \quad \mathrm{R}_{0}=70 \mathrm{lb}_{\mathrm{m}} / \mathrm{ft}^{3} \mathrm{H}_{\mathrm{c}}=16 \mathrm{Btu} / \mathrm{lb}_{\mathrm{m}}$ |  |  |  |  |
| 153 | 45.42 | 81.99 | 34.58 | 1.60 |
| 151 | 44.89 | 82.25 | 35.11 | 1.75 |
| 233 | 67.61 | 69.13 | 12.39 | 2.00 |
| 252 | 73.39 | 64.78 | 6.61 | 2.20 |
| 238 | 69.10 | 68.07 | 10.90 | 2.00 |
| 249 | 72.44 | 65.53 | 7.56 | 2.25 |
| 250 | 72.76 | 65.29 | 7.24 | 2.60 |
| 263 | 76.96 | 61.72 | 3.04 | 2.65 |
| 210 | 60.98 | 73.46 | 19.02 | 2.70 |
| 180 | 52.67 | 78.24 | 27.33 | 2.25 |
| 169 | 49.70 | 79.82 | 30.30 | 2.20 |
| 157 | 46.49 | 81.46 | 33.51 | 1.75 |
| 153 | 45.43 | 81.99 | 34.57 | 1.80 |

*P = System Pressure $H_{s}=$ Enthalpy Zero Point

EXPERIMENTAL INSTABILITY POTNTS FOR CONSTANT PRESSURE TESTS UTILIZIIVG FREON-114 AS THE HEAT TRANSFER FLUID


| 1.11 | . 145 | 8.54 | 3.16 |
| :---: | :---: | :---: | :---: |
| $\mathrm{P}=400 \mathrm{psia} \mathrm{H}_{\mathrm{s}}=83 \mathrm{Btu} / \mathrm{lb}_{\mathrm{m}} \quad \mathrm{R}_{\mathrm{o}}=60 \mathrm{lb}_{\mathrm{m}} / \mathrm{ft}^{3} \quad \mathrm{H}_{\mathrm{c}}=10 \mathrm{Btu} / \mathrm{lb}_{\mathrm{m}}$ |  |  |  |
| 1.07 | . 229 | 18.8 | 2.03 |
| 1.63 | . 176 | 8.1 | 2.47 |
| 1.96 | . 156 | 5.6 | 2.59 |
| 2.43 | . 119 | 3.64 | 3.22 |
| 2.58 | . 114 | 3.24 | 3.36 |
| 2.52 | . 115 | $3 \cdot 39$ | $3 \cdot 30$ |
| 2.63 | . 112 | 3.11 | $3 \cdot 30$ |
| 1.13 | . 233 | 16.9 | 1.97 |
| 1.40 | . 219 | 10.97 | 1.92 |
| . 91 | . 271 | 26.0 | 1.83 |
| 1.06 | . 236 | 19.15 | 2.09 |
| 1.24 | . 214 | 14.0 | 2.09 |
| 1.39 | . 189 | 11.25 | 2.00 |
| 1.55 | . 194 | 8.95 | 2.03 |
| 1.58 | . 195 | 8.6 | 1.95 |
| 1.57 | . 197 | 8.73 | 1.77 |
| 1.82 | . 167 | 6.5 | 2.48 |
| 1.84 | . 178 | 6.35 | 2.23 |
| 1.64 | . 198 | 8.0 | 1.77 |
| 1.77 | . 168 | 6.87 | 2.57 |
| 2.01 | . 157 | 5.32 | 2.54 |
| 2.03 | . 148 | 5.22 | 2.68 |
| 2.27 | . 135 | 4.17 | 2.87 |
| 2.40 | . 122 | 3.73 | 3.12 |

222

| 2.64 | . 117 | 3.09 | 3.17 |
| :---: | :---: | :---: | :---: |
| 2.66 | . 112 | 3.04 | 3.30 |
| 0.91 | . 262 | 26.0 | 1.92 |
| 1.15 | . 240 | 16.3 | 1.77 |
| 1.15 | . 223 | 16.3 | 2.11 |
| $P=480 \mathrm{psis} \mathrm{H}_{\mathrm{s}}=80 \mathrm{Btu} / \mathrm{lb} \mathrm{b}_{\mathrm{m}} \quad \mathrm{R}_{0}=70 \mathrm{lb}_{\mathrm{m}} / \mathrm{ft}^{3} \quad \mathrm{H}_{\mathrm{c}}=16 \mathrm{Btu} / \mathrm{lb} \mathrm{b}_{\mathrm{m}}$ |  |  |  |
| 1.81 | . 216 | 24.50 | . 252 |
| 2.80 | . 140 | 9.55 | . 354 |
| 4.62 | . 097 | 3.51 | 1.190 |
| 2.56 | . 147 | 11.40 | . 385 |
| $\mathrm{P}=495 \mathrm{psis} \mathrm{H}_{\mathrm{s}}=80 \mathrm{Btu} / 1 \mathrm{~b}_{\mathrm{m}} \quad \mathrm{R}_{0}=70 \mathrm{lb}_{\mathrm{m}} / \mathrm{ft}^{3} \quad \mathrm{H}_{\mathrm{c}}=16 \mathrm{Btu} / \mathrm{lb} \mathrm{b}_{\mathrm{m}}$ |  |  |  |
| 1.80 | . 209 | 23.1 | . 55 |
| 3.23 | . 134 | 7.18 | 1.04 |
| 3.58 | . 118 | 5.84 | 1.34 |
| 4.45 | . 105 | 3.78 | 1.40 |
| 5.17 | . 088 | 2.80 | 1.52 |
| $P=520 \mathrm{psia} \mathrm{H}_{\mathrm{s}}=80 \mathrm{Btu} / \mathrm{Ib}_{\mathrm{m}} \quad \mathrm{R}_{0}=70 \mathrm{lb}_{\mathrm{m}} / \mathrm{ft}^{3} \mathrm{H}_{\mathrm{c}}=\mathrm{Btu} / \mathrm{lb} \mathrm{m}$ |  |  |  |
| 1.33 | . 252 | 42.40 | . 865 |
| 1.34 | . 266 | 41.70 | . 865 |
| 1.90 | . 204 | 20.70 | 1.12 |
| 2.06 | . 186 | 17.60 | 1.28 |
| 2.50 | . 134 | 12.0 | 1.89 |


| 2.87 | . 115 | 9.1 | 1.99 |
| :---: | :---: | :---: | :---: |
| 2.32 | . 155 | 13.9 | 1.45 |
| 2.70 | . 119 | 10.3 | 2.01 |
| 2.63 | . 122 | 10.8 | 2.01 |
| 1.24 | . 262 | 48.8 | . 828 |
| $P=525 \mathrm{psia} \mathrm{H}_{\mathrm{s}}=80 \mathrm{Btu} / \mathrm{lb}_{\mathrm{m}} \quad \mathrm{R}_{\mathrm{o}}=70 \mathrm{lb}_{\mathrm{m}} / \mathrm{st}^{3} \mathrm{H}_{\mathrm{c}}=16 \mathrm{Btu} / \mathrm{lb}_{\mathrm{m}}$ |  |  |  |
| 1.28 | . 275 | 45.70 | .374 |
| 1.37 | . 262 | 39.9 | . 413 |
| 1.33 | . 270 | 42.3 | . 169 |
| 1.80 | . 197 | 23.1 | . 312 |
| 1.98 | . 189 | 19.1 | . 038 |
| 1.99 | . 166 | 18.9 | 1.170 |
| 2.02 | . 203 | 18.4 | . 104 |
| 2.34 | . 149 | 13.7 | 1.26 |
| 2.49 | . 140 | 12.1 | 1.26 |
| 2.49 | . 150 | 12.1 | 1.01 |
| 3.22 | . 112 | 7.24 | 1.43 |
| 3.36 | . 112 | 6.64 | 1.45 |
| 3.84 | . 096 | 5.08 | 1.40 |
| 3.64 | . 101 | 5.66 | 1.42 |
| 1.81 | . 214 | 22.90 | . 313 |
| $\mathrm{P}=555 \mathrm{psia} \mathrm{H}_{\mathrm{s}}=85 \mathrm{Btu} / 1 \mathrm{~b}_{\mathrm{m}} \quad \mathrm{R}_{\mathrm{o}}=70 \mathrm{lb}_{\mathrm{m}} / \mathrm{ft}^{3} \mathrm{H}_{\mathrm{c}}=16 \mathrm{Btu} / 1 \mathrm{~b}_{\mathrm{m}}$ |  |  |  |
| 2.81 | . 124 | 9.50 | 2.06 |
| 1.31 | . 269 | 43.7 | . 523 |
| 1.33 | . 272 | 42.4 | . 842 |
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| 1.34 | . 253 | 41.7 | 1.10 |
| :---: | :---: | :---: | :---: |
| 2.00 | . 170 | 18.7 | 1.64 |
| 2.10 | . 173 | 17.0 | 1.62 |
| 2.10 | . 163 | 17.0 | 1.73 |
| 2.36 | . 134 | 13.5 | 2.19 |
| 2.47 | . 124 | 12.3 | 2.28 |
| $\mathrm{P}=575 \mathrm{psia} \mathrm{H}_{\mathrm{s}}=85 \mathrm{Btu} / \mathrm{lb}_{\mathrm{m}} \quad \mathrm{R}_{\mathrm{o}}=70 \mathrm{lb}_{\mathrm{m}} / \mathrm{ft}^{3} \quad \mathrm{H}_{\mathrm{c}}=16 \mathrm{Btu} / \mathrm{lb} \mathrm{m}$ |  |  |  |
| 1.82 | . 153 | 22.6 | 2.48 |
| 1.98 | . 146 | 19.1 | 2.50 |
| 1.34 | . 252 | 41.7 | 1.09 |
| 1.34 | . 274 | 41.7 | . 725 |
| 1.28 | . 266 | 45.7 | . 994 |
| 1.25 | . 295 | 48.0 | . 784 |
| 1.50 | . 265 | 33.3 | . 765 |
| 1.52 | . 271 | 32.4 | . 502 |
| 2.06 | . 185 | 17.7 | 1.50 |
| 2.36 | . 143 | 13.5 | 2.02 |
| 2.58 | . 128 | 11.2 | 2.21 |
| 1.76 | . 166 | 24.2 | 2.40 |
| 1.86 | . 159 | 21.6 | 2.47 |

*P = System Pressure $H_{s}=$ Entholpy Zero Point

TABLE $4 a$

EXPERTMENTAL INSTABILITY POINTS FOR CONSTANT PRESSURE TESTS
UTILIZING $\mathrm{H}_{2} \mathrm{O}$ AS THE HEAT TRANSFFR FLUID

| $\mathrm{H}_{2} \mathrm{O}$ Experimental Instability Points |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| $\mathrm{T}_{8}$ | $\mathrm{H}_{\mathrm{i}}$ |  | $\mathrm{H}_{0}$ |  |
| Inlet | Inlet | Inlet |  | Flow |
| Temp | Enthalpy | Density | $\mathrm{H}_{\mathrm{s}}-\mathrm{H}_{\mathrm{i}}$ | In. $\mathrm{H}_{2}$ |
|  | $\mathrm{Btu} / 1 \mathrm{~b}_{\mathrm{m}}$ | $1 \mathrm{~b}_{\mathrm{m}} / \mathrm{ft}^{3}$ |  |  |
| $* P=1740 \mathrm{psia} \mathrm{H}_{\mathrm{s}}=640 \mathrm{Btu} / \mathrm{lb}_{\mathrm{m}} \mathrm{R}_{0}=45 \mathrm{lb} / \mathrm{m}^{3} \mathrm{fl}^{3} \mathrm{H}_{\mathrm{c}}=60 \mathrm{Btu} / \mathrm{lb}_{\mathrm{m}}$ |  |  |  |  |
| 424 | 401 | 52.6 | 239 | 1.90 |
| 534 | 529 | 46.9 | 111 | 1.20 |
| 534 | 529 | 46.9 | 111 | 1.20 |
| 518 | 510 | 47.8 | 130 | 1.20 |
| 521 | 513 | 47.8 | 133 | 1.20 |
| 503 | 492 | 48.8 | 148 | 1.40 |
| 499 | 487 | 49.0 | 153 | 1.45 |
| 487 | 473 | 49.8 | 167 | 1.50 |
| 478 | 462 | 50.0 | 178 | 1.60 |
| 462 | 444 | 51.0 | 196 | 1.75 |
| 451 | 431 | 50.3 | 209 | 1.80 |
| $P=2215 \mathrm{psia} \mathrm{H}_{\mathrm{s}}=705 \mathrm{Btu} / 1 \mathrm{~b}_{\mathrm{m}} \quad \mathrm{R}_{0}=40 \mathrm{lb} / \mathrm{m}^{3} \mathrm{f}^{3} \quad \mathrm{H}_{\mathrm{c}}=90 \mathrm{Btu} / \mathrm{lb} \mathrm{b}_{\mathrm{m}}$ |  |  |  |  |
| 579 | 588 | 43.9 | 117 | 1.20 |
| 559 | 561 | 45.2 | 144 | 1.30 |
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| 563 | 566 | 45.0 | 139 | 1.30 |
| :--- | :--- | :--- | :--- | :--- |
| 545 | 543 | 46.4 | 162 | 1.45 |
| 517 | 508 | 48.1 | 197 | 1.60 |
| 508 | 497 | 48.3 | 208 | 1.75 |
| 496 | 483 | 49.3 | 222 | 1.85 |
| 506 | 495 | 48.8 | 210 | 1.75 |
| 481 | 466 | 50.0 | 239 | 2.0 |

*P = System Pressure $H_{s}=$ Enthalpy Zero Point

TABLE 4b

EXPERIMENTAL INSTABILITY POINTS FOR CONSTANT PRESSURE TESTS
UTIIIIZIVG $\mathrm{H}_{2} \mathrm{O}$ AS THE HEAT TRANSFFR FLUID


| 9.04 | .125 | 9.49 | 1.80 |
| :--- | :--- | :--- | :--- |
| 10.32 | .113 | 7.28 | 2.19 |
| 11.50 | .106 | 5.87 | 2.31 |
| 12.65 | .098 | 4.84 | 2.46 |
| 13.35 | .091 | 4.35 | 2.34 |
| 14.92 | .086 | 3.43 | 2.66 |

*P = System Pressure $H_{s}=$ Enthalpy Zero Point

