
STURMIAN THEORY AND PERIODIC SOLUTIONS 

OF DIFFERENTIAL SYSTEMS 

By 

JORGE ANTONIO SALAZAR ,, ~ 

Profesor de Education Secundaria 
Instituto Universitario'Pedagogico 

Caracas, Venezuela 
. 1969 

Master en Ciencias 
Universidad de Carabobo 

Valencia, Venezuela 
1971 

Submitted to the Faculty of the Graduate College 
of the Oklahoma State University 

in partial fulfillment of the requirements 
for the Degree of 

DOCTOR OF PHILOSOPHY 
May, 1980 



Thes\s 
\q~OD 

S\\u\.S 
~-~ 



STURMIAN THEORY AND PERIODIC SOLUTIONS 

OF DIFFERENTIAL SYSTEMS 

Thesis Approved: 

Thesis Advisor 

Dean of the Graduate College 

ii 



ACKNOWLEDGMENTS 

I wish to express my appreciation to all those who assisted me in 

pursuing my graduate studies. In particular, I would like to thank 

Dr. Shair Ahmad, my research adviser, for his valuable suggestions, 

guidance, and encouragement, during the research phase of this disser

tation. Also, I would like to thank Dr. Alan C. Lazer whose suggestions 

were of great value. My thanks go to Dr. John Wolfe, Dr. Marvin Keener, 

Dr. James Choike and Dr. H. C. Soni, members of my committee. 

My sincere thanks go to Miss Janette Barnes and Mrs. Anne Fine for 

their cooperation in reading this thesis, and Miss Barbara Newport for 

cheerfully typing the whole thesis. 

In addition, I would like to thank the foundation "Gran l1ariscal de 

Ayacucho" who supported my studies. 

Finally, I would like to thank my mother, Angela Salazar, who 

launched me on this adventure and express my deep appreciation to my wife, 

Yadira, our son, Antonio Jose, and our daughter, Angela }furia, whose love, 

understanding, encouragement, and sacrifice made the completion of this 

dissertation possible. 

iii 



TABLE OF CONTENTS 

Chapter 

I. DIFFERENTIAL SYSTEMS OF SECOND ORDER. 

Introduction . . • • . • • • . 
Basic Definitions and Theorems • 

II. OSCILLATION CONDITION 

Introduction • 
Condition· • 

III. RIGHT AND LEFT CONJUGATE POINTS . 

Introduction . . . . . . • 
Basic Ideas and TI1eorems • 

IV. PERIODIC SOLUTION 

Introduction 
Basic Ideas and Theorems • 

V. Sill:iMARY AND CONCLUSIONS • . 

BIBLIOGRAPHY . . • 

iv. 

. . . . . 

Page 

1 

1 
2 

9 

9 
10 

13 

13 
• • • . 14._ .. 

25 

25 
26 

35 

36 



CHAPTER I 

DIFFERENTIAL SYSTEMS OF SECOND ORDER 

Introduction 

This thesis investigates certain Sturmian properties of the differ-

ential system 

x"(t) + A(t)x(t) = 0, 

where x is a real n-dimensional vector and A(t) is a real continuous, 

nonnecessary symmetric nxn matrix with nonnegative elements. 

There is extensive literature on the Sturmian properties of selfad-

joint systems of the form(*). (See, for example, [9], [13], [14], and 

[24].) However, when A(t) is not assumed symmetric few results exist. 

One of the purposes of the present study is to establish a sufficient 

condition for oscillation of the differential system (*) from the oscilla-

tion of some scalar equation. The second one is to establish the monoton-

icity of the conjugate points relative to the system (*). Our main tool 

is the Comparison and Separation Theorems of Sturm. Also, this thesis 

investigates the existence of periodic solution of the nonlinearly perturbed 

conservative systems 

x" + grad G(x) = p(t,x) (**) 

where G E c2 ( IRn, IR) and p E C ( [Rx [R0 , !Rn) is 2'1T-periodic in t for each fixed 

x E [Rn. We generalize J. R. Ward's theorem using a nice transformation 

which permits us to eliminate the strong Lipschtiz condition on p(t,x) in 

x necessary for Ward's proof. 
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Basic Definitions and Theorems 

Consider the second order linear differential system 

x"(t) + A(t)x(t) = 0, (1.1) 

where x(t) is a real n-dimensional vector and A(t) is a real nxn matrix 

continuous on some interval. 

Definition 1.2. A solution of (1.1) is an n-dimensional vector 

2 real-valued function of class C on an interval I that satisfies (1.1). 

Definition 1.3. A point b, b>a, is said to be a right conjugate point 

of a relative to equation (1.1) if there exists a nontrivial solution x(t) 

of (1.1) satisfying x(a) = x(b) = 0. If b is a right conjugate point of 

a relative to (1.1) and there is no nontrivial solution x(t) of (1.1) such 

that x(a) = x(c) = 0 for c E (a,b), then b is called the first right con-

jugate point of a relative to (1.1). Throughout this chapter, we shall 

say conjugate point or first conjugate point instead of right conjugate 

point or first right conjugate point, respectively. 

Definition 1.4. The system (1.1) is called oscillatory on [a,m) if 

for each T ~a, there exist a,S > T and a nontrivial solution x(t) of (1.1) 

satisfying x(a) = x(S) = 0. 

Definition 1.5. An nxn matrix B = (b .. ), 1 < i,j _< n, is called irre-
lJ -

ducible if it is impossible to have {1,2, ••. ,n} = IUJ, InJ = ¢, and b .. = 0 
lJ 

for all i E I, j E J. 

First, we st:ate a few theorems \vhich are basic and necessary for the 

development of our results. Since these results are all known, we shall 

omit their proofs and simply indicate appropriate references. 



Lemma 1.6 [2, p. 16]. Let A(t) = (a .. (t)) be an nxn continuous 
l.J 

matrix on [a,b] with a .. (t) > 0. 
l.J 

Let y(t) =col (y1 (t), ..• ,yn(t)) be a 

solution of (1.1) with y(a) = y(b) = 0 and yi(t) ~ 0 for all t E (a,b) 

and all i, i = 1,2, ..• ,n. If for some k, k = 1,2, •.• ,n, either 

3 

(i) yk_(a) 0, (ii) yk_(b) = 0 or (iii) yk(c) = 0 for some c, a < c < b, 

then yk(t) - 0 on (a,b). 

Theorem 1.7 [3, p. 113]. Let A(t) and B(t) be continuous nxn matrices 

defined on [a,b] such that if A(t) =(a .. (t)) and B(t) = (b .. (t)) then 
l.J l.J 

a .. (t) >b .. (t) for 1 < i,j < n, t E [a,b] and b .. (t) > 0 fori 1 j and l.J - l.J - - l.J -

t E [a,b]. Assume that for some t E [a,b], a .. (t) >b .. (t), 1 < i,j < n. 
l.J l.J - -

If there exists a nontrivial solution x(t) of x"(t) + B(t)x(t) = 0 such 

that x(a) = x(b) = 0, then there exists a nontrivial solution y(t) of 

y"(t) + A(t)y(t) 0 such that y(a) = y(c) = 0 for some c, a < c < b. 

Theorem 1.8 [4, p. 39]. Let B(t) = (b .. (t)) be a continuous nxn 
l.J 

matrix function defined on [a,b] whose elements are nonnegative, and sup-

pose that there exists a nontrivial solution x(t) of x"(t) + B(t)x(t) = 0 

with x'(a) = x(b) = 0. If A(t) = (a .. (t)) is a continuous nxn matrix 
l.J 

function defined on [a,b] such that a .. (t) >b .. (t) for 1 < i,j <nand 
l.J - l.J - -

for all t E [a,b], and a .. (t) > b .. (t) for 1 < i,j < nand for some 
~ ~ - -

-
t E [a,b], then there exists a nontrivial solution y(t) of 

y"(t) + A(t)y(t) = 0 with y'(a) = y(c) = 0 for some c, a< c <b. 

Theorem 1.9 [3, p. 1138]. Assume that the nxn matrix A(t) (a .. (t)) 
l.J 

is continuous on [a, b] and that aij (t) ~ 0 for 1 .::_ i,j _.::. n. If b is the 

first conjugate point of a relative to the equation (1.1), then there 

exists a nontrivial solution u(t) =col (u1 (t), u2 (t), .•• , un(t)) of (1.1) 

such that u(a) = u(b) = 0 and uk(t) ~ 0, k = 1,2, •.• ,n, and t E (a,b]. 



The following two propositions were proved by S. Ahmad and A. C. 

Lazer [7]. Since the paper [7] has not been published yet, we shall 

give the proof here. 

Proposition 1.10 [7, p. 4]. Let A(t) = (a .. (t)) be a continuous 
~J 

nxn matrix function such that a .. (t) > 0 fort> a. If b is the first 
~J -

conjugate point of a relative to the equation (1.1) and if there exists 

a number t 0 E (a,b) such that A(t0) is irreducible, then there exists a 

solution u(t) =col (u1 (t), u2(t), ..• , un(t)) of (1.1) such that 

u(a) = u(b) = 0 and uk(t) > 0 fork= 1,2, ••. ,n, and a< t <b. 

Proof. Since b is the first conjugate point of a relative to (1.1), 

according to The~rem 1.9 there exists a nontrivial solution 

u(t) = col (u1 (t), ••• , un (t)) of (1.1) such that u(a) = u(b) = 0 and 

uk(t) ~ 0 for a< t <band k = 1,2, ••• ,n. From (1.1) we see that for 

k = 1,2, ... ,n and a< t ~ b, 

n 
u"(t) = - Z ak. (t)u. (t) .:::_ 0. 

k j=l J J 

Therefore, since uk(a) = uk(b) = 0 and uk(t) ~ 0 for a~ t .:::_ b, it 

follows that either uk(t) > 0 for all t E (a,b) or uk(t) = 0 for all 

t E (a,b). We define subsets I and J of {1,2, ••• ,n} as follows: 

k E I if uk(t) = 0 for all t E (a,b), and k E J if uk(t) > 0 for all 

t E (a,b). If i E I, then u'.'(t) = 0 for all t E (a,b), so 
~ 

n 
0 = -ui_(t0 ) = z a .. (to)u. (to) = L: a .. (to)u. (to). 

j=l ~J J jEJ ~J J 

4 

Since aij(t0) ~ 0 and uj(t0 ) > 0 for j E J, it follows that aij(t0) = 0 

for i E I, j E J. Since A(t0) is irreducible and InJ = 0, it follows that 

either I = 0 or J = 0. If J = 0, then u(t) = 0, which contradicts the 



5 

fact that u(t) is a nontrivial solution. Thus I = 0, and hence uk(t) > 0 

fork= 1,2, .•. ,n and t E (a,b). This proves the result. 

Before proving the next proposition, we make some observations. 

We shall make use of Green's function for the boundary value problem 

x"(t) + A(t)x(t) = 0 

x(a) = x(b) = 0, 

which is defined by 

(s-a) (b-t) a < s < t < b. 
b-a - ' G(s,t,a,b) = 

(t-a)(b-s) a < t < s < b 
b-a 

. 

Clearly, the function G(s,t,a,b) is continuous on the square a < s ~ b, 

a < t < b. If A(t) is a continuous function on [a,b] and if 

b x(t) = f G(s,t,a,b)A(s)x(s)ds, 
a 

then x(t) is of class c2 on [a,b], x"(t) + A(t)x(t) = 0 and 

x(a) = x(b) = 0. Conversely, as there is only one solution of the boun-

dary value problem 

x"(t) + A(t)x(t) = 0 

x(a) = x(b) = 0, 

this solution must have the representation given above. 

lem 

as 

We define Green's function G1 (s,t,a,b) for the boundary value prob-

x"(t) + A(t)x(t) = 0 

x'(a) = x(b) = 0 

G1 (s,t,a,b) { 
b-t ' 

b-s 

a < s < t < b 

a < t < s < b. 
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It is easy to prove that the unique solution to the preceding boundary 

value problem is given by 

b 
x(t) =fa G1 (s,t,a,b)A(s)x(s)ds. 

Now, we shall establish the existence of the first conjugate point. 

Lemma 1.11 [6, p. 73]. If a has a conjugate point (focal point) 

relative to the equation (1.1), then it has a first conjugate point (first 

focal point) relative to (1.1). 

Proof. Let b, b>a, be a conjugate point of a relative to (1.1). It 

follows from the above remarks that 

b x(t) = f G(s,t,a,b)A(s)x(s)ds 
a 

is a nontrivial solution of (1.1) satisfying x(a) x(b) 0. 

Let IIACt) II = max 
l<i<n 

n 
~ 

j=l 
a .. (t). 

l.J 
-Let k, 1 ~ k ~ n, and t, 

t E (a,b), be such that ~(t) max 
tE[a,b] 

max 
l<j<n 

x. (t). From the defin-
J 

ition of Green's function for the boundary value problem 

x"(t) + A(t)x(t) = 0 

X (a) = X (b) = 0 , 

we have G(s,t,a,b) ~ G(t,t,a,b) 

then x+y = b-t. Hence 

(t-a)(b-t) 
b-a 

. 2 2 2 0 ~ (x-y) = x - 2xy + y 

so 

2 
4xy ~ (x+y) 

.EL < x+y 
x+y - 4 

Now, if x = t-a, y b-t, 



thus, 

Therefore 

thus, 

(t-a) (b-t) 
b-a 

b-a 
< --- 4 

n 
= fb G(s,t,a,b) L ak.(s)x.(s)ds 

a j=l J J 

n 
< b-a x (t) fb L ( ) d -4 k a akJ.ss 

j=l 

b-a > 4 -f: IIA(s)jjds 

7 

If a did not have a first conjugate point relative to (1.1), then the left 

side of the preceding inequality could be made to approach zero while the 

right side approaches infinity, a contradiction. 

Similarly, we can prove that the first focal point exists. 

Proposition 1.12 [7, p. 5]. Let A(t) = (a .. (t)) and B(t) = (b .. (t)) 
1J 1J 

be two continuous nxn matrices defined on [a,b] such that 

0 <b .. (t) < a .. (t), t E [a,b], 1 _< i,j _< n. If b is the first conjugate 
- 1J - 1J 

point of a relative to 

x"(t) + B(t)x(t) = 0, 

then the first conjugate point b of a relative to 

x"(t) + A(t)x(t) = 0 

exists and bE (a,b]. 

Proof. For each positive integer m, we define the matrix 

1 A (t) = (a .. (t) + -). Since every element of A (t) is strictly greater 
m 1J m m 
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than the corresponding element of B(t) on [a,b], it follows from 

Theorem 1.7 that if b denotes the first conjugate point of a relative 
m 

to the differential system x"(t) +A (t)x(t) = 0 then b < b. More-
m m 

over, if q ;> P? then every element of A (t) is strictly greater than 
p 

the corresponding element of A (t); hence Theorem 1.7 implies that 
q 

b < b < b. Thus {b }, the sequence of conjugate points of a is an 
p q m 

increasing bounded sequence in [a,b]; hence limb = b exists and 
m 

b E (a,b]. To prove the Theorem we need to find a nontrivial solution 

x(t) of x"(t) + A(t)x(t) = 0 such that x(a) = x(b) = 0. 

For each integer m there exists a nontrivial solution x (t) of 
m 

x"(a) +A (t)x (t) = 0 such that x (a)= x (b)= 0. Since x'(a) ::f 0, 
m m m m mm m 

if we multiply.x (t) by a suitable scalar, we may assume that 
m 

I lx'(a)l I= 1, where I I· I I is the usual Euclidean norm. Since the unit .m 

closed ball in ·IRn is compact, there exist a subsequence 

{x'(a)} and a column vector v with I lvl I = 1 such that 
m 

{x' (a)} of 
~ 

lim x' (a) = v. 
k-+«> ~ 

By standard results concerning continuity of solutions of differential 

equations with respect to initial conditions and parameters, it follows 

that if y(t) denotes the solution of the initial value problem 

x"(t) + A(t)x(t) = 0 

~(a)= D, x'(a) = v, 

then lim x (t) = y(t) uniformly on compact subintervals of [a,oo). Thus, 
k-+«> ~ 

A 

y(b) = lim x (b ) = 0. 
k-+«> ~ ~ 

Since b 2 b, it follows that b < b. 



CHAPTER II 

OSCILLATION CONDITION 

Introduction 

In 1952, W. Leighton [22] proved that the linear differential equa-

tion [r(t)y'(t)]' + p(t)y(t) = 0, r(t) > 0 is oscillatory in an interval 

[a,oo) if 
(X) dt J --- +ro and a r (t) -

(X) 

J p(t)dt 
a 

+ro. 

In 1971, E. S. Noussair and C. A. Swanson [17] extended this result 

to the quasilinear matrix differential equation 

[R(t)x'(t)]' + A(t,x,x')x(t) = 0 

where R(t) is a nxn-symmetric matrix, positive semi-definite and contin-

uous on an interval [a,oo), and A(t,x,x') is an nxn-symmetric matrix, 

continuous on [a,cc) and for all values of the entries x and x'. TI1ey 

showed that the matrix differential equation is oscillatory if there 

exist diagonal elements r .. (t), a .. (t) = A .. (t,x(t),x'(t)) of R(t) and 
11 11 11 

(X) d t (X) 

A(t,x,x'), respectively, such that f (t) = +roand f a .. (t)dt = +ro. 
a r.. a 11 

. 11 

E. C. Tomastik [25] gave some conditions about oscillation of the above 

quasilinear matrix differential equation which involved several eigen

values of A and R-1 • K. Kreith [12] partially generalized the Tomastik's 

results using a nice method of comparison of solutions with an equation 

of the same type. 

In 1973, W. Allegretto and L. Erbe [8] obtained a class of more 

general oscillation conditions for the quasilinear matrix differential 

equation considered above. Unlike many of the earlier results, their con-

9 
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ditions, in general, involve off-diagonal elements of R and A as well as their 

diagonal entries. But all need the condition that the matrices are symmetric. 

In 1978, S. Ahmad and c. C. Travis [5] gave sufficient conditions 

for the oscillation of solution of the second order differential system 

x"(t) + A(t)x(t) = 0, which are valid even if the matrix A(t) is not 

required to be symmetric. In this thesis we establish sufficient condi-

tions for the oscillation of solutions of this particular system 

assuming that the scalar equation x"(t) +a .. (t)x(t) = 0 is oscillatory, 
1.J 

where a . . (t) is some element of A(t), a .. (t) < a .. (t), and A(t) is not 
1.J 1.J - J 1. 

required to be symmetric. 

Condition 

The main result of this chapter is the following theorem which gives 

us an oscillation condition for the equation (1.1). This theorem follows 

easily by comparing (1.1) with the scalar equation x" (t) + a .. ( t)x(t) = 0, 
1.J 

where a .. (t) is any element of the matrix A(t) and a .. (t) > a .. (t). 
1.J J 1. - 1.J 

Theorem 2.1. Let A(t) = (a .. (t)) be a continuous nxn matrix on 
1.J 

[a,ro), with a .. (t) > 0. If for some pair (i,j), 1 < i,j < n the linear 
1.J 

differential equation 

x"(t) + a .. (t)x(t) = 0 
1.J 

(2.2) 

is oscillatory on [a,ro), and a .. (t) >a .. (t), then the second order dif-
J 1. - 1.J 

ferential system 

x"(t) + A(t)x(t) = 0 (2.3) 

is oscillatory on [a,ro), 

Proof. Consider the second order linear differential system 

x"(t) + B(t)x(t) = 0, (2 .4) 



where B(t) = (b .. (t)) is a matrix defined by 
lJ 

if (k,s) = (i,j) or (k,s) 
{ 

a .. (t) 
b (t) '= lJ 

ks 0 otherwise. 

11 

(j 'i) 

Clearly, each element of the matrix A(t) is greater than or equal to the 

corresponding element of B(t). Let v(t) be a nontrivial solution of (2.2) 

which is oscillatory on [a,oo); thus, for any T ~a there exist a,S ~ T 

such that v(a) v(S) = 0. Hence, the function 

u(t)- col (u1 (t), ••• , un(t)), 

where 

if k = i or k j 

otherwise, 

k = 1;2, ... ,n, is a nontrivial solution of (2.4) satisfying 

u(a) = u(S) = 0. 

Thus, according to Proposition 1.12 there exists a nontrivial solution 

z(t) of (2.3) such that z(a) = z(y) = 0 for any a,y >Tandy E (a,S]. 

This proves the Theorem. 

The following example shows that the condition a .. (t) > a .. (t) is 
Jl - lJ 

needed. 

Example 2.5. The system of differential equations 

x"(t) + A(t)x(t) = 0, 

where 

A(t) -c :) 
shows that the above condition is necessary. Note that the scalar equa-

tion x"(t) + a12 (t)x(t) = 0, a12 (t) = 1, 

3 solution of the system, x(t) = col (a3t 

is oscillatory but the general 

2 + a 2t + a1t + a0 , -6a3t - a 2) 
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is not oscillatory; thus, we have that the system is not oscillatory. 

The following corollary is given in order to establish, in explicit 

form, a result similarto those given by E. S. Noussair and C. A. Swanson 

[17], K. Kreith [12], W. Allegretto and L. Erbe [8], and others concern-

ing selfadjoint differential systems. 

Corollary 2.6. Let A(t) satisfy the same conditions as in Theorem 

00 

2.1. Then the equation (2.3) is oscillatory on [a,oo) iff a .. (t)dt = +oo 
a ~~ 

for some i, 1 < i < n. 

Proof. It is well-known that x"(t) + a .. (t)x(t) = 0 is oscillatory if 
~~ 

00 

f a .. (t)dt = +oo (see W. Leighton [22]). Thus, according to Theorem 2.1, a ~~ 

we are done. 



CHAPTER III 

RIGHT AND LEFT CONJUGATE POINTS 

Introduction 

Chapter III is concerned with conjugate points relative to the 

second order differential system 

x"(t) + A(t)x(t), (3 .1) 

where A(t) is a continuous matrix on an interval I but is not necessarily 

symmetric. 

w. A. Cappel [9] proved that if b, b > a, is the first conjugate 

point of a relative the the nth order linear differential equation 

n (n - 1) 
y (t) + a1 (t)y (t) + + a (t)y(t) = 0, then 

n 

a is the first left conjugate point of b relative to the same equation. 

In the case where A(t) is symmetric in (3.1) this result is known (see 

[9]). We give an easy proof, using variational argument, as follows: 

let A[a,b] denote the set of absolutely continuous IR n-valued functions 

h on [a,b] such that lh' I E L2 [a,b] and h(a) = h(b) = 0. Let J define 

the functional 

J[h;a,b] = fb (<h' h'> - <Ah,h>)dt a , 

over the set A[a,b]. Recall that: the Euler equation, x"(t) + A(t)x(t)=O 

corresponds to the functional J and J[h;a,b] ~ 0 for all h E A[a,b] if and 

only if the interval [a,b] contains no conjugate point to a in its inter-

ior (see [10]). Let b, b>a, be the first right conjugate point of a rel-

ative to (3.1). Assume on the contrary that a is not the first left 

13 
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conjugate point of b relative to (3.1), then there exists a point c E (a,b) 

which is the first left conjugate point of b relative to (3.1), hence there 

is a nontrivial solution u(t) of (3.1) such that u(c) = u(b) = 0. Thus, 

J[u;c,b] = 0. Define the function v(t) by 

v(t) = {O 
u(t) 

if t E [a,c] 

if t E [c,b]. 

Since J[h;a,b] ~ 0 for all h E A[a,b] and J[v;a,b] = J[u;c,b] = 0, then v 

affords a minimum to J. Therefore v is a nontrivial solution of -(3 .1) 

satisfying v(c) = v(b) = 0. But, for every t E [a,c] we have v(t)=v'(t)=O, 

hence v(t) = 0 on [a,b] 'vhich is a contradiction. Hence, a is the first 

left conjugate point of b relative to (3.1). 

We shall establish the same statement in the case that the matrix A(t) 

is not assumed to be symmetric. First, we establish that if there exists 

a positive solution of (3.1), which vanishes at the points a and b, then 

b is the first conjugate point of a relative to (3.1) and a is the first 

left conjugate point of b relative to (3.1). 

We shall give an example which proves that the assumption "there is 

a positive solution of (3.1)" is less restrictive than A(t) being irreduc-

ible at some point of the open interval (a,b). 

Basic Ideas and Theorems 

We recall that b, b>a, is called a conjugate point of a relat.ive to 

(3.1) if there is a nontrivial solution of (3.1) which vanishes at a and 

b. The point b is called the first conjugate point of a if b is the 

smallest conjugate point of a. In both cases we are talking about right 

conjugate points. 

Definition 3.2. A point a, a<b, is said to be left conjugate point 
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of b relative to equation (3.1) if there is a nontrivial solution of (3.1) 

which vanishes at a and b. The point a is called the first left conjugate 

point of b if a is the largest left conjugate point of b. 

First we state a theorem, which is basic for the development of our 

results. 

Theorem 3.3 [7, p. 3]. Let A(t) be continuous for t >a and 

suppose that the first conjugate point of a relative to (3.1) exists. 

Then the first conjugate point of a relative to the adjoint system 

x"(t) + AT(t)x(t) = 0 (3. 4) 

exists and is equal to the first conjugate point of a relative to (3.1). 

Theorem 3.5 [4, p. 36]. Le~ A(t) = (a .. (t)) be a continuous nxn 
lJ 

matrix function whose elements are non-negative on [a,b), where b may 

equal +oo. Suppose that there exists no nontrivial solution x(t) of 

x"(t) + A(t)x(t) = 0 (3.1) 

such that x(a) = x(c) = 0 whenever a < c < b. Then there exists no 

nontrivial solution x(t) of (3.1) such that x(t1 ) = x(t2 ) = 0 if 

a < t 1 < t 2 < b. 

We shall establish a useful fact to which we will refer later. 

Proposition 3.6. Let A(t) = (a .. (t)) be a continuous nxn matrix on 
lJ 

on [a,b] such that a .. (t) > 0 for 1 _< i,j ~ n. If a is the first left 
·]_J -

conjugate point of b relative to (3.1), then -a is the first right con-

jugate point of -b relative to the equation 

x"(t) + B(t)x(t) = 0, (3. 7) 

where B(t) = A(-t) is a continuous nxn matrix on [-b,-a] and where 

b .. (t) > 0 for 1 < i,j < n. lJ ~ - -
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Proof. Since a is a left conjugate point of b relative to (3.1) there 

exists a nontrivial solution u(t) of (3.1) such that u(a) = u(b) = 0. 

Clearly, -a is a right conjugate point of -b since the nontrivial solu-

tion w(t) = u(-t) satisfies 

w"(t) + B(t)w(t) = 0 

w(-b) = w(-a) = 0. 

If -a is not the first right conjugate point of -b. Then there 

exists a point -c E (-b,-a) such that -c is the first right conjugate 

point of -b relative to (3.7). Thus, there exists a nontrivial solution z(t) 

of (3.7) such that z(-b) = z(-c) = 0. Hence, the function x(t) = z(-t) 

is a nontrivial solution of the boundary value problem 

x"(t) + A(t)x(t) = 0 

x(c) = x(b) = 0, 

contradicting the assumption that a is the first left conjugate point of 

b relative to (3.1). This establishes the proof of the proposition. 

The following corollary is a natural consequence of Theorem 1.9. 

Corollary 3.8. Let A(t) = (a .. (t)) be a continuous nxn matrix on 
lJ 

[a,b] such that a .. (t) > 0 for 1 < i,j < n. If a, a<b~ is the first left 
lJ - - -

conjugate point of b relative to the equation (3.1), then there is a non-

trivial solution u(t) =col (u1 (t), •.. , un(t)) of (3.1) such that 

u(a) = u(b) = 0 and uk(t) .?._ 0, k = 1,2, •.. ,nand t E [a,b]. 

Proof. Since -a is the first right conjugate point of -b relative to 

Q.7), according to theorem 1.9 there exists a nontrivial solution 

v(t) =col (v1 (t), ••. , vn(t)) of (3.7) such that v(-b) = v(-a) = 0 and 

vk(t) .?._ 0 fpr -b < t <-a and k = 1,2, .•. ,n.· The function u(t) = v(-t) 

satisfies the conditions of the corollary. 
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Similarly, we have the following theorem. 

Theorem 3.9~ Let A(t) be a continuous nxn matrix function whose 

elements are nonnegative on [a,b]. Suppose that a, a<b, is the first 

left conjugate point of b relative to (3.1). Then the first left conju-

gate point of b relative to the adjoint system 

x"(t) + AT(t)x(t) = 0 

exists and is equal to a. 

( 3 .10) 

Proof. If a, a<b, is the first left conjugate point of b relative to 

(3.1), then there exists a nontrivial solution x(t) of (3.1) such that 

x(a) = x(b) = 0. By the uniqueness theorem x'(a) ~ 0. Let W(t) be the 

nxn matrix function such that 

W"(t) + AT(t)W(t) = 0 

W(b) = 0 W'(b) =I, 

where I is the nxn identity matrix. We claim that W(a) is a singular 

matrix. Assuming the contrary, there exists a vector c such that 

W(a)c = x'(a). (A system of nonhomogeneous equations has a solution if 

the coefficient matrix is nonsingular.) If y(t) = H(t)c, then y(t) is 

a solution of the equation (3.11) with y(a) = W(a)c = x'(a) and y(b) = 0. 

Consider ~(t) = yT(t)x'(t)- xT(t)y'(t). Clearly, ~(t) is a constant 

function on [a,b]. In fact, ~'(t) = (yT)'(t)x'(t) + yT(t)x"(t)-(xT)'(t)y'(t) 

- xT(t)y"(t) = -yT(t)A(t)x(t) + xT(t)AT(t)y(t). Since xT(t)AT(t)y(t) E 1R, 

then xT(t)AT(t)y(t) = (xT(t)AT(t)y(t))T = yT(t)A(t)x(t). Hence, ~'(t) = 0. 

So ~(t) = k, k constant. Since it vanishes at b then ~(t) = 0 on [a,b]. 

Therefore, ¢(a)= yT(a)x'(a) = 0 or [x'(a)]Tx'(a) = 0 which implies that 

x'(a) = 0. This contradiction proves that W(a) is a singular matrix. 

Hence, there exists a nonzero vector d such that W(a)d = 0. Define 
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w(t) = W(t)d. Then w(t) is a nontrivial solution of (3.10) such that 

w(a) = w(b) = 0, Thus a is a left conjugate point of b relative to 

(3,.10), Therefore, the first left conjugate point of b relative· · 

to (3.11) exists, and~if this point is denoted by a', then a< a'. Since 

(AT(t))T = A(t), it follows from a repetition of the above argument, with 

T 
A(t) replaced by A (t), that a'~ a. Hence a' =a and the result is 

proved. 

One of the main results of this chapter is the following theorem. 

Theorem 3.11. Let A(t) = (a .. (t)) be a continuous nxn matrix with 
lJ . 

<non [a,b]. If there exists a solution a .. (t) > 0, 1 < i,j 
lJ - --

v(t)=col (v1 (t), ... ,vn(t)) of (3.1) such that v(a)=v(b)=O and v(t)>O on 

(a,b), then a is the first left conjugate point of b relative to (3.1). 

Proof. Assuming the contrary, there exists a point c, c E (a,b), such 

that cis the first left conjugate point of b relative to (3.1). Accord-

ing to Corollary 3.9 and Theorem 3.10, there exists a nontrivial solution 

u(t) col (u1 (t), ... , un(t)) of x"(t) + AT(t)x(t) = 0 such that 

u(c) u(b) = 0 with u(t) ~ 0. Thus, 

v"(t) + A(t)v(t) = 0, v(a) = v(b) = 0, 

u"(t) + AT(t)u(t) = O, u(c) u(b) = 0. 

Consider the function ~(t) = uT(t)v'(t)- vT(t)u'(t). Clearly, ~(t) is 

a constant function. Because ~(b) = 0, we have ~(t)=O for all tE[a,b]. 

Therefore, 

¢(c) 
T T 

u (c)v'(c)- v (c)u'(c) = 0. 

T 
'lhu s , v (c) u ' ( c ) 0. We recall (see Lemma 1.6) that u' (c) ~ 0. Thus, 

since v(c) > 0, we must have u'(c) = 0, which is a contradiction to u 

being nontrivial. This contradiction shows that a is the first left con-



jugate point of b relative to (3.1). 

An easy consequence of Theorem 3.11 is a similar result estab-

lished by S. Ahmad [6] about existence of first conjugate point. 

Theorem 3.12.· Let A(t) satisfy the same conditions as in Theorem 

3.11, and suppose there exists a positive solution y(t) of (3.1) such 

that v(a) v(b) = 0. Then b is the first right conjugate point of a 

relative to (3.1). 
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Proof. Suppose b is not the first right conjugate point of a relative 

to (3.1), then there exists a point b' E (a,b) which is the first right 

conjugate point of a relative to (3.1). Thus, by definition, there 

exists a nontrivial solution u(t) of (3.1) such that u(a) = u(b') = 0. 

Consider the system 

x" + B(t)x = 0 (3 .13) 

where B(t) = A(-t). Then the function z(t) = v(-t) is a positive solu

tion of (3.13) on [-b,-a] such that z(-b) = z(-a) = 0. Hence, by Theorem 

3.11, -b is a first left conjugate point of -a relative to (3.13) which 

contradicts the existence of the solution w(t) = u(-t) of (3.13). 

The following example shows that the existence of a positive solu

tion is a more general condition than the irreducibility of the matrix 

A(t) at some point. 

Example 3.14. Consider the system x" (t) + A(t)x(t) O, where 

A(t) 

Clearly, A(t) is not irreducible at any point t E [O,TI], but the solution 

v(t) col (sin t, sin t) is a positive solution of the system with 

v(O) = v(TI) = 0, and v(t) > 0 on (O,TI). 
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It should be pointed out that S. Ahmad and A. C. Lazer [7] have 

proved that if b is a first conjugate point of a relative to (3.1) and 

if A(t0) is irreducible for some t 0 E (a,b), then there exists a positive 

solution of (3.1) which vanishes at a and b (see Proposition 1.10). 

The main result of this chapter is the following theorem. 

Theorem 3.15. Let A(t) = (a .. (t)) be an nxn continuous matrix on 
lJ . 

[a,b], with a .. (t) ~ 0, 12 i,j ~ n, t E [a,b]. If~' b>a, is the first 
lJ 

conjugate point of~ relative to (3.1), then a is the first left conju-

gate point of b relative to (3.1). 

Proof. We shall establish this result by induction on the order of the 

matrix A(t). If n = 1, obviously the theorem~ holds •. · Step 1. Suppose 

the theorem is true for every system whose matrix A(t) has order less 

than n. Consider the system (3.1), where A(t) has order n, i. e., A(t) 

is an nxn continuous matrix with nonnegative elements. If b is the first 

conjugate point of a relative to (3.1), by Theorem 1.9 there exists a 

nontrivial solution u(t) =col (u1 (t), u2 (t), ••• , un(t)) of (3.1) with 

~ 0, 12 k 2 nand t E [a,b]. From Lemma 1.6, 
~ • , ' ; . ' :r 

u(a) = u(b) = 0 and uk(t) 

.we have that either uk(t) > 0 for all t E (a,b) or uk(t) ·=··o for all 

t E (a,b). Then we can define the following disjoint subsets of 

H = {1,2, ••• ,n}: 

I {i E H: u.(t) = 0 for all t E (a,b)} 
l 

J = {i E H: u.(t) > 0 for all t E (a,b)} 
l 

Clearly, H = IUJ. If J=H, then according to Theorem 3.11, a is the first 

left conjugate point of~ relative to (3.1), and the proof is complete. Let 

J = {i1 ,i2 , ••• ,im} be a proper subset of Hand I= {im+1 , ••• ,in}. Consider 

the constant nonsingular matrix T which has the property that, when applied 
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to the vector u(t), Tu has the components u. ,u. , ••• ,u. as its first m 
1 1 1 2 1 m 

components and u. , .•. ,u. as its last n-m components. Setting ii = Tu, 
· · 1 m+l 1 n 

the equation (3.1) is replaced by a similar equation il"+TA(t)T-lii = 0, where 

a ... 
1 11 1 

a. . 
1 11 2 

a .. a. 
1 21 1 1 2i2 

TA(t)T-l = a .. 
l. l. mm 

a .. 
1 1 1 m+l 

a. . 
1 m1 m+l 

a .. 
l. l. mn 

-------------------------------~---------------------
a. . a. . a. . 

1 m+l1 1 1 m+l1 2 
a. . a. . 

1 m+l1 m 1 m+l1 m+l 
l. l. m+l n 

= (~-~-~) . 
o I r 

We shall show that the submatrix 0 is a null matrix, i. 

j = im+1 , .•• ,in and q = i 1 , .•• ,im. From (3.1) we have 

n 
u '.' = - L. a . ( t ) u ( t) 

J q=l Jq q 

i m 
=- z a. (t)u (t). 

q=i Jq q 
1 

Since u. (t) 
J 

e. ' 

a. . 
l. l. 

n n 

a. = 0 for 
Jq 

_ 0 on (a,b) for 

j ¢ J, then uj(t) = 0 for j = im+l'im+2 , ••• ,in. But uq(t) > 0 on (a,b) 

for q = i 1 ,i2 , ... ,im; hence, ajq(t) must be zero for j = im+1 , ••• ,in and 

q = i 1 , ••• ,im. Consider the systems 

x" + ~~+~)x = 0 \o 1 P 
( 3 .16) 

y" + M(t)y o, (3.17) 
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where M(t) is a matrix with order m less than n. Since 

w(t) = col(u. (t), ••• ,u. (t)) is a positive solution of (3.17) which 
11 , 1m 

vanishes at the points a and b, we have tha~ a is the first left con-

jugate point of b relative to (3.17). According to the last transforma-

tion, we can consider, without loss of generality, that the solution u(t) 

of (3.1) has its first m components positive on (a,b) and the rest zeros. 

Therefore, u(t) satisfies 

u"(t) + A(t)u(t) = 0 
or 

u"(t) +( 6-~~ )u(t) = 0. 

Step 2. From Theorem 3.5 we know that there exists no nontrivial 

solution x(t) of (3.1) such that x(t1 )=x(t2)=0 for any t 1 ,t2 E [a,b) with 

a 2 t 1 < t 2 < b. Now we shall show that there exists no positive solution 

v(t) of (3.1) such that v(c) = v(b) = 0, forcE (a,b). First, we recall 

from Theorem 3.3 that since b is the first conjugate point of a relative 

to (3.1), then b is the first conjugate point of a relative to the ad-

joint system 

x" + AT(t)x 0. 

Therefore, there exists a nontrivial solution of (3.18) such that 

w(a)=w(b)=O and w(t)~O on [a,b]. Suppose on the contrary the existence 

of the solution v(t) of (3.1) such that v(c)=v(b)=O and v(t)>O on (c,b). 

Clearly, v'(c)>O, in fact, if v'(c)20 we will have that for some tE(c,c+o) 

o>O, v(t)20 which contradicts the positivity of v(t) on (c,b). Consider 

the function ¢(t) = wT(t)v'(t)- vT(t)w'(t). Obviously, ¢(t)=O for all 

tE[c,b]. T Hence, ¢(c)= w (c)v'(c) = 0. Thus, wT(c)=O which contradicts 

the fact that b is the first conjugate point of a relative to (3.1). 

Step 3. Suppose a is not the first left conjugate point of b rela-

tive to (3.1). Then according to Lemma 1.11, there exists a point cE(a,b), 



23 

such that cis the first left conjugate point of b relative to (3.1). By 

Corollary 3.8 there exists a nontrivial solution v(t)=col(v1 (t),v2(t), ••. , 

vn(t)) of (3.1) such that v(c)=v(b)=O and vk(t)~O on [c,b]. Recall from 

Step 2 that v(t) can not be strictly positive on (c,b). Let 

v(t) = col(~(t),~(t)), where ~(t) = col(v1 , ... ,vm) and 

v(t) = col(vm+l'''''vn). Since v(t) is a solution of equation (3.1) or 

(3.16), we have: 

v" + A(t)v = 0, or 

(~ ( t ))" + (~-~-~)(~ ( t )) 0. 

v(t) 0 I P ~(t) 

Therefore, 
A 

v"(t) + M(t)v(t) + N(t)v(t) = 0, 

v"(t) + P(t)v(t) o. 

(3.20) 

(3.21) 

Clearly, v(t) 1- 0 on [c,b]. For if v (t) = 0, then c would be the first 

left conjugate point of b relative to (3.18) which contradicts Step 1. 

We now show that for every d E [a,c], b is the first conjugate point of 

d relative to the equation 

w"(t) + P(t)w(t) = 0. (3.22) 

Since v(t) is a nontrivial solution of (3.22) which vanishes at c and b, 

we have, according to theorem 3.5, that no point greater than b 

can be the first conjugate point of d relative to (3.21). Suppose that e, 

e<b, is the first conjugate point of d relative to (3.21). By comp~ring 

the systems 

X 11 ( t) + (~-l-~) X ( t) = 0 
o I P 

I 

' 
·' 
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and 

(0 I 0) 
w"(t)+ --~-- w(t) 

o I P 
0, 

we would have, according to Proposition 1.12, a nontrivial solution x(t) 

of (3.1) such that x(d) = x(f) = 0 for some f with a< d < f < e <b. 

This fact contradicts that b is the first conjugate point of a rela,-

tive to (3.1). This contradiction proves that b should be the first 

conjugate point of d relative to (3.21). Since the order of P(t) is 

less than n, d would be the first left conjugate point of b relative 

to (3.21), which contradicts the assumption that cis the first left 

conjugate point of b relative to (3.21). This contradiction completes 

the proof. 



CHAPTER IV 

PERIODIC SOLUTION 

Introduction 

In the following we shall be concerned with the second order differ-

ential system 

x" +grad G(x) = p(t,x), (4.1) 

where G E c2 ( !Rn , IR) , and p E C ( IRx IRn, IRn) is 2TI-periodic in t for each 

fixed x E !Rn • 

W. S. Loud [23] in 1967 considered a scalar version of the equation 

(4.1), x" + q(x) = Ecost, and he proved that under the condition: 

2 2 
(n+o) ~ g'(x) ~ (n+l-o) , (4.2) 

with n an integer and o>O, the scalar version has a unique 2TI-peri-

odic solution. D. E. Leach [20] partially generalized Loud's theorem, 

assuming the same inequality (4.2). 

A. c. Lazer and D. A. Sanchez [18] proved the existence of a 2TI-per-

iodic solution of the system 

x" +grad G(x) = p(t), ,(4.3) 

under the following condition on the Hessian matrix H(x): si ~ H(x) ~ qi 

n 2 2 
for every xEIR, where q,s are numbers such that n <s~q<(n+l) • Lazer [19] 

in 1972 proved the uniqueness and Ahmad [1] in 1973 proved the existence of 

a 2TI-periodic solution of the equation (4.3) under less restrictive con-

ditions than used by Lazer and Sanchez. J. R. Ward [27] in 1979 proved 

25 
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the existence of a 2w-periodic solution of the equation (4.1), weakening 

their inequality condition on H(x) by requiring it to hold only outside 

a ball and requiring a Lipschitz condition on p(t,x). 

Here, we shall establish the existence of a 2w-periodic solution of 

(4.1) under Ward's conditions except that p(t,x) is not assumed to be 

Lipschitz. 

Ward's result is the following: 

Theorem 4.4. Consider the equation 

x" +grad G(x) = p(t,x). (4.1) 

Let G E c2 (!Rn, !R) and p E C(IR.x[R.n, !Rn), with p(t+2w,x) = p(t,x) for all 

(t,x) E 

(i) 

n !Rx [R. • Assume that 

ll.·m ~x) -- 0 'f 1 · unl.·orm y J.n t. 
lxl-+<=<> x 

(ii) There exist constant symmetric nxn matrices A and B such that if 

A1<A22···2An and ~12~22···2~n are the eigenvalues of A and B, 

respectively, then there exist integers Nk>O (k=l,2, ••• ,n) satis-

2 2 
fying Nk<A~~k<(Nk+l) . 

(iii) . There exists a number M>O such that IP (t ,x) - p (t,y) I 2 Ml x-y I 
n 

for all t E IR and x,y E !R • 

(iv) There is a number r>O such that for all a E IR.n with lal ~ r, 
2 

th 1 t · A < (a G (a)) < B 1 · . . . f. d ere a J.on Clx.Cix. _ , ~ l.,J 2 n, J.s satJ.s J.e. 
l. J 

·Then the equation (4.1) has a 2~-periodic solution. 

Basic Ideas and Theorems 

First, we state a few theorems which are basic and necessary for the 

development of our results. Since these results are all known, we shall 

omit their proofs and simply indicate appropriate references. 
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Theorem 4.5 [19, p. 91]. Let Q(t) be a real nxn symmetric matrix-

valued function with elements defined, measurable and 2n-periodic on 

the real line. Suppose there exist real, constant, symmetric matrices 

A and B such that A~ Q(t) ~ B, t E (-oo,oo) and satisfies assumption (ii) 

of theorem 4.4. Then there is no nontrivial 2n-periodic solution of the 

vector differential equation w"(t) + Q(t)w(t) = 0, where we understand 

a solution to be a function w with w' absolutely continuous such that w 

satisfies the differential equation a.e. 

Actually in [19] theorem 4.5 was established for Q(t) continuous 

but a very slight modification of the proof in [19] gives the stronger 

result. 

Theorem 4.6 [25, p. 27] (Rothe, 1937). Let B be a normed space, B 

the closed unit ball in B and oB the unit sphere in B. Let T be a con-

tinuous compact mapping of B into B such that T(oB)CB. Then T has a 

fixed point. 

Specifically, the following theorem will be proved: 

Theorem 4.7. Consider the differential system (4.1) where 

G E c2 ( IRn , !R) , and p E C ( [Rx [Rn, !Rn) is a 2n-periodic in t for each fixed 

n 
x E IR • Assume the conditions (i), (ii) and (iv) of Theorem 4. 4. Then 

(4.1) has a 2n-periodic solution. 

As a preliminary step in proving Theorem 4.7 we shall first estab-

lish the following. 

Proposition 4.8. If for each x E IRn, S(x) is an nxn symmetric matrix 

such that A < S(x) 2 B, where A and B are symmetric matrices satisfying 
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·assumption (ii) as in Theorem 4.4, if the elements of S are continuous 

functions of x, x E IR.n , and if q: IRX IRn +IR.n is a continuous function 

such that q(t+2n,x) = q(t,x) for all (t,x) E IR.xiRn with~-+ 0 as 

lxl -+ oo uniformly in t, then there exists a 2n-periodic solution of the 

differential equation 

x" + S(x)x = q(t,x) • (4.9) 

Before discussing the proof, it might be more illuminating to pre-

sent the basic reasoning upon which it depends in abstract form first. 

To prove the proposition we consider for each continuous 2n-periodic 

1Rn-valued function u(t) the linear differential equation 

x"+S(u(t))x=q(t,u(t)). Since, by Theorem 4.5, there is a unique 2n-periodic 

solution (see [11], p. 408], this defines a mapping of a certain Banach space 

into itself, which is compact and continuous. Theorem 4.6 is used to guar-

antee a fixed point of this mapping, which yields a 2n-periodic solution 

of (4.9). Theorem 4.7 is then proved by showing that (4.1) can be written 

in the form (4.9). 

Proof of Proposition 4.8. Consider the Banach space (CZn' I I· I!) consist

ing of all continuous 1Rn-valued 2n-periodic functions with the sup norm. 

For fixed u E c2n the linear differential equation 

x" + S(u(t))x = q(t,u(t)) has a unique 2n-periodic solution which we 

denote by Tu. This follows from the fact that, according to Theorem 4.5, 

the corresponding homogeneous differential equation has only the trivial 

2n-periodic solution. This defines an operator T: c2TI -+ c2TI. We shall 

prove that Tis a compact operator, i.e., for each bounded sequence {u} 
m 

in c2 , the sequence {Tu } = {v } contains a subsequence converging to n m m 

some limit in Czn· We do this in two steps: (a) proving that {v } is 
m 

bounded, (b) proving that {v } is an equicontinuous family of functions 
m 
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and so we can apply Ascoli's theorem. Suppose that {v } is not bounded. 
m 

By 

2 
w 

m 

replacing the sequence {v } by a 
m 

suitable subsequence, we may assume 

' 2 2 = max {lv (t)l + lv' (t)j } m m 
tE[0,21T] 

+ oo as m + oo, Here w > 0. If we 
m 

1 let z = -v 
m w m 

and q ( t) = .1_ q ( t , u ( t) ) 
m w m 

m m 

z" + S(u (t))z (t) 
m m m 

q (t), max 
m tE[0,21T] 

then we have 

Clearly, 

the family of functions {z } is uniformly bounded and equicontinuous, 
m 

also the family {z'} satisfies the same properties. Therefore, there 
m 

exists a subsequence {zm~ of {zm} and functions z,w E c21T such that 

z + z and z' + w uniformly. Obviously, w = z'. Since 
mk mk 

z (t) 
t t 

zm(O) + !0 z~(s)ds, then z(t) = z(O) + !0 w(s)ds. Set 
m 

S(u (t)) = (s .. (t)). Since the elements of S(u (t)) are bounded, we may 
m ~m m 

assume, without loss of generality that s .. (t) converges weakly to 
1Jmk 

s .. (t) in L2 [0,1T] for 12 i,j 2 n. 
1J 

We want to show if S(t) = (s .. (t)), 
1J 

then A 2 S(t) 2 B. With each symmetric matrix ~ = (cr •• ) we associate 
1J 

With this identification the set H = {~: ~ is a symmetric matrix and 

A2 ~ 2 B} is a compact convex subset of !Rp. In view of lemma 2.1 [21, 

p. 157] it follows that S(t) is a symmetric matrix and satisfies 

A~ S(t) <B. Note that z t 0, because the condition 

max 
tE[0,21T] 

max 
tE[O,l] 

{jz (t)j 2 + lz' (t)l 2} = 
mk mk 

{jz(t)j 2 + lz'(t)j 2} = 1. 

z" + S(u (t))z 
~ ~ ~ 

= q (t) gives 
m 

1 and the uniform convergence implies 

For each k, k 1,2, .•. , the relation 
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z' (t) = z' (0) -
~ ~ 

(4.10) 

Since ~(t) = 
q(t,u (t)) 

; ~ 

w 
~ 

, the boundedness of the sequence {u } 
~ 

implies that q (t) + 0 as k + 00 • Moreover, the weak convergence of the 
~ 

elements S(u (t)) to the corresponding elements of S(t) and the uniform 
. ~ 

convergence of z (t) to z(t) implies that 
~-

1; S(u (s))z (s)ds = J0t S(u (s))[z (s)- z(s)]ds + fot S(u (s))z(s)ds + 
~ ~ ~ ~ ~ 

fot S(s)z(s)ds as k + oo. Therefore, letting k + oo in (4.10), we obtain for 

each t E [0,2'Tf] z' (t) = z'(O)- J,t S(s)z(s)ds. 
0 

Hence, z"(t) + S(t)z(t) = 0 

almost everywhere and, since z t 0 and z is 2'Tf-periodic, this contradicts 

theorem 4.5. This contradiction proves that T is compact. Continuity of 

T follows from standard continuity theorems in the theory of ordinary 

differential equations. 

Now, we are going to show that~+ 0 as I lui I + oo • Assuming 

the contrary, there exists a sequence {u } in c2 and a number c>O such 
m 'Tf 

that llu II m 
+ oo and IITu II > cllu II· m m 

we have 

z"(t) + S(u (t))z (t) 
m m m 

We claim that 

1 
Writing vm = Tum and zm = -rj-rj-v--rl-.1 vm 

m 

(4.11) 

1 
llv II q(t,um(t)) -+ 0 as m-+ oo (4.12) 

m 

uniformly with respect tot, t E [0,2'Tf]. To see this, let £>0 be arbi-

trary. lq(t,x) I Since lim ~~~~ = 0 uniformly in t, there exists L>O such 
!xl+oo lxl 

that~< t if lxl ~ L. Consequently, if k(£) > 0 is the maximum 
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of jq(t,x)l - ~jxj for JxJ ~ L then jq(t,x)l ~ ~lxl + k(£) for all x and 

t, thus, in particular, lq(t,um(t))j ~ ~lum(t)l + k(£) for all t and m. 

Therefore, since lum(t) I ~ llumll and llumll + oo as m ->- oo, we see that 

q(t,um(t)) k(E) 
-'---,-,.-=,-..,--'-~ ~ + llu II < E form sufficiently large, which implies 

m 

• j luml I < £ for sufficiently large m. 1!vjt c 
m 

This proves (4.12). Since llzmll = 1, it follows from (4.11) and the 

condition A< S(u (t)) < B that the sequence {z 11 (t)} is uniformly bounded. 
- m - m 

This implies boundedness of the sequence {z'(t)} which in turn implies 
m 

that both of the sequences {z (t)} and {z'(t)} are equicontinuous and 
m m 

uniformly bounded. Applying our previous reasoning, we infer the exis-

tence of a sequence of integers {~}, a measurable 2n-periodic matrix 

function S(t), and a C' function wE c2n' with w' absolutely continuous 

such that A~ S(t) < B a.e., lim z (t) = w(t), lim z' (t) = w' (t) 
k-roo ~ k-roo ~ 

uniformly on [0,2n], and w11 (t) + S(t)w(t) = 0 a.e. But since 

!lwll =lim liz (t) II = 1, this contradicts theorem 4.5. 
k-roo ~ 

So, this con-

I!Tu II 
I lull 

tradiction shows that + 0 as II u II -r oo • Assume R to be so large 

that ~ < 1 if I lui I = R. If B is the closed ball in c2n of radius 

R, then the compact, continuous operator T maps the boundary of BR into 

By theorem 4.6 there exists u E B c c2 such that Tu = u. 
R rr 

proof is complete. 

Proof of Theorem 4.7. 
2 

Let H(s) = ( 0 G(x)) be the Hessian matrix. ax. ax. 
]. J 

So the 

By 

replacing p(t,x) by p(t,x) -grad G(O), we may assume without loss of 

generality that grad G(O) = 0 and hence that (4.1) has the form 
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x" + M(x)x = p(t,x) (4.13) 

1 where M(x) = fo H(sx)ds. We will prove that there exist a number R>O 

and matrices A and B such that for all x E IRn with lxl > R then 

A 2_ M(x) < B 

and (4.14) 

where the integers Nk are the same as above (Ak(C) denotes the kth eigen

value of the matrix C). Let E > 0 be any number in the interval (0,1). 

Let L = IH(y)l If lxl 
r 

then max >-and s > E 
IYI <r 

-E 

because lsxl Is I lxl 
r 

Let lxl 
r = > E - = r. >-and E -E 

<v,M(x)v> = ~l <v,H(sx)v>ds 

= ~E <v,H(sx)v>ds + ~l <v,H(sx)v>ds 

< ~£ <v,Lv>ds + ~ <v,Bv>ds 

= E<v,Lv> + (1-E)<v,Bv> 

= <v,(ELI + (1-E)B)v> 

Similarly, if lxl 
r . n > -and v E IR 

-E 

<v,M(x)v> = 101 <v,H(sx)v>ds 

= J0E <v,H(sx)v>ds + 1; <v,H(sx)v>ds 

E 1 > - t <v, Lv>ds + f <v ,Av>ds 
- "{) E 

= <v,(-ELI + (1-E)A)v> ~ 

A 2 H(sx) 2 B, 

v E IRn ; then 

This shows that lxl ~ ~ implies (1-E)A - ELI 2 M(x) < (1-E)B + ELI . 

If A = (1-E)A - ELI and B = (1-E)B + ELI then 

(1-E)A,(A) 
J 

EL 

A,(B) = (1-E)A.(B) + EL 
J J 
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j = 1,2, ••• ,n and thus (4.14) holds if c>O is sufficiently small. Choose 

r such a number c and set R = -, then we have reduced the problem to: 
' c 

Let M(x) be a continuous nxn symmetric matrix such that A ~ }f(x) < B for 

lxl > R. Show that 

x" + M(x)x ::: p(t,x) (4.15) 

has a 2TI-periodic solution. Let !)>: [O,oo) -+ IR be a real-valued function 

defined by 

1, 0 < < R 

lj>(s) = 2 - R' R < < 2R 

o, > 2R 

thus (4.12) can be written as x" + S(x)s = q(t,x) where 

S (x) = [1 - ¢( I xI ) ]M(x) + <PC I xI )A 

q(t,x) = p(t,x) + !)>( lx! )[A- M(x)]x 

Note: 

a) S(x) is symmetric, 

b) 
n A ~ S (x) 2._ B for all x E IR • 

lxl 2._ R, S(x) =A 

lxl ~ 2R, S(x) ::: M(x) 

R < lxl < 2R, we have 0 2.. cp( 

In fact if 

lxl ) 2._ L So, for any v E 

<v,S(x)v> = <v, [1 - H lxl )]M(x)v> + <v,<P( lxl )Av> 

- -
.::_ <v,[l- <j>( lxl )]Av> + <v,<P( lxl )Av> 

= <v,Av>. 

Therefore S(x) > A. Similarly, 

<v,S(x)v> = <v,[l- <j>( lxl )]H(x)v> + <v,<j>( lxl )Av> 

n· 
IR 



c) 

-
2_ <v, [ 1 - <P( I x I ) ] Bv> + <v, cp( I x I ) Bv> 

= <v,Bv>. 
; 

Hence, B ~ S (x). 

lim 
lxl -+oo 

lq(t,x) I 
I xi = 0, in fact 

I q ( t 'x) I < • I P ( t 'x) I + I H I xI ) I I A - M (x) I I X I 

1 q Ct, x> I 
lxl < 

jp(t,x)l 
!xi + IH !xi >I lA - M(x) I 

and by hypothesis and definition of ¢ the right side of the last 

inequality goes to 0 as jxj -+ oo, 

d) S and q are continuous functions. 

Hence, by proposition 4.8, we have that x" + S(x)x = q(t,x) has a 

2~-periodic solution and the proof is complete. 
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CHAPTER V 

SUMMARY AND CONCLUSIONS 

The purpose of this work has been to offer extensions of known 

theorems for selfadjoint systems and some theorems for periodically 

perturbed conservative systems. 

Chapter II contains a fairly ge~eral sufficient condition for 

oscillation of nonselfadjoint systems in terms of any two symmetric 

elements of the matrix. 

The work presented in Chapter III extends known results about 

the monotonicity of the conjugate point function in the case of scalar 

equations and selfadjoint systems to nonselfadjoint systems. We have 

pointed out that even the existence of a positive solution provides a 

nice sufficient condition. 

Chapter IV discusses the existence of periodic solutions for the 

periodically perturbed conservative system x" +grad G(x) = p(t,x), 
\ 

and contains two theorems which insure the existence of such solutions. 

There are questions suggested by this thesis. Any of these prob-

lems, about conjugate points, can be studied for focal points. It 

appears possible that the question raised by Dr. Shair Ahmad about'the 

isolatedness of conjugate points relative to nonselfadjoint systems is 

true. Also, one might attempt to take out the sublinear property of 

p(t,x) and extend the results to equations with damping terms. 
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