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## CHAPTER I

## INTRODUCTION

## Introduction to the Study

One of the most common questions asked by the beginning teacher or novice educational psychologist is "What is the best or most effective method of teaching?" In fact, this question has dominated research on teaching. Gage (1963) refers to this type of research "as the criterion of effectiveness paradigm" (p. 114).

Gage (1963) suggests that "Research by this paradigm has been abundant; hundreds of studies, yielding thousands of correlation coeficients, have been made. In the large, these studies have yielded disappointing results" (p. 118). Mitzel (1957) rejects the criterion of effectiveness paradigm and suggests that "the complex of pupil-teacher interaction in the classroom is the primary source to which one must look to account for pupil growth" (p. 1).

Wallen and Travers (1963)
found that most of the teaching research which they reviewed consisted of comparisons of two contrasting methods...they concluded optimistically that the era of research comparing one teaching method with another seems to be coming to a close. (Cited in Nuthall and Snook, 1973, p. 71)

However, ten years later when the second handbook of research on teaching was published, Nuthall and Snook (1973) found that models of teaching were more psychologically sophisticated but they still were essentially comparisons of the effectiveness of two methods of teaching. They
suggest that "the deficiencies of model-dominated research are the result not of models per se, but of inadequate models" (p. 72).

The sequel will pursue the idea that progress toward a theory of teaching/instruction/classroom learning has been impeded because educational researchers have been asking the wrong questions or using the wrong model. Cronbach (1957), Snow (1974), Hunt (1974), and Tobias (1976) suggest that a more fruitful question is: "which teaching method is better for a particular type of student, working on a particular task." The model they suggest has been called Aptitude Treatment Interaction (Cronbach, 1957), Trait Treatment Interaction (Berliner and Cahen, 1973), Attribute Treatment Interaction (Rhett, 1972), and Person Environment Interaction (Hunt, 1974).

Aptitude Treatment Interaction (ATI) is the most common name for the above model. Despite the fact that there are subtle differences betweeen each of the above models, the present author will adopt the practice of lumping all the models together under the label of ATI. "The label is not important as long as the concept conveys the idea that individual difference variables may interact with educational treatments" (Berliner and Cahen, 1973, p. 59).

The basic idea of an ATI is an old one in psychology. Lewin (1935) proposed that behavior is a function of the person and the environment. Murray (1938) suggested that a person's needs interact with environmental presses to produce behavior.

More recently, Cronbach (1957) suggested that correlational and experimental psychologists should alter their favored paradigms to include ATI's. This paper, though quoted often, has had a limited impact in altering the traditional way psychologists do research.

Twenty years later, most psychologists are still unaware of the ATI paradigm. However, a growing number of people are beginning to write, use and argue about this paradigm for doing research.

## Variables Considered for the Study

The present author believes that understanding in the field of classroom learning/instruction will increase faster by using the ATI research paradigm, than by any other research paradigm currently available. Support for this view can be found in Chapter II. So, the present study will adopt the ATI paradigm.

The ATI paradigm requires that characteristics or aptitudes of the learner, and characterisitcs of the instructional treatment are both related to classroom learning. That is, aptitudes and treatments interact to produce classroom learning. Thus, the present study needs to consider three types of variables: (a) aptitude variables, (b) instructional treatment variables, and (c) classroom learning variables.

## Aptitude Variables

The major aptitude variables which could be considered in a study of classroom learning are general ability, specific ability, personality, interest, cognitive style, motivation, attitude, sex, race, age (developmental level), and socio-economic status (SES). Most readers will be familiar with these variables, so they will not be discussed in detail. Cronbach and Snow $(1969,1977)$ did extensive reviews of likely aptitude variables for ATI research. Their first and second choices for relevant aptitude variables are: (a) general ability, and (b) fluid and crystalized intelligence. Both of these variables will
be used in the present study as aptitude variables.

Instructional Environment/Treatment Variables

The present author used the term "instructional environment variables" rather than the term "treatment variables" to emphasize the belief that the instructional environment is a more inclusive term than treatment. Instructional environment also carries the implication that these variables are interdependent parts of a system. The present author believes that this is a valuable addition to the ATI paradigm.

A major premise of the present study was that
teaching should be conceived as the creation of an environment composed of interdependent parts. Content, skills, instructional roles, social relationships, types of activities, physical facilities, and their use all add up to an environmental system whose parts interact with each other to constrain the behavior of all participants, teachers as well as students. Different combinations of these elements create different environments eliciting different educational outcomes. (Joyce and Weil, 1972, p. 25)

If teaching is the creation of an environment, then it seems reasonable to ask what the basic dimensions of the teaching/learning environment are. Many studies have looked at the variables of the teaching learning environment, e.g. instructional style, class size, school and community norms; in spite of these efforts, the basic dimensions of the teaching/learning environment remain unknown. That is, the set of clearly defined, non-overlapping variables which completely describes the teaching/learning environment are presently unknown. The present author suggests that this state of affairs is due to the complexity of the problem, not lack of effort on the part of educational researchers.

The range of instructional environment variables to be considered in a study of classroom learning is much broader and less well understood than the range of aptitude variables. In surveying the literature of instructional environments one is immediately overwhelmed with a sense of disorganization, overlapping concepts, and a general ignorance of the basic dimensions of instructional environments.

The major instructional environment factors which have been shown by previous research to effect classroom learning are listed in Table I. For the purpose of the present study a factor is a general determinant of classroom learning. Each factor can be described by a number of different aspects or variables. Only the most commonly studied variables are listed in Table I. These factors define the classroom learning system.

The list in Table $I$ was compiled from a review of the literature. It is not intended to be exhaustive, but rather is representative of the complexity involved in studying learning environments.

The factors in Table $I$ are listed in terms of the level for observing the instructional enviornment (Walberg, 1977). The broadest level of observation is the National and State level; it influences classroom learning primarily by educational policies, e.g. curriculum, busing.

The next level of observation is the community level; this level was not looked at often, it includes variables like community norms, values, and socio-economic level.

The next lower level of observation is the school level. Two types of variables are looked at in this level: school organizational variables and school environmental variables. Organizational variables

TABLE I

## CAUSAL FACTORS FOR CLASSROOM LEARNING AND RETENTION

NATIONAL AND STATE FACTOR

1. policy decisions
COMMUNITY FACTOR
2. community norms
3. socio-economic level
SCHOOL FACTOR
4. organizational variables, e.g. ability grouping, tracking
5. physical setting
6. school norms
TEACHER FACTOR
7. teacher demographics, e.g. sex, experience, race, age, degree level
8. instructional style
9. teacher's personality
10. philosophy/model of teaching
CLASS FACTOR
11. physical properties of the classroom environment, e.g. lighting, spatial arrangement, size of room
12. equipment available
13. method of instruction
14. subject matter
15. media of instruction
3.C. male/female ratio
16. class size
17. instructional time
18. class norms
19. group perception of psycho-social environment
20. grade level
STUDENT FACTOR
21. ability (general)
22. motivation
23. interest
24. personality
25. cognitive style
26. specialized ability
27. demographic characteristics, e.g. age, sex, race, SES
include homogenous ability groups, tracking, special schools, e.g. vocational, art, science, gifted, retarded, and remedial instructional programs. Environmental variables include: teacher-pupil ratio, cost per student, books in library, school setting, facilities available. The teacher level is the next level of observation. The effect of the teacher is usually completely confounded with the effect of the classroom environment; so these variables are usually considered together as one level of observation. However, when several different teachers are observed teaching several different classes, it is possible to separate the effects of teacher from the effects of the classroom.

Teacher variables include:

1. Instructional Style--the ways in which the instructor controls the external learning situation. (Gagne, 1967) or, the different ways of handling information and applying sanctions in the classroom (Flanders, 1965) or "the choice of curriculum, its content, level, sequence, pace and style of presentation" (Sperry, 1972, p. 186).
2. Teacher's role--e.g. authoritarian, democratic, permissive.
3. Teaching methods--are "recurrent instructional processes, applicable to various subject matters, and usuable by more than one teacher" (Berliner and Gage, 1976, p.4), e.g. lecture, discussion group, tutor.
4. Teacher characteristics--e.g. personality, experience, training.
5. Models of teaching--"are models for creating environmentsthey provide rough specifications which can be used to design and actualize learning environments" (Joyce and Weil, 1972, p. 25).

Classroom environment variables include properties of the physical environment or the classroom, psycho-social characteristics of the group of students created by forming the students into a group, and the methods and materials of instruction. This factor includes:

1. Physical properties of the classroom environment--e.g. size of class, physical setting, ratio of females to males.
2. Media of instruction--e.g. textbook, film slides.
3. Subject matter content.
4. Classroom average of psycho-social characteristics of classroom climate--measures what the students perceived the teacher did, and how the students perceive the psycho-social characteristics of the class, e.g. perceived control and orderliness of the teacher, perceived classroom norms and values.

The lowest level of observation is the observation of student behavior. All of the variables of differential psychology fall into this level of observation.

The present discussion of instructional environment variables focused attention on the teacher and classroom levels of observation in the belief that these levels of observation were the most productive for developing prescriptions for teaching. Within these levels the reader should note the large number of interrelated variables. This suggests that these variables could be better represented by a smaller number of non-overlapping dimensions; the nature of these basic dimensions is unknown.

Within the teacher factor instructional style was ruled out as an instructional environment variable becasue it could not be used with the present emphasis upon ecological representativeness (see Chapter II). This is unfortunate since instructional style has shown great promise as a treatment variable. The most common technique for measuring instructional style is systematic observation of the classroom, e.g. Flander's interaction analysis. All of the systematic observation techniques have the potential for being highly reactive, and thus inappropriate for the present study (Sperry, 1972).

The teacher's personality is a promising potential candidate for an independent variable. Several authors (Rhett, 1972, Cronbach and Snow, 1977) have suggested that "the teacher" may be one of the most important influences on classroom learning, and that variance due to teachers should be studied, not discarded as error variance and randomized away. Measuring the teacher's personality, and other demographic aspects of the teacher are readily accomplished with existing instruments.

Model of teaching is the complement of psycho-social characteristics of classroom climate. Model of teaching measures what the teacher intended to do in class and what he actually did. Whereas, psycho-social characteristics measures the student's perceptions of what the teacher did. In Murray's (1938) terms, this is the distinction between alpha and beta press. The major problem with including model of teaching as an instructional environment variable is that the present author can find no instrument for measuring it; constructing such an instrument is beyond the scope of the present study.

In summary, of all the variables listed under the teacher factor in Table $I$, only teacher personality and teacher demographics are potentially useful as independent variables for the present study.

Of the variables listed under the class factor in Table $I$, there is no evidence that the physical properties of the classroom environment, and the equipment available influence classroom learning.

Teaching methods was not considered as an instructional environment variable for three reasons: (a) all teaching methods have been found to be equally effective in producing learning when class averages are used as the measure of learning (Flanders, 1969). (b) Comparing
teaching methods for differential effectiveness raises the problem of operational definition of the teaching methods used, and (c) forcing teachers to use methods of instruction which are incompatible with their personality, training, or philosophy does not give the experimental treatments a very good chance to show their effectiveness (Cronbach and Snow 1977).

Subject matter content and media of insruction are important treatment variables which should be considered in ATI studies, but unfortunately, they are simply beyond the scope of the present study. However, descriptive data on these variables were collected.

Male/female ratio, class size, instructional time, class norms, group perception of the psycho-social environment, and grade level have all been shown to influence classroom learning. Data were collected on all of the above variables except class norms. Data on the psycho-social environment contain information on some class norms, e.g. competition, affiliation, student involvement. It was beyond the scope of the present study to collect more direct observations of student's norms.

Unfortunately, all of the variables listed above could not be used as independent variables. Most of these variables were used as covariates to control for the present author's inability to randomly assign students to classes. Grade level, Instructional time, and class size were used as covariates (see Chapter III).

In summary, only group perception of the classroom environment and male/female ratio are available as potential instructional environment variables at the class level. Evidence indicates that the perception for the classroom psycho-social environment is the better
predictor of classroom learning (Cronbach and Snow, 1977).
A preliminary analysis of the potential instructional environment variables has narrowed the range of variables to three candidates: teacher personality and demographics, perceived classroom social climate, and male/female ratio. Male/female ratio seems to be the weaker of the three candidates for predicting classroom learning. The resources of the study do not permit analysis of both the teacher's personality and the classroom psycho-social climate. The present author chose to study the psycho-social environment of the classroom because it is more in line with his interests, and because there was no evidence to suggest that the teacher's personality would be a more powerful predictor of classroom learning.

## Classroom Learning Variables

Gagne (1974) suggests that there are five major categories of learned human capabilities: verbal information, intellectual skills, cognitive strategies, attitudes and motor skills. All five of these capabilities were considered as dependent variables for the present study of classroom learning. However, due to the limitations listed below the present study examined only two of these capabilities: verbal information, and intellectual skills. The students probably learned attitudes during the instructional treatment but it was impossible under the present design to separate their attitudes to the instructional treatment from their attitudes toward all the instruction they received prior to the treatment.

The above rationale also applies to cognitive strategies; however, the present author does not believe that a great deal of class time is
actually devoted to the learning of cognitive strategies (Ausubel, 1968). This situation is in sharp contrast to the amount of rhetoric which extolls that learning to think is a major goal of education. Cognitive strategies were not included in the present study because a significant proportion of instructional time was not devoted to this learning outcome.

Motor skills were not included in the present study because they were not a significant part of the unit of instruction. If a different unit of instruction had been chosen, motor skills would have played a more significant role in the unit of instruction.

In summary, two types of learned human capabilities were selected to measure classroom learning: verbal information and intellectual skills. These capabilities were used to develop an operational definition of classroom learning (see Chapter II).

Statement of the Problem

After 100 years of research on school learning and effective teaching, the educational psychologist cannot prescribe with much certainty what the determinants of school learning are, or what the teacher should do to be effective, i.e., promote achievement (Gage, 1963; Stephens, 1967; Nuthall and Snook, 1973). Some psychologists ask for more time (Glasser, 1972).

This pessimistic note should not imply that nothing has been learned about school learning in the last 100 years of research. Indeed, mountains of facts have been accumulated. The educational psychologist of today would do a better job of designing instruction, describing conditions that promote school learning or developing
prescriptions for effective teaching than his collegue fifty years ago. The paradox is that despite a much better understanding of many learning phenomenon, the phenomenon of school learning remains largely unexplained.

The problem for the present study is to determine the relationship between characteristics of the student, characteristics of the learning environment, and classroom learning. These relationships have been studied before; several comprehensive reviews of the subject have suggested that progress in solving this problem has been slow because the wrong models of teaching/classroom learning were used (Gage, 1963; Nuthall and Snook, 1973; Cronbach and Snow, 1977). The task of the present study is to select the best educational research methods (see Chapter II), and the most appropriate model of classroom learning, and apply them to the problem stated above.

The emphasis of the present study is upon classroom learning. Since it is a later stage in the learning process, classroom retention is also of interest. Together, both variables produce a more accurate picture of the classroom learning phenomenon, than either variable would separately.

## A Model of Classroom Learning

When learning occurs in the average classroom, it is impossible to say what it is the teacher did to produce learning, i.e. did changes in the learning environment produce the learning or are other factors responsible for the learning? A multitude of hypotheses can be suggested to explain classroom learning; several of these hypotheses are:

1. The teacher's instructional style.
2. The textbook used by the teacher.
3. The supplementary materials used by the teacher.
4. All of the things the teacher did in class, e.g. method of instruction.
5. None of the things the teacher did, e.g. student aptitudes alone are responsible for the learning.
6. Interactions of any or all of the above.

Clearly, a model of classroom learning would be of great benefit to education by showing which factors are responsible for classroom learning.

The purpose of the present study was to account for the variance of classroom learning and retention, not to predict classroom learning and retention. That is, the present study sought to understand the causes of classroom learning by proposing a model of classroom learning. Since the present experiment did not manipulate any independent variables, it was impossible to make definitive statements about the causes of classroom learning. The data from the present study were too weak to prove causation; conclusions from the present study must be limited to either lending support for the proposed model of classroom learning, or failing to support the proposed model of classroom learning.

The present study was an exploration. If the proposed model of classroom learning was supported, then it would point the way for future controlled experiments in the schools. If the model was not supported, then valuable resources would not be wasted on a controlled experiment. Given the enormous difficulty of controlled experiments in actual classrooms, this seems to be a parsimonious way of screening out unfruitful hypotheses.

The major assumption of the present study was that the classroom room learning of any individual student is the result of characteristics of the student interacting with characteristics of the perceived learning environment (Lewin, 1935). This implied that the student is part of a system; the present study assumed that, in order to understand a student's learning in the classroom, it is necessary to understand how this classroom system operates. The present author suggests that past attempts to explain student learning have failed, because the full complexity of the learning environment was not dealt with.

Figure 1 is a graphic illustration of the classroom learning environment; it is called a path diagram. This diagram presents all of the causal factors of learning listed in Table I. It shows how each factor influences classroom learning, and how each factor relates to the other factors in the system. An arrow indicates that one factor has a causal influence on another factor. A two headed arrow indicates a feedback loop. That is, both factors influence each other.

For example, the diagram illustrates that the teacher factor is one cause of classroom learning. This means that at least one of the variables listed under the teacher factor causes classroom learning. It does not tell you which variable is responsible, or how strong a relationship exists between the teacher factor and classroom learning.

The diagram also illustrates that classroom learning has a causal influence on the teacher factor. This is an example of a feedback loop. The teacher tries to cause classroom learning. The degree of learning that results will have an influence on the teacher, e.g. poor learning might cause the teacher to change her/his model of teaching, instructional style, anxiety level or career. Feedback loops, like


Figure 1. A Path Diagram of the Causal Factors of Class room Learning and Retention. (For illustrative purposes this figure assumes that learning and retention are the same process, and that causal factors only relate to the next lower factor in the hierarchy.)
the one described above, greatly complicate the task of understanding the system, but also make the system much more flexible and responsive.

The last feature of the path diagram to be discussed is the large dotted line rectangle. This rectangle shows the boundary of the system which was examined in the present study. Due to limitations of resources and methodology, it was not possible to study the entire classroom learning system as described in Figure 1.

The reader should note that the path diagram assumes that there is no interaction between factors. If factors do interact in the real system, then the classroom learning system is even more complex than the diagram illustrates.

The large number of feedback loops indicates that the causal factors illustrated, and probably their component variables, are highly interrelated. This suggests that it will be difficult to isolate the factors which are having the greatest causal effect on classroom learning.

There are three reasons for using a path diagram to illustrate the classroom learning system:

1. It is an heuristic device which helps improve your understanding of the classroom learning system.
2. It graphically illustrates to the reader the complexity of the classroom learning system.
3. It illustrates the flow of causality, i.e. how one factor will be the cause of another factor. It is necessary to understand the flow of causality in order to construct the regression models which will be discussed in the sequel.

The review of the literature, and the causal analysis presented above suggested the following model of classroom learning: classroom learning (CL) is a function of the student's general ability (A), plus classroom average of the psycho-social environment as perceived by the
student (CE), plus the interaction of perceived environment and ability (A $x$ CE). This model can be written symbolically as:

$$
C L=f(A)+f(C E)+f(A \times C E)
$$

Many psychologists (Hunt and Sullivan, 1974; Piaget, 1971) would argue that a person's cognitive stage influences the way they perceive and learn. This suggests that any model of classroom learning should also consider the developmental level of the students being taught. Hypotheses four and eight expand the general model stated above by testing developmental interactions; the resources were not available to explore these hypotheses in great detail.

## Hypotheses

The general model of classroom learning stated above cannot be tested by a single hypothesis. Under the present design six hypotheses need to be tested to confirm the general model. Two hypotheses need to be tested to confirm the developmental hypothesis, and one hypothesis needs to be tested to confirm the internal validity of the present study. Thus, the present study tested a total of nine hypotheses. (Each independent variable in the model needs to be tested for significance; this procedure insures that each independent variable is making a unique contribution to the model of classroom learning.)

The present study examined two aspects of classroom learning: initial learning (L) and retention (R). In order to confirm the general model of classroom learning stated above both dependent variables need to be tested.

Each hypothesis tested by the present study examined a different aspect of the proposed general model of classroom learning. Each
hypothesis corresponds to a different model of classroom learning. The
hypotheses and their corresponding models are listed below:
$H_{1}$ : General ability is not a significant predictor of initial classroom learning when differences in initial classroom learning have been adjusted by a set of covariates (COV).

Model 1: $\mathrm{L}=\mathrm{COV}+\mathrm{A}$
$\begin{aligned} H_{1}: \quad & I_{A}=0 \quad(T h i s \text { method of significance testing is } \\ \quad & \text { explained in detail in Chapter III.) }\end{aligned}$ explained in detail in Chapter III.)
$\mathrm{H}_{2}$ : The classroom average of the perceived psycho-social classroom environment is not a significant predictor of initial classroom learning when initial classroom learning has been adjusted for general ability and a set of covariates.
Model 2: $L=C O V+A+C E$
$\mathrm{H}_{2}: \quad \mathrm{I}_{\mathrm{CE}}=0$
$H_{3}$ : The interaction of general ability and perceived classroom environment is not a significant predictor of initial classroom learning when initial classroom learning has been adjusted for the classroom average of the perceived psycho-social classroom environment, general ability and a set of covariates.

Model 3: $L=C O V+A+C E+(A X C E)$
$\mathrm{H}_{3}$ :
$\left.I^{(A X C E}\right)$
$H_{4}$ : The interaction of grade level and the classroom average of the perceived psycho-social classroom environment is not a significant predictor of initial classroom learning when initial classroom learning has been adjusted for the interaction of general ability and the classroom average of the perceived psycho-social classroom environment, the classroom average of the perceived psycho-social classroom environment, general ability, and a set of covariates. This hypothesis is a refinement of the proposed general model of classroom; it tests the idea that high school students learn more in perceived classroom environments which are different from those perceived environments which are most beneficial for the classroom learning of eigth grade students. Thus, this is a developmental hypothesis; it suggests that as a person ages, the type of perceived environment which is most beneficial to learning changes.
Model 4: $L=C O V+A+C E+(A X C E)+(G X C E)$
$\mathrm{H}_{4}: \quad \mathrm{I}_{(\mathrm{G} X \mathrm{CE})}=0$
$H_{5}$ : General ability is not a significant predictor of classroom retention when retention has been adjusted for a set of covariates.

Model 5: $\mathrm{R}=\mathrm{COV}+\mathrm{A}$
$\mathrm{H}_{5}: \quad \mathrm{I}_{\mathrm{A}}=0$

[^0]The internal validity hypothesis $H_{I V}$ is testing the obvious proposition that students who are exposed to a unit of instruction learn more than students who are not exposed to the unit. This hypothesis was tested using a $t$ test for independent groups; the unit of analysis was the teacher. The initial learning test scores were averaged over all the students taught by each teacher. The teacher was used as the unit of analysis because teachers were assigned at random to the experimental replication groups.

## The Instructional Treatment

The instructional treatment proposed for the present study is referred to as "general classroom instruction." It is defined as anything that occurs inside the classroom which reliably produces student learning. This includes teacher's efforts, the instructional media available to the student, and the classroom social, psychological, and physical environment. This treatment may seem foreign to the reader with a strong experimental background; an explanation may make the treatment seem more plausable (see Chapter III).

## Summary of Chapter I

The present study selected one aptitude of the student, i.e. general ability, and one aspect of the learning environment, i.e. classroom average of the perceived psycho-social classroom environment. The ATI research paradigm was selected as the most promising approach to the research problem. The research problem for the present study was to determine the relationship between general ability, the classroom average of the perceived psycho-social classroom environment, and
the classroom learning of eighth grade and high school science students. A general model of classroom learning was proposed to investigate the research problem stated above. The proposed model of classroom learning was analyzed using regression analysis. The present study was designed to answer the following questions:

1. What proportion of classroom learning is uniquely accounted for by general ability?
2. What proportion of classroom learning is uniquely accounted for by the classroom average of the perceived psycho-social classroom environment?
3. What proportion of classroom learning is uniquely accounted for by the interaction of general ability and the classroom average of the perceived psycho-social classroom environment?
4. Do high school students learn best from the same perceived classroom environments that are most beneficial for the classroom learning of eighth grade students?

Methodological Note

The present study developed and tested an explanatory model of classroom learning. The basic emphasis was upon using information from the independent variables to explain variability in classroom learning. The results of the present study do not demonstrate causation. Kerlinger and Pedhauzer (1973) suggest that,

When an analysis is complete the researcher should determine if the data are consistent with his explanatory model. If the data are inconsistent with the model, doubt is cast on the theory that generated it. Consistency of the data with an explanatory model, however, is not proof of a theory; it only lends support to it. (p. 307)

## Significance of the Problem

The present study is significant for five reasons:

1. The most significant result of the present study will probably
be the refinement it makes of the ATI research paradigm, i.e. the present study will consolidate the current, ATI methodological advances into one model with many of the present day methodological flaws removed. This should provide much clearer data from which to evaluate the effectiveness of the ATI paradigm.
2. The present study will refine the definition of a major environmental dimension: the psycho-social dimension, and relate this dimension to classroom learning. Educational psychology desperately needs a clearer understanding of the major dimensions of classroom behavior, and the relation these dimensions have to classroom learning.

Just as physique can be described by combinations of three basic somatotypes, it seems reasonable to hope that learning environments could be described by a limited number of basic dimensions. If these basic dimensions are identified, it would be possible to describe instructional treatments in quantitative terms (e.g. scores of 5, 2, 7 on the basic dimensions) rather than in qualitative terms (e.g. didactic method, discovery method). This would eliminate a major problem with the qualitative descriptions of instructional treatments, i.e. instructional treatments are grouped together on the basis of one dimension of the treatment situation, e.g. teacher's role, while other treatment dimensions are free to fluctuate.
3. Cronbach and Snow $(1969,1977)$ put great faith in the possibility of general ability as a primary candidate for an aptitude variable in ATI research. A significant finding from the present study would provide an empirical foundation to base this faith upon.
4. The results of the present study were based on a target population of high school science students in the metropolitan Boston
area. Science students are a slightly more select group of students than the average high school student, e.g. a student in freshman English. That is, Chemistry is an elective course for all high school students, however, many students take chemistry to meet their science requirement; they perceive it as the lesser of two evils. Physics is the course commonly selected as an alternative for meeting the science requirement. Science is a required course for eighth grade students. The relatively normal population from which the study sample was drawn, provides a strong base for generalizations. The representativeness of the instructional treatment and the target population used in the present study is one of the strong points of the present study. If the present study finds educationally significant ATI's, then researchers would have ample justification to look for similar ATI's in other metropolitan areas.
5. One of the major goals of instructional psychology is the development of a body of educational prescriptions to guide teacher behavior. These prescriptions will probably be based on differential effects resulting from Aptitude Treatment Interactions. If the present study finds an "educationally significant" ATI, i.e. an ability by psychosocial climate interaction, this finding could significantly advance the theory of instructional psychology. Provided it is validated by future research.
"Educational significance" needs to be defined and differentiated from statistical significance. Very often statistical significance is the only criterion for successful educational research; this is not enough. For results to have educational significance they should meet at least two additional criteria:

1. Differences between instructional treatments must have practical significance. That is, the psychological meaning of treatment differences, the cost of producing treatment differences should all be considered in determining the practical significance of a result.
2. Treatment variables should account for a substantial proportion of the variance of the dependent variable. Substantial is a relative term. It can be defined in terms of what is known; for poorly understood phenomenon, almost any increase in the variance accounted for should be considered a substantial amount.

## Limitations

The limitations of the present study fall into three different categories: (a) Sampling problems, (b) Treatment problems, and
(c) Analysis problems.

## Sampling Problems

Rather than randomly assigning students to treatments or to classes the present study used intact classes for the instructional treatment. Students were assigned to classes at the beginning of the school year. It seems probable that students were assigned to classes on the basis of ability (see Chapter III).

Cronbach and Snow (1977) suggest that
when students are not randomly assigned to classes that this confounds person characteristics with class characteristics. The reliability of different measures may differ from class to class or school to school. This difference in stated reliability will exist to the extent that the measures were normed on groups different from those used in the experiment. Any interpretation of the data must carry a warning about the above confounding. (p. 49)

Any generalizations about the findings of the present study should
be limited only to classes which were formed on the basis of the same policies. For the present study there is evidence that the high school
classes were formed on the basis of ability.

Since classes did not have pre-experimental sampling equivalence, the analysis of covariance was used to reduce this problem by equating classes on the covariates. The reader should note that the analysis of covariance does not equate classes on any unmeasured variables. The reader should also note that since teachers were randomly assigned to treatments, a pretest was not used to establish the equivalence of the experimental classes and the control classes.

The next sampling problem to be discussed is that all teachers in the present study were volunteers. Thus, any generalizations from the present study should be limited to teachers who would volunteer for a similar study.

The present author believes that the high school teachers in the present study were fairly representative of the general population of high school teachers. All of the high school teachers, who were contacted by their department heads, volunteered for the present study. There was no coercion on the part of department heads, but the department head in several cases seemed to select his better teachers (see Chapter III).

Teachers at the grammar school level are not necessarily representative of all grammar school teachers. Only six out of approximately 15 teachers contacted by department heads volunteered for the present study. Four of these six teachers did not participate in the present study because they were not planning to teach a unit on acid-base theory, the experimental unit of instruction (see Chapter III).

The largest sampling problem concerns experimental mortality rates. Two types of experimental mortality rates raise questions
about the representativeness of the sample of classes and the sample of students used in the analysis.

Six classes were dropped from the analysis because they never received the unit of instruction; these classes ran out of time at the end of the school year. Five of these classes were categorized as "Academic Chemistry;" these classes usually contain less able or less motivated students (see Chapter III).

Twenty five percent of the students who received the unit of instruction were missing one or more independent variables, and were dropped from the analysis. This appears to be a high degree of mortality, but is a common problem with school research. In general data were missing due to student absenteeism.

## Treatment Problems

The major treatment problem was that it was impossible to keep the amount of instructional time available to all classes constant. So instructional time was used as a covariate to statistically equate the amount of instructional time received by each class.

A related treatment problem was that the informational content of the experimental unit of instruction was not identical for each class. Teachers added material or deleted material to meet their own instructional goals. This problem is not as serious as it may seem. All but two of the high school classes used the same textbook. However, the two eighth grade teachers used different instructional material (see Chapter III).

The next treatment problem concerns the reactivity of the experimental treatment. Despite the fact that teachers were instructed to
keep the experiment secret from the students, some teachers did tell their classes an experiment was in progress. This creates a threat to internal and external validity.

However, of all the classes which knew an experiment was being conducted, only one class behaved differently because of the experiment. So, because knowledge of the experiment did not have a large influence on student behavior, the present author concludes that internal and external validity are not seriously threatened (see Chapter III).

The next treatment problem to be discussed is that the retention interval for the present experiment was only two weeks long. Originally, a six week retention interval was intended. The present author does not believe that this creates a problem. It is probably an adequate demonstration of retention since, forgetting increases rapidly after learning.

Finally, the reader should be cautious in his interpretation of the classroom average of the perceived psycho-social classroom environment. Cronbach and Snow (1977) suggest that
the person investigating classroom climate or teacher style ordinarily looks upon that variable as an objective property of the instructional situation, even when he uses student reports as his source of evidence. Such information, aggregated at the group level, may be as much of an indicator of group moral as it is a veridical report on what the instructor did..... One can also consider the report of the student individually, as a phenomenal description of the treatment as he experienced
it. His perceptions may directly reflect his personality or may themselves be products of a Personality $X$ Treatment Interaction.
(p. 455)

## Analysis Problems

All of the regression models tested in the present study used the

```
individual student as the unit of analysis. Since students were
members of existing classes, these observations were probably not
independent. Cronbach and Snow (1977) suggest that
    analysis at the individual level is not a legitimate basis
    for statistical inference as it greatly underestimates the
    alpha risk.
    In inferences from classes pooled, the number of degrees
    of freedom is derived from the number of persons. This
    appears to be unjustified when the effect tested is a
    mixture of group and individual effects. It is legiti-
    mate only if one is prepared to assert that: the experi-
    ence a Person P had in Class C does not differ from the
    experience he would have had in Class X.
    The following effects all prevent students in Class A
    from being independent of each other.
    1. teacher effects
    2. rivalry
    3. contagion effects
    4. chance effects due to class A (p. l03)
```

    The data from the present study do not support the assertion of
    independence of student observations mentioned above. So, the reader
should be cautious in his interpretation of the stated significance
levels. It would be more appropriate to treat the data as descriptive
rather than inferential.

The next analysis problem deals with analytical problems created by the use of multivariate methods. In any multivariate study the reader should be cautious in his interpretation of the results because these methods capitalize to a large degree on chance fluctuations in the data. In order to minimize these chance effects many authors recommend a large ratio of cases to variables. Cattel (1952) argues that a ratio of 4 to 1 is adequate. Rummel (1970) suggests that for factor analysis it is still a matter of taste.

The present study performed two types of multivariate analyses:
a factor analysis and several regression analyses. The factor analysis had 375 cases and 15 variables, i.e. a 25 to 1 ratio. The full regression model contained 17 variables. Three different regression analyses were performed. The initial learning model was tested on two different samples: the experimental group and the replication group. The experimental group contained 137 cases and 17 variables; this is a ratio of 8 to 1. The replication group contained 149 cases and 17 variables; this is a ratio of 8.8 to 1. The retention model was tested on one sample which was drawn from the experimental group. This group contained 90 cases and 17 variables; this is a ratio of 5.3 to 1 . The present author believes that these case to variable ratios are adequate, because the regression models tested were based on theory, rather than stepwise regression analysis. Stepwise regression capitalizes on chance fluctuations in the data, and thus needs a much higher case to variable ratio to produce stable results (see Chapter III).

- The reader should note that it is possible that too many variables were included in the regression models. The addition of these variables reduced the power of the tests for interactions. This situation could be improved by adding the two ability measures together. This would result in three interaction terms as opposed to six, and would increase the size of the average interaction effect so that it was significant.

The reader should also note that the present study was based on observed scores as opposed to true scores. This policy was adopted because Nunnally (1978) suggested that with few exceptions there is a perfect correlation between observed scores and true scores, and the
correction for the unreliability of the observed scores is unnecessary. However, Cronbach and Snow (1977, p.35) present a strong argument in favor of the use of true scores in ATI research. The lack of significant interactions could be attributed to the use of observed scores. Finally, a limitation of the analysis of covariance needs to be discussed. This technique assumes that the covariates are causally prior to the research factors. If the research factors are causally prior to the covariates, then the covariate set will steal variance that rightfully belongs to the research factor. The choice of covariates is a critical issue; the possible relationship between Ability, Classroom-Environment and the covariate set is discussed in Chapter III.

## Assumptions of the Present Study

The major assumption of the present study was that the classroom learning of any individual student is the result of characteristics of the student interacting with characteristics of the learning environment. That is, behavior is a function of the person and his environment.

The present study assumes that the student is part of a system, e.g. a classroom or a school, and that it is necessary to understand how this system operates before an explanation of classroom learning will be complete.

The present study assumes that there are a universe of learning environments available to be tested. The classes in the present study were only a sample of the learning environments available. If classes
had been sampled at random the environments in the present study would constitute a random sample of environments. However, teachers were selected as the unit of analysis for the present study, not classes. So that, the classes used in the present experiment do not constitute a random sample of learning environments.

The present study assumes that effective teaching/instruction involves the manipulation of the learning environment. That is, teaching is the creation of an environment. Student learning in the classroom is assumed to have multiple causes, i.e. student learning is a non-random phenomenon which can be modeled.

The present study assumes that classroom learning is predominantly a meaningful learning task, and that rote learning tasks are uncommon in junior and senior high school. It is also assumed that meaningful learning is the dominant form of classroom learning. This implies that the learner must be active in the learning process and that he must organize the information to be learned and relate it to his cognitive structure in a nonarbitrary fashion.

Since meaningful learning is assumed to be the dominant form of learning in the classroom, meaningful retention is assumed to be the dominant form of retention. This implies that interference will not play a large role in the retention process.

The two basic assumptions of the analysis of partial variance are:

1. There is no interaction between the covariate set and the research factors. Thus, it is reasonable to make the same covariate adjustments to all subjects.
2. If the covariate set and the research factor set are related,
then the covariate set must be causally prior to both the dependent variable and the research factor set.

## CHAPTER II

## REVIEW OF THE LITERATURE

## Introduction

This review will discuss the four areas of research which were needed to solve the problem discussed in Chapter 1 .

1. The first section of this review will discuss the conceptualization of an instructional Environment/Treatment dimension. A better understanding of this dimension is necessary before much progress can be made with the ATI research paradigm.
2. The second section of this review will discuss the conceptualization of the Aptitude dimension of ATI research, and the most promising candidates for Aptitude variables in ATI research.
3. The third section of this review will discuss the dependent variables, i.e. classroom learning and retention, and develop an operational definition of classroom learning.
4. The ATI model of research shows great promise as a methodological tool; however, researchers, using the ATI paradigm, have been slow to produce substantive results. The last section will discuss four reasons why the ATI paradigm has been unsuccessful in the past. This review will establish the foundation for the design section (see Chapter III).

# Review of the Instructional Environment/ <br> Treatment Dimension 


#### Abstract

Most readers are unfamiliar with the conception of an instructional treatment as an environment. The purpose of this review is to (a) acquaint the reader with the literature on environments, (b) describe the basic dimensions of the Instructional Environment, (c) Review the psycho-social dimension of Instructional Environments.


## Conceptualizations of Treatment and Environment

There are a number of definitions of treatment and environment for the reader to choose from; several of these definitions will be discussed. Cronbach and Snow (1969) define treatment as "variations in the pace or style of instruction" (p. 7). Rhett (1972) suggests that "the term treatment is the analogue to instruction in individualized instruction, and refers to the various organizations of material or procedures which the subject is asked to cope with or respond to" (p. 270).

Hunt (1975) prefers the term environment to the term treatment; he does not restrict himself to one definition of environment, but prefers to let researchers use their own conception of environment.

In psychology the term environment originated with Lewin's field
theory. In this theory
the environment under consideration is the psychological
environment....It differs in many respects from the
physical world. For example, wishes exist in the
psychological world. In addition there may be many
psychological worlds, but there is only one physical
world. (Weiner, 1972, p. 112)
Murray also included an environmental variable in his personality theory; he called it "press".

Just as the concept of need represents the significant determinants of behavior with the person, so the concept of "press" represents the effective or significant determinants of behavior in the environment. In simplest terms a "press" is a property or attribute of an environmental object or person which facilitates or impedes the efforts of the individual to reach a given goal. Press are linked to persons or objects that have direct implications for the efforts of the individual to satisfy his need striving. The press of an object is what it can do to the subject or for the subject--the power it has to affect the well being of the subject in one way or another. By representing the environment in terms of press the investigator hopes to extract and classify the significant portions of the world in which the individual lives. (Cited in Hall and Lindzey, 1970, p. 180)

Murray distinguishes between alpha press and beta press. An alpha press reflects the properties of environmental objects as they exist in reality or as objective inquiry discloses them. Beta press reflects the property of an environmental object as it is perceived or interpreted by the individual. The individual's behavior is most closely correlated with the beta press. However, it is also important to discover situations in which there is a wide discrepancy between the beta press to which the individual is reacting and the alpha press which actually exists.

Since teaching is viewed as the creation of an environment, it is useful to review non-psychological conceptions of the treatment-environment dimension. Environment is defined as "the aggregate of all the external conditions and influences affecting the life and development of the organism." (Stein, 1971, p. 203) However, the environment that is studied depends upon the level of the environment you are interested in. In this sense there are many environments all nested within each other.

For example, if you are interested in the effect of climate on an organism, you can look at the climate from at least three different
environmental levels. The broadest level of climate is measured by the geographical climate, e.g. the climate of New England; a narrower concept of climate is the ecological climate, e.g. the climate of an ecosystem such as a forest or a pond. The narrowest view of climate is the microclimate, i.e. the climate of the habitat in which the individual lives (Bates, 1968).

Several scientific disciplines have been developed to study the environment; some of these disciplines will be discussed.

A major concern of the biological and social sciences has long been the nature of the interaction of organisms with the embedding environment. The generic term representing the scientific study of organism-environment interaction is ecology. (Sells, 1966, p. 131)

Two branches of ecology are of interest to the present study:
social ecology and human ecology.
Social ecology has evolved mainly from the effort of psychologists and behavioral scientists to direct their inquiries toward a more complete view of man interacting with his physical and social environment...Social ecology reflects the traditional concerns of ecology both in its emphasis on the measurement of objective physical characteristics of environment [e.g. temperature, rainfall, air pollution, noise levels and the shapes, sizes and physical arrangements of buildings] and in its inquiry into the the short-term evolutionary and adaptive consequences of these environments. Social ecology, however, expands these concerns by systematically dealing with the social environment and its interaction with the physical mileu...it has been concerned with promoting maximally effective human functioning. Finally, social ecology [places] special emphasis on the identification of maladaptive responses and their relationship to environmental variables...[Social ecology is concerned with understanding] the regulatory mechanisms which keep human societies in balance with the resources of their mileu. (Insel and Moos, 1974, p. 180)

Human ecology is of more recent origin; it extends the domain of the geographer and the sociologist who is interested in the distribution of human populations. Human ecology has been used to investigate the
distribution of material resources, health, social, economic and cultural problems.

Another discipline which studies environmental variables is ecological psychology. Ecological psychology was proposed by Lewin and is the study of all non-psychological factors that can influence the life space. "The psychologist studies non-psychological data to find out what these data mean for determining the boundary conditions of the life of the individual or group" (Weiner, 1972, p. 153).

A discipline which lacks a name but which has been clearly asked for might be called "situational psychology". Frederickson (1972) suggests that one of the methodological difficulties of doing ATI research is
that we lack a satisfactory classification of situations. We need a systematic way of conceptualizing the domain of situations and situational variables before we can make rapid progress in studying the role of situations in determining behavior. (p. 115)

Sells (1963) argues that "a taxonomic, dimensional analysis of stimulus variables comparable to the trait systems that have been developed for individual difference variables" (p. 700) is obviously needed.

Kraus (1970) suggests that
Most research on psychological attributes, on the dispositions to behavior of persons, must be done in social situations. These situations are the analogue of psychological research to the mechanical and electrical apparatus in, for example, neuropsychological research. They are the basis for all experimental control and all dependent variable assessment in psychological research. Therefore, their preparation is, properly, as important a methodological topic for psychology as is instrumentation for neuropsychology. (p. 748)

One of the major problems of educational research is that it is difficult to compare treatment $A$ with treatment $B$, or even to be sure
that two classes which are receiving treatment $A$, are indeed, receiving the same treatment. A remedy for this problem would be to develop a subdiscipline of situational psychology. This subdiscipline would try to determine the major dimensions or attributes of an educational treatment. This knowledge would make it possible to compare the attributes of different educational treatments.

Basic Dimensions of the Environment Domain

At present psychologists are ignorant of the basic dimensions i.e. in a factor analytic sense, of the treatment/environment domain. However, several authors have developed useful conceptual models of this domain, e.g. Kraus, 1970. Moos (1973) has suggested that human environments fall into six dimensions or categories; these dimensions are overlapping and mutually interrelated. They are heuristic rather than theoretical or factor analytical models. They summarize the work that has been done, and point the way for future research. The reader should be reminded that all environmental dimensions can be described in terms of their press: alpha press, i.e. the environment as it exists in reality or as objectively measured, and beta press, i.e. the environment as it is perceived by the inhabitant.

The six environmental dimensions suggested by Moos (1973) are:

1. ecological dimensions
2. behavior settings
3. organizational structure dimensions
4. inhabitant attribute dimensions
5. psychosocial characteristics dimensions
6. reinforcement dimensions

The ecological dimension includes geographical, meterological, architectural, and physical design variables. Ecological variables fall primarily into the alpha press domain.

The weight of evidence suggests that geographical and meterological variables may be more important in the determination of group and individual behavior than has been thought to be the case...Some of the variables implicated in the determination of behavior include extreme cold, barometric pressure, cyclonic and anti-cyclonic storm patterns, and oxygen, nitrogen, carbon dioxide, and ozone concentrations in the atmosphere. (Moos, 1973, p. 653)

Architectural and physical design variables are significant ecological variables because all behavior must take place in a physical setting, and this setting can impose major constraints on the range of possible behaviors.

Research in ergonomics, human engineering, and human factors has been concerned with the relation of selected environmental variables such as heating, lighting, noise level, ventilation and the layout and design of machines to behavioral measures of work efficiency, comfort, social interaction, interpersonal perception, and exploratory behavior. (Moos, 1973, p. 653) (See Craik, 1970; Kates and Wohlwill, 1966; Proshansky, Itleson, and Rivlin, 1970; and Sommer, 1969)

At the present time, the author has found no evidence to suggest that ecological variables play a significant role in classroom learning, or produce differential effects for classroom learning or academic achievement.

The behavior setting dimension was first proposed and studied intensively by Barker (1968). He conceptualized a behavior setting as an ecological unit which has both a behavioral and environmental component. Any behavior is acceptable as the behavioral component, e.g. sitting in class, writing at the blackboard, group discussion. The environmental component includes the non-psychological objects with which the behavior is transacted, e.g. blackboard, desks, textbooks.
The important characteristic of behavior settings is that they are stable, extra-individual units which have great coercive power over the behavior that occurs within them... behavior settings can be shown to have pervasive effects on individuals not only in terms of the specific behavior which is demanded by the setting, e.g. reading and writing in a classroom, but also on both other behaviors and affects experienced by individuals. (Moos, 1973, p. 654)
Organizational structural dimensions focus on the structural dimensions of organizations, and the relationship of these structural dimensions to the behavior and attitudes of the members of the organization. Porter and Lawler (1965) identify the following dimensions of organizational structure:

1. Centralized or decentralized shape
2. Number of organizational levels
3. Span of control
4. Size of the overall organization
5. Size of organizational subunits
Porter and Lawler (1965) concluded that structural variables had more impact on members attitudes than on their behavior. The research on classroom size and school size falls under the organizational structural dimension.
For example, Astin (1968) investigated the relationship of academic achievement to the structural characteristics of colleges. Some of the structural characteristics he used were: faculty-student ratio, number of books in the library per student, size of enrollment, per student expenditures. Astin (1968) found little relationship between these variables and student achievement; however others disagree with his findings (Moos, 1973).
The inhabitant characteristics dimension is based on the work of Linton (1945); the general idea is "that most of the social and cultural
environment is transmitted through other people. It implies that the character of an environment is dependent in part on the typical characteristics of its members" (Moos, 1973, p. 655).

Astin developed the Inventory of College Activities to investigate this idea. He administered the inventory at 246 colleges and universities and found considerable diversity among the college environments. He suggested that this diversity indicates that colleges have "great potential for differentially influencing the experience and behavior of the individual student" (Moos, 1973, p. 656). For example, norms of learning, not learning or competition among the student population can have a tremendous effect on the amount and quality of learning that takes place in the classroom.

Holland (1966) suggested that vocational satisfaction and achievement depend on the congruence between the environment in which the person works, and his personality. Holland develped six environmental terms to describe the common physical and social environments in our culture: realistic, intellectual, social, conventional, enterprising, and artistic. He used these same terms to describe the person's orientation toward vocations. Since personal orientation and environment are described in the same terms, it is possible to measure the degree of congruence between the person's vocational orientation and his environment. Since some of these environmental orientations are characteristic of different subject matter in school; it might be possible to use these terms to measure the match between a student and his classroom environment.

The psychosocial characteristics dimension is the most throughly investigated of all the six dimensions suggested by Moos (1973);

The psychosocial characteristics dimension is the most throughly investigated of all the six dimensions suggested by Moos (1973); it measures the perceived climate of organizations in terms of general norms, value orientations, and other psychosocial characteristics of the environment.

Insel and Moos (1974) have developed nine different scales to measure the perceived climate in nine different organizations, e.g. classroom, mental health ward, industry. At least eight other organizational climate scales have been developed. These include:

1. Organizational Climate Index (Stern, 1970)
2. College and University Environment Scale (Pace, 1970)
3. Learning Environment Inventory (Walberg, 1969)
4. Organizational Climate Description Questionnaire (Halpin and Croft, 1963)
5. Agency Climate Questionnaire (Schneider and Bartlett, 1970)
6. Climate Questionnaire (Litwin and Stringer, 1968)
7. Institutional Functioning Inventory (Peterson, 1970)
8. Dimensions of Group Processes (Fairweather, 1969)

A good way to describe the psychosocial characteristics dimension is in terms of the patterns underlying this dimension. Insel and Moos (1974), after studying nine different environments, concluded that three patterns underly all of these different psychosocial environments: (a) a relationship dimension, (b), a personal development or goal orientation dimension, and (c) a system maintenance or change dimension. Insel and Moos (1974) concluded that each of these patterns "must be accounted for in order for an adequate and reasonably complete picture of the environment to emerge" (p. 186).

Relationship dimensions identify the nature and intensity of personal relationships with the environment. They assess the extent to which individuals are involved in the environment and the extent to which they support and help each other....Personal development dimensions consider the potential or opportunity in the environment for personal growth and the development of self esteem....System maintenance and system change dimensions assess the extent to which the environment is orderly and clear in its expectations, maintains control and is responsive to change. (Insel and Moos, 1974, p. 181)

The last dimension of the environment to be discused is the reinforcement dimension; this dimension is an outgrowth of social learning theory.

The social learning theorist takes as a given that people vary their behavior extensively in different social and physical environments, mainly because the reinforcement consequences for particular behaviors vary extensively.... Social learning theorists attempt to identify the exact controlling stimulus conditions for particular behaviors, for example, the specific models involved, the substantive reinforcers, and the precise discriminative stimuli. (Moos, 1973, p. 658)

The reinforcement dimension of the environment is highly idiographic and assessment procedures are complex. Therefore, the present author suggests that this dimension be ignored in the search for differential learning effects.

This review has attempted to demonstrate the nature of the treatment/ environment domain, and that methods have been developed for measuring this domain. The purpose of this demonstration is to show that the treatment/environment domain, in one form or another, is a significant determinant of human behavior, in general, and classroom learning in particular.

Insel and Moos (1974) suggest that attributes of the environment have accounted for more of the variance in behavior than biographic, demographic or trait variables (Douglas, 1964; Mischel 1969; Wolf, 1966).


#### Abstract

Psychology has shown increased interest in the environment. This interest has arisen in part because of dissatisfaction with trait conceptulaizations of personality, in part because of low correlations obtained between measures of personality traits and various validity criteria, and in part because of growing evidence that substantial proportions of variance in behavior are accounted for by situational and environmental variables. (Moos, 1973, p. 652)


## Psycho-Social Characteristics of Instructional

## Environments

Several studies have shown that the psycho-social characteristics of the instructional environment accounted for a significant proportion of the variance in measures of school learning. For example, Walberg (1969) showed that student perceptions of high school physics class environments predict cognitive and non-cognitive measures of learning after IQ, initial achievement, and interest in the subject matter, were statistically removed from the analysis.

Walberg (1969) used the scales from the Learning Environment Inventory to predict learning on three different measures of high school physics achievement. $\mathrm{R}^{2}$ from this analysis ranged from . 18 to . 30 , i.e. the psycho-social environment of the classroom accounted for approximately twenty-five percent of the variation in physics achievement! This analysis was based on classroom averages, rather than on individual scores.

## Review of the Aptitude Dimension

## Introduction

Experts are in general agreement that individual differences in the subject or student should be considered in ATI research. However, there
is general disagreement on the name for these characteristics of the individual and the nature of the individual difference variables which will be most profitable for the study of ATI's.

Three names have been suggested to describe characteristics of the individual: aptitude, trait, and attribute. Cronbach and Snow (1969) define aptitude as "any characteristic of the individual that increases (or impairs) his probablity of success in a given treatment" (p. 7).

However, Berliner and Cahen (1973)
believe that 'trait' is a less restrictive term than others. Under it we have included personality, status, attitude and interest variables, but other researchers might not include these characteristics in their definition of trait or aptitude. The label is not important as long as the concept conveys the idea that individual differences variables interact with educational treatments. (p. 59)

Tobias (1976) prefers the term attribute, because aptitude has been traditionally associated with the cognitive domain. This association has the subtle bias of causing investigators to look to the cognitive domain for their inidividual difference variables. Tobias (1976) also rejects the term trait noting that it
usually suggests a stable predisposition, and not infrequently in the personality domain, is unchanging over short periods of time....The term attribute in ATI research appears most attractive since it both retains the most widely used abbreviation for this body of work, and does not limit, intentionally or unintentionally, the range of variables studied. (p. 62)

Rhett (1972) agrees with Tobias. Rhett prefers the term attri-
bute, because it implies that any individual difference variables is
fair game.
not just those constructs measured by conventional aptitude tests.... Thus the term attribute is broad enough to include any individual difference or learner characteristic variable which proves to be empirically useful. (p. 270)

The distinction between aptitude, trait and attribute may seem like
quibling to the reader, but there is an important issue here: Should the researcher restrict in any way the characteristics of the individual difference variables used in ATI research? Despite their different viewpoints all of the above authors agree that no restriction should be placed on the individual difference variables. To avoid confusion the present author will refer to all individual difference variables as aptitudes.

If the researcher wants to avoid restricting the aptitude variables, then he should look closely at the history of the variables he is interested in. It should be remembered, that
the differential psychologist looks for person characteristics whose validity is not threatened by variation across situations or over time. A major criterion for an acceptable characteristic is consistency and stability [i.e. the variable should be insusceptable to environmental variation]. (Hunt, 1975, p. 212)

Given this design history, i.e. most aptitude variables used in ATI research were developed to be consistent and stable, and not for their ability to predict differential effects, it is not surprising that few ATI's have been found.

Because most measures of individual difference were not designed to predict interactions, Glaser (1972) and Hunt (1971) suggest that we search for "new aptitudes" or "accessibility characteristics" of persons which will predict which type of person to assign to which educational environment.

Glasser (1972) notes that aptitude tests were developed to predict the outcome of instruction, and that there is no logical reason why the same tests should predict which instructional strategy will be best for each student.

Now that the different definitions of aptitude have been discussed,
it is time to select aptitude variables which are likely to interact with treatment variables. For an aptitude variable to be successful in an ATI, the regression slope of outcome onto aptitude must differ from treatment to treatment.

The first aptitude variable Cronbach and Glasser (1957) ruled out as an ATI variable was traditional scholastic aptitude. Because it was such a general measure of school success, they expected scholastic aptitude to have the same predictive validity for almost any kind of instruction. They believed that "only specialized aptitude measures could be expected to forecast differential success" (Cronbach and Snow, 1975, p. ll9).

The special ability hypothesis got off on the wrong foot. Between 1960 and 1970, many of us searched fruitlessly for interactions of abilities in the Thurstone or Guilford systems...No interactions of this sort were found....Contrary to our original view, conventional tests of mental ability or level of educational development do interact. They predict how much is learned from most instruction of fixed duration. (Cronbach and Snow, 1975, p. 119)

So Cronbach and Snow's $(1969,1975)$ first choice for an ability variable to use in ATI research is "general ability". They suggest that

The term is used in our summary to capture in one verbal net: IQ, non-verbal IQ or more specialized tests of fluid ability, such as hidden figures, composites of crystalized ability acquired in school and collections of cognitive tests in the French and Guilford series. The reason for application of a broad, loose construct is that at present there is no evidence to support a more refined conclusion. (Cronbach and Snow, ${ }^{\circ}$ p. 185)

Cronbach and Snow's (1969) second choice for an aptitude variable in ATI research "is to pit the fluid and crystalized segments of general ability against each other" (p. 190).

Since the present study used general ability as an aptitude variable, the major theories of intelligence were reviewed to determine the best way to measure general ability. These theories include: Binet's, Spearman's, Thurstone's, Vernon's, Guilford's, and Cattell's.

Binet and Terman proposed a single factor theory of intelligence. For example, Terman defined intelligence as the ability to think in abstract terms, i.e. in terms of a single factor. Thus their intelligence tests were heavily loaded on verbal ability, and predict achievement on verbal tasks well. However, these theories do not predict achievement on non-verbal tasks very well, and thus are only of historical importance.

Spearman's two factor theory of intelligence has had considerably more impact on the theory of human abilities.

The thesis of Spearman's theory is that "any cognitive performance is a function of two factors--the general ability common to most cognitive performances and an ability specific to a given test" (Cattell, 1968). Thornburg (1973) provides a more detailed explanation.

Spearman proposed that there is a controlling capability ( $g$ factor) in all intellectual functioning and that this is the predominant factor called upon and measured in most intelligence tests....He also suggested that there are specific abilities (s factors) which are fairly insignificant in terms of the total functioning of the individual but which overlap and form certain group factors--verbal ability, numerical ability, mechanical ability, attention and imagination or creative ability--that are not always highly correlated with the individuals general capability or $g$ factor. (p. 218)

The $g$ factor shows its greatest influence on the verbal-abstract content so common in educational settings, e.g. reasoning tests where the individual is asked to discover a relationship. Thus, Spearman's g seems closely allied with the general intelligence concept used by Terman. However, some test batteries contained tests which could not be
accounted for by $g$ alone. These test batteries usually contained two tests with very similar content, e.g. two vocabulary tests. Factor analysis produced factors which were broader than the $s$ factors but narrower than g. Spearman finally modified his theory to include these broad ability factors which he called group factors.

In retrospect, 'The general factor which Spearman sought is now regarded as being a second order factor rather than a primary factor, and it is thought to consist perhaps of two factors--fluid and crystalized genral intelligence.' (Catell, 1968, p. 110)

It is important to note that Spearman's theory was based on one particular type of factor analysis, which produced one general factor and several specific, bipolar factors. Originally, this method was based on a tetrad-difference criterion; later the centroid method was used. Mathematically, the centroid method must produce a general factor and bipolar specific factors. Other methods of factor analysis will produce a different pattern of factors. Traditionally, the centroid method and Spearman's theory of $g$ has been preferred by British psychologists.

In America, Thurstone took another approach to the problem
Instead of asking whether the correlation coefficients support a general factor, he wondered how many factors must be postulated in order to account for the observed correlations. The power of this approach lay in its ability to establish in the case of any particular study whether or not one factor should be regarded as general. (Adkins, 1968, p. 24)

The British approach to the factor problem, i.e. the centroid method, is to measure $g$ first and account for as much of the test variance as you can in terms of $g$ alone. To test his own theory of intelligence Thurstone developed Multiple Factor Analysis; this method makes no hypothesis about the number of factors which will be produced. It tends to produce factors which all account for about the same proportion of
variance (as opposed to one general factor), and rotates the factor loadings to simple structure.

Thurstone applied multiple factor analysis to a battery of tests administered to a sample of college students and a sample of eighth grade students. These studies yielded seven factors in common. Thurstone called these factors "primary mental abilities"; they include:

S (Space) Visualization of geometric figures in different positions in space.

N (Number) Quickness in making arithmetical computations of all kinds.

P (Perceptual Speed) Quick noting of details.
V (Verbal Meanings) Grasp of ideas and meaning of words.
W (Word fluency) Speed in manipulating single and isolated words.
M (Rote memory) Facility in memorizing words, numbers. letters and other simple materials.

I (Induction) Ability to extract a rule common to several parts of a problem or test.

These same factors have been identified again and again in later investigations, and others have been added to the list. (Tyler, 1974, p. 77)

The trend in American psychology has been to factor analyze test batteries which measure only one of the primary mental abilities, e.g. perceptual speed. This results in factors which are still more primary and more specific. For example, when a battery of tests measuring perceptual speed is factor analyzed, at least eight perceptual speed factors are commonly found (Tyler, 1965).

Guilford brought some organization to the rapidly expanding number of "primary abilities" by suggesting a three dimensional model for classifying abilities. His "Structure of Intellect" model contains space for 120 factors of intellect. Approximately 103 of these factors have been identified.

In Britain, Vernon has become the prime exponent of Spearman's theory of intelligence. Vernon's theory is called a hierarchical theory of mental organization. Like Spearman, this theory extracts the $g$ factor first, and places it at the top of a hierarchy. Vernon expands on Spearman's work with group factors and has identified two broad group factors which fall at the next lower level in the hierarchy; these factors are v:ed, and k:m.

V:ed represents a complex of verbal-educational abilities which are important in all kinds of school work. Within this group factor, separate verbal and numerical abilities can be distinguished. $\mathrm{K}: \mathrm{m}$ represents the complex of abilities that are important in understanding concrete and mechanical things. Within this group factor, spatial and mechanical abilities have been identified.

The lower levels in the hierarchy, i.e. levels below v:ed, and k:m, don't seem to be very useful.

Vernon presents statistical evidence that in school, military or industrial situations, where applied psychologists work, the relevant criteria can be predicted fairly well by using only, g, v:ed, and k:m ratings. The other narrower group factors contribute so little to the total variance in test and criterion scores that they can be safely ignored. (Tyler, 1965, p. 86)

The reader won't be forced to choose between the American or the British models of intelligence. Both models appear to be correct; they both point to the need for a hierarchical theory of intelligence. The primary mental abilities suggested by Thurstone turn out to be correlated with each other, i.e. a person who scores high on one ability will be likely to score high on the other primary mental abilities. Because these factors are correlated, it is possible to apply factor analysis again to the primary mental ability factor scores. This second order
factor analysis produces second order factors which have some of the properties of Spearman's g. For example, Rimoldi (1948) found three second order factors; Cattell (1963), Cattell and Horn (1966) found five second order factors.

Tyler (1965) concludes that
The type of theory, fitting all the effects best is a hierarchical system similar to the one Vernon proposes. Intelligence is both one thing and many things. When we attempt to measure its general component, we always leave some portion of the intellectual performance of our subjects unaccounted for. When we attempt to measure narrower abilities separately-verbal, spatial, perceptual--we always find that something they have in common makes scores on separate traits correlate positively with one another. To describe an individual's mentality accurately we need to specify both level and pattern. (pp. 93-94)

It would be simpler if intelligence were either $g$ or primary mental abilities, but the data do not support this point of view. Historically, this is not the first time a debate was resolved in favor of both theories of a phenomenon. Physicists debated for nearly fifty years about the nature of light: was light composed of waves or particles? Data could be found to substantiate both hypothses. It was finally conceded that both theories were necessary to adequately explain the behavior of light; light sometimes behaved as a particle, and sometimes as a wave.

However, the problem of intelligence is not completely resolved. Spearman's theory suggests that there is one second order factor, g. As mentioned above, three to five second order factors have been isolated.

Cattell has done the most experimental work with these second order
factors; he theorizes that "the $g$ (general factor of intelligence)
measured by intelligence tests is actually made of two factors" (Cited in
Thornburg, 1973. p. 220). These factors are crystalized intelligence
$\left(G_{C}\right)$ and fluid intelligence $\left(G_{f}\right)$. Cattell's theory gives both a
contemporaneous and a developmental perspective of intelligence. The contemporaneous aspects contain all of his basic concepts and will be discussed first. The main thesis is:
that in a broad sampling of human abilities, there are two major dimensions, both included in the area semantically called 'intelligence'....At work in both the fluid and crystallized intelligence is that relation-perceiving, correlate educing capacity which Spearman first described as the essence of 'g'. (Horn, 1968, p. 554)

Intelligence is manifested by the use of three different types of behavioral functions: analage functions, concept formation and concept attainment, and the use of "generalized solution instrument functions", which Cattell refers to as "aids". Fluid and crystalized intelligence make different uses of these functions.

Analage functions "represent very elementary capacities in perception, retention, and expression, as these govern intellectual performance" (Horn, 1968, p. 343), e.g. span of attention. Analage functions are not much affected by learning and to some extent, operate in all intellectual performances. They involve central neural organizations which are a necessary part of all intelligent behavior.

Generalized solution instruments, i.e. aids, are learned functions used to compensate for the limitations of analage capacities. For example, breaking a seven digit telephone number into two chunks so that it can be remembered. "Aids are what Harlow described as 'learning sets', often what Piaget discusses as 'operations' what Bruner and his co-workers have treated as 'strategies'" (Horn, 1966, p. 555). Aids can be placed on a continuum of accessibility. Easily accessible aids are available to all members of a culture. Restricted aids are those which are available to a limited few, e.g. algebra, and calculus.

The third behavioral manifestation of intelligence is the concept
formation function.

The term concept, as used in the present theory, is in many respects similar to an aid. However, a concept is regarded as a category for classification of phenomenon, whereas, an aid is defined as a technique or method. In the formation of most concepts one must perceive the essential relations among phenomena and, on some basis of similarity, dissimilarity, etc., categorize different things as the 'same.' (Horn, 1968, p. 244)

Fluid intelligence is not a measure of hereditary potential but it
is
the most direct correlate of basic neural-physiological capacity, and is the purest behavioral representation of this.... [Fluid intelligence is] a pattern of behavior resulting from the interaction of brain physiological capacity with a broad, common, environmental-developmental set of influences. (Horn, 1966, p. 554)

Two of the major influences on fluid and crystalized intelligence are physiological influences and acculturation. In fluid intelligence a large proportion of the variance is accounted for by physiological influences and a small proportion of the variance is attributed to accultur ation.

Crystalized intelligence is a manifestation of the interaction between experience, education, and acculturation. A large proportion of the variance of crystalized intelligence is accounted for by acculturation, and a small proportion by physiological influences.

Developmentally, crystalized intelligence is shaped by acculturation. The culture chooses, from the thousands of concepts and aids available, those few concepts which are necessary for the survival of the culture.

These constitute what might be called the 'intelligence of the culture'...the analage capacities of the individual are thus harnessed, as it were, by the dominant culture for the purpose of maintaining and extending the 'intelligence of the culture.' (Horn, 1968, p. 246)

Many of the concepts and aids learned by acculturation indicate intelli-
gence. So, the factor which results from this pattern of influences is justifiably referred to as a kind of intelligence, i.e. crystalized intelligence.

Another process is operating on the individual at the same time as acculturation, i.e. incidental learning. Incidental learning is the result of the child's manipulations and experiments with his environment, and is not the result of efforts by those who would educate him. This incidental learning will produce, analage functions, concepts and aids. If these abilities indicate intelligence, "then the broad factor which involves them can be said to be a kind of intelligence." (Horn, 1968, p. 247), i.e. fluid intelligence.

Both fluid and crystalized intelligence use analage functions, and both demand an awareness of concepts and the use of aids. However, fluid intelligence is based more on the use of those analage functions and aids which are available in the immediate environment. While crystalized intelligence is based more on the recall of concepts which are not commonly available to all individuals.

However, the major difference between $G f$ and $G c$ is that the concepts and aids involved in the former are of a kind that reflect relatively common experience acquireable anywhere in our physical world, whereas the concepts and aids which define crystalized intelligence more nearly represent degree of immersion in a particular culture. (Horn, 1966, p. 556)

Fluid and crystalized intelligence should produce different physiological changes in the central nervous system. Horn (1968) suggests that the incidental learning produced as the result of fluid intelligence is based on relatively simple neural patterns, which do not form an integrated cognitive structure. However, the intensive acculturation so characteristic of crystalized intelligence will produce a relatively complex
pattern of neurons which is highly integrated into the cognitive structure. When testing for fluid intelligence two areas should be sampled:

1. Those primary abilities which are "defined by the limits of analage functioning in the immediate situation." (Horn, l966, p. 558)
2. Those primary abilities which involve the use of aids which could have been learned by anyone.

When testing for crystalized intelligence,
[1] those primaries indicating the limits of the individuals acculturation, and [2 those] involving the use of aids which are clearly produced by the educational process would be hypothesized to define the crystalized general intelligence factor. (Horn, 1966, p. 558)

Developmentally, this theory of intelligence argues that at birth, only fluid intelligence exists. During childhood, crystalized intelligence begins to develop, and as the child ages, both fluid and crystalized intelligence improve rapidly. Fluid intelligence stops improving when physical growth ceases. It declines slowly, and then more rapidly as aging continues. The degenerative diseases of aging should produce greater changes in fluid intelligence than in crystallized intelligence, because the neural patterns associated with fluid intelligence are not well integrated into cognitive structure. Crystalized intelligence should improve into adulthood as long as acculturation stays ahead of the degeneration of analage functions associated with aging.

The general conclusion to be drawn from these investigations is the effect that, indeed, two broad factors having the properties specified by the $\mathrm{G}_{\mathrm{f}}-\mathrm{G}$ theory are found among ability test performances. (Horn, ${ }^{\text {f }}$ 1968, p. 248)

Two aptitude variables were of special interest in the present study: general ability and the contrast between fluid and crystalized intelligence. Data on four other aptitude variables was collected for the present study: sex, age, race, and grade point average (GPA). The
primary purpose for including these variables is to provide a better description of the sample characteristics.

The present study was not powerful enough to include these secondary aptitude variables as predictors in the proposed model of classroom learning. In fact the present study was not powerful enough to examine both general ability and the contrast between fluid and crystalized intelligence. Because of their importance, measures of fluid and crystalized intelligence were combined to measure general ability. (See Chapter III) This looses some valuable information, but the problem could not be avoided.

Review of the Dependent Variables

Introduction

The primary interest of the present study is classroom learning. Only two aspects of classroom learning were used as dependent variables: (1) initial learning, i.e. performance on a cognitive posttest, and (2) retention, i.e. performance on a parallel form of the cognitive test administered two weeks after the completion of the experimental unit.

Referent generality would have been increased if other aspects of classroom learning were included in the present study. Attitude toward the content of instruction, and transfer were the prime candidates for additional aspects of classroom learning. Attitude was eliminated as a dependent variable for the following reason: Attitude toward the instructional unit was confounded with attitude toward the course. That is, it was impossible to separate the student's attitude toward all the material he has received during the course, from his attitude toward the content of the instructional unit.


#### Abstract

Transfer was eliminated as a dependent variable because the amount of time available for student posttesting was very limited, i.e. 30-45 minutes. It seemed much sounder to devote the available time to measuring cognitive performance well, rather than to split the testing time by also measuring transfer. The dependent variables used in the present study were initial learning and retention. These variables represent two aspects of classroom learning. Before these dependent variables can be reviewed, it is necessary to define what is meant by "classroom learning."

Constructs Needed for an Operational Definition of Classroom Learning


Few definitions of classroom learning were found by the Review of Literature. The definitions which were found were often inconsistent. Since classroom learning was not a well defined construct, the present author will operationally define classroom learning, and will base the measurement of the dependent variables on this operational definition. This definition was based on two constructs: (l) the distinction between meaningful and rote learning (Ausubel, 1968), and (2) the taxonomy of human capabilities developed by Gagne (1974). The sequel will review both of these constructs. The end product of this review will be an operational definition of classroom learning.

Meaningful Versus Rote Learning

Ausubel (1968) makes the distinction between rote learning and meaningful learning.

Meaningful learning takes place if the learning task can be related in nonarbitrary, substantive, (non-verbatim) fashion to what the learner already knows, and if the learner adopts the corresponding learning set to do so.

Rote learning occurs if the learning task consists of purely arbitrary associations, as in paired-associate, puzzle-box, maze, or serial learning; if the learner lacks the relevant prior knowledge necessary for making the learning task potentially meaningful; and also (regardless of how much potential meaning the task has), if the learner adopts a set merely to internalize it in an arbitrary, verbatim fashion (that is, as an arbitrary series of words). (p. 24)

In the classroom meaningful learning is clearly the dominant type of
learning. "Both within and outside the classrom, meaningful verbal
learning is the principle means of acquiring large bodies of knowledge"
(Ausubel, 1968, p. 24).
Meaningful learning is so important in the process of education because it is the human mechanism par excellence for acquiring and storing the vast quantity of ideas and information represented by any field of knowledge. (Ausubel, 1968, p. 58)

Despite the clear importance of meaningful learning to education and to the psychology of learning, there have been surprisingly few studies of meaningful learning. Rote learning has dominated the psychology of learning. Two of the classic textbooks on learning theory do not even mention the topic of meaningful learning (Hilgard and Bower, 1966; Hilgard and Marquis, 1961). Because of this emphasis upon rote learning tasks, much of the information on human learning was not appropriate for the present review.

## Gagne's Taxonomy of Human Capabilities

Gagne (1974) suggests that there are five major categories of
learned human capabilities: (1) verbal information, (2) intellectual
skills, (3) cognitive strategies, (4) attitudes, and (5) motor skills.
These learned capabilities constitute five different types of learning outcomes. Each of these capabilities would be an adequate dependent
variable for the study of classroom learning. The present study focused on the first two of these capabilities (verbal information, and intellectual skills) because these capabilities seemed to have the widest application in education.

The remaining three capabilities were rejected as dependent variables because of the limited amount of educational time aimed at learning these capabilities. For example, a great deal of rhetoric is devoted to the goal of teaching students to think, i.e. cognitive strategies but very little time is actually spent in pursuit of this goal; Gagne and Briggs (1974) suggest that it may take months or years to learn cognitive strategies; it is debatable whether the goal is even achievable.

The same comments can be made about teaching attitudes; there is no doubt that attitudes are learned in school, but this type of learning occurs in a haphazard fashion, and an insignificant amount of class time is actually directed to the learning of attitudes. Motor skills are taught successfully and systematically in school. They were rejected as a dependent variable primarily because a small portion of a students 12 years in school is actually devoted to learning of motor skills.

Verbal Information. "Verbal information is man's primary method of transmitting accumulated knowledge to successive generations about the world and its peoples, about historical events and trends, about the culture of a civilization" (Gagne, 1974, p. 52). Gagne identifies four units of verbal information: a name, a fact, a principle, and a generalization. When an individual has learned a unit of verbal information he is able to state the information in propositional
form, i.e. a sentence. Organized bodies of verbal information are commonly referred to as knowledge.

Verbal information performs three useful functions for the learner: (a) it serves as a prerequisite for further learning. (b) it is of practical importance to the learner during his entire lifetime. (c) "Organized and associated bodies of knowledge are believed to provide a vehicle for thought" (Gagne, 1974, p. 54).

Intellectual Skills. The capability learned from verbal information is, "to know that". The capability learned from an intellectual skill is "to know how". "An intellectual skill makes it possible for an individual to respond to his environment through symbols" (Gagne, and Briggs, 1974, p. 12).

Gagne (1970) has identified eight levels of intellectual skills (see Table II). These eight levels form a hierarchy of intellectual skills. Skills higher in the hierarchy require more intricate mental processes than skills lower in the hierarchy. In addition, higher level skills are composed of lower level skills. That is, skills lower in the hierarchy are prerequisites for learning higher level skills.

Gagne and Briggs (1974) believe that "The lower levels (l through 4) do not normally play a substantial role in school learning." (p. 37) Discrimination learning (level 5) is necessary for learning higher level intellectual skills. Gagne (1970) believes that for the most part, discrimination learning does not play an important role in classroom learning at the eighth grade and high school levels.

Levels one through five of Table II are not relevant to classroom learning at the eighth grade and high school levels. The sequel will explore the possibility of using concepts, rules and problem solving

TABLE II

LEVELS OF COMPLEXITY IN INTELLECTUAL SKILLS

| Level | Intellectual Skill | Verb Which Describes Intellectual Skill |
| :---: | :---: | :---: |
| 8 | Problem Solving (Higher Order Rule) | Generates |
|  | requires as prerequisites: |  |
| 7 | Rules <br> (Including defined concepts) | Demonstrates Classifies |
|  | requires as prerequisites: |  |
| 6 | Concepts | Identifies |
|  | which requires as prerequisites: |  |
| 5 | Discriminations | Discriminates |
|  | which requires as prerequisites: |  |
| 4 | Verbal Associations |  |
|  | which requires as prerequisites: |  |
| 3 | Chaining |  |
|  | which requires as prerequisites: |  |
| 2 | Stimulus Response Connections (i.e., operant conditioning) |  |
| 1 | Signal Learning <br> (i.e., classical conditioning) |  |

Source: Gagne, R.M. and L.J. Briggs. Principles of Instructional Design. New York: Holt, Rinehart and Winston, 1974.
(levels six through eight of Table II) in an operational definition of classroom learning.

Concept learning "makes it possible for the individual to respond to things or events as a class" (Gagne, 1970, p. 172). "A concept is a capability that makes it possible for an individual to identify a stimulus as a member of class" (Gagne and Briggs, 1974, p. 40). For example, picking the blue object from a set of colored objects. Concept learning by Gagne's definition refers only to concepts with attributes which can be directly observed, i.e. concrete concepts. Concrete concepts are of fundamental importance for more complex learning. Piaget has suggested that concrete learning is a prerequisite to the learning of abstract concepts.

Concept learning is different from all lower levels of learning because it permits the learner to generalize the concept to objects which were not in the original learning situation. For example, once the learner knows the concept blue, he should be able to correctly identify any blue object he is presented with.

In contrast, defined concepts deal with more abstract observations than concrete concepts. Concepts are learned by definition when the attributes of the concept cannot be identified by pointing them out. "An individual is said to have learned a defined concept when he can demonstrate the 'meaning' of some particular class of objects, events, or relations" (Gagne and Briggs, 1974, p. 42). That is, the learner must be able to identify the referants of the words used in the definition. It is essential that the learner demonstrate the meaning of the concept. This demonstration is necessary to distinguish the learner who has rotely memorized the concept from the student who truly understands the concept
in a meaningful way.
A defined concept relates two or more simpler concepts. For example, an uncle is the brother of a father. The two concepts being related are brother and father. A defined concept allows the learner to correctly identify examples of the concept; however in the process of demonstrating that the learner knows a defined concept, he must show how the attributes of the concept are related. Thus, a defined concept is really a classifying rule, and so is just a special instance of the intellectual skill called a rule.

Gagne (1970) suggests that
rules are probably the major organizing factor, and quite possibly the primary one, in intellectual functioning. The S-R connection, once proposed as the unit of mental organization, has now been virtually replaced by the rule in the theoretical formulations of most psychologists....the preponderance of observed human behavior occurring in natural situations is rule governed. (p. 191)
"A rule is a learned capability which makes it possible for the individual to do something, using symbols (most commonly, the symbols of language and mathematics)" (Gagne, 1974, p. 61). More formally stated, "A rule is an inferred capability that enables the individual to respond to a class of stimulus situations with a class of performances" (Gagne, 1970, p. 191). The stimulus situation is related to the response by a class of relations. For example, to change an adjective to an adverb, the learner needs to add "ly" to the adjective. This rule can also be stated as adverbs equal adjectives plus an "ly" suffix. Under this rule the learner is responding to a class of stimulus situations, (all adjectives) with a class of relationships (adding ly) (see Table III).

Defined concepts are not formally different from a rule, and are learned in much the same way....it is a particular category of rule whose purpose is to classify objects and events.... Rules, however, include many other categories

Concrete Concents: A common response to a class of
Objects. Concrete concepts occur: by:
(1) Direct observation of attributes
(2) when attributes are related by conjunction
(3) generalizing to novel instances

Prerequisitates: Discrimination of attributes.
Performance: Make the same responses to different
stimuli by identifying examples of the concept.
object concopts: are the nouns of sentences,
i.e. things.

Place Concepts: are also nouns and sometimes
prepositions
Event Concepts: are generally represented by
verbs.
Object Position Concepts: the position of one object must be in relation to another object. These positional attributes can be pointed to in some manner.
Object Qualities:

## Relational Concepts:

Rules: a chain of concepts, i.e. two or more concepts are linked together.
Preroruisites: the referent concepts must be
understood.
Performance: a class of responses which shows
how the referents are related.
Two Concept Rule:
Threc Concent Rule: Two object concepts plus
a relational concept.
Defined Concepts: a sentence must be used
to identify a class of things. It is not
possible to identify the entire class of the
concept with concrete examples; it represents
a general class which can not be adequately
defined by a few examples. Some concrete
concepts gain added meaning by being defined.

Examples

## Identifies examples

by pointing.
square, triangle, red
$A$ and $B$
cell membrane
above, below ontop of,
underneath, next to, the middle one
take, stay, raisc, put above, below, besides, surrounding, right, left middle, in front of
color, round, shape, square, pointed soft, hard, smooth, up down, outside, inside, far; near, right, middle, above, equal

Rules of syntax and punctuation.

Adjectives puly ly equals adverbs.
Millimeter equals .04 inches.
Liquids pour. Birds fly.
Pint doubled is a quart
obstacle, pivot, uncle, suburb

## Demonstrate a relationship

 between the referents.Demonstrate by classifying. The student must be able to identify the component concepts and show how they are related.
besides classifying. (Gagne and Briggs, 1974, p. 44)
The purpose of a defined concept is to distinguish between different ideas. The purpose of other rules is to enable the learner to respond to different situations by applying classes of relationships. These two types of rules serve different purposes for individual behavior, but they are not distinguishable in terms of their learning properties alone (Gagne, 1970).

The highest level of intellectual skill is problem solving or the construction of higher order rules. Problem solving is very similar to the learning of rules. The major difference is that the learner discovers the higher order rule or solves the problem for himself. The problem, also, must be one which the student has not encountered before. To solve the problem the learner must recall relevant subordinate rules and information and invent or discover a solution.

This section reviewed the eight levels of intellectual skills suggested by Gagne (1970) (See Table II). Only one of these levels i.e. rules is useful to an operational definition of classroom learning. Levels one through four were excluded from the operational definition because they do not play a substantial role in school learning. Level five, discrimination learning, was excluded because it does not play a large role in the classroom learning of eighth grade and high school students. Level six (concrete concepts) was excluded for the same reason as level five; most concrete concepts are learned before junior high school. Finally, level eight, i.e. problem solving, was excluded from the operational definition because it does not occupy a prominent place in the curriculum, i.e. it is not an educational outcome to which much class time is devoted. In contrast, the present author believes that the
majority of class time at the junior high and high school levels is devoted to the learning of verbal information and rules, including defined concepts (Ausubel, 1968; Gagne, 1970).

## Operational Definition of Classroom Learning

All of the constructs needed for an operational definition of classroom learning were defined above. The essential feature of this definition is that it realistically reflects the type of behavior commonly learned in eighth grade and high school chemistry classes. So classroom learning is defined as: a cognitive change which results from the student's exposure to a predominantly, meaningful learning task. The majority of the time this cognitive change is the meaningful learning of verbal information or rules.

Meaningful learning takes place if the learning task can be related in a nonarbitrary, substantive (nonverbatim) fashion to what the learner already knows, and if the learner adopts a corresponding learning set to do so. (Ausubel, Novak, and Hanesian, 1978, p. 27)

Section Summary

The operational definition stated above identified two types of learning as essential features of classroom learning: the meaningful learning of verbal information, and the meaningful learning of rules. Two additional aspects of classroom learning were identified earlier in this review: initial learning and retention. This suggests that to adequately measure clasroom learning four dependent variables are needed: the initial learning of verbal information and rules, and the retention of verbal information and rules.

Unfortunately, the present study was not powerful enough to analyze four dependent variables. This problem was solved by forming a composite of verbal information scores and rule learning scores. Thus only two dependent variables were used in the analysis. Initial learning test scores for verbal information and rule learning were added together and referred to as initial learning. Retention test scores for verbal information and rules were also added together. The basic reason for forming this composite of verbal information and rules is to limit the amount of time needed for analysis and to keep the experimentwise error rate within bounds. Although questions about the learning and retention of verbal information and rules would be interesting, they are not, by themselves, very representative of classroom learning. For all of the above reasons the present author believes that the purposes of the study were better served by the use of a verbal information/rule composite. Dependent Variable Caveat

Before proceeding with the review the reader should note that the name "initial learning" is a misnomer. The unit of instruction contained approximately 100 separate learning events, (see the concept checklist in the methods section of Chapter III) and covered approximately three weeks of instruction. The actual acquisition of any of these capabilities could have occurred at any point during the instruction; even minutes before the initial learning test was given. Thus, it is impossible to determine when these capabilities were actually learned. It might be more appropriate to call the dependent variables first retention test and second retention test. These labels were not used, because they were not as descriptive of the present author's
intentions as the labels initial learnng and retention.

Reasons Why the ATI Paradigm Has Been Unsuccessful

Since 1957 when Cronbach first introduced the concept of ATI,
researchers have been looking for replicable, significant ATI's. How-
ever, this search has been almost fruitless. Even supporter's of ATI
have conceded this point. For example, Berliner and Cahen (1973) con-
cluded their review of ATI research with "cautious optimism" (p. 85).
Cronbach and Snow (1969) suggest that
Progress toward the goal of identifying and understanding ATI has been slight...There are no solidly established ATI relations even on a laboratory scale and no real sign of any hypothesis ready for application and development....[However,] it is inconceivable to us that humans, differing in as many ways as they do, do not differ with respect to the educational treatment that fits each one best. To abandon the ATI model is to assume that there is only one path toward educational development, and that individual differences have no implication save the fatalistic one, of telling the educator that some pupils will advance more rapidly than others no matter what he does. (p. 193)

Cronbach and Snow $(1969,1977)$ and others fervently believe in the ATI paradigm. With outstanding scholars like these supporting it, why has the ATI paradigm been unsuccessful?

There are four major reasons why the ATI paradigm has been unsuccess-
ful. Before this paradigm is condemned, these flaws should be remedied.

1. A high degree of empiricism pervades the research; a better conceptualization of the ATI paradigm is needed.
2. The present model for finding ATI's is the trial and error method; better models of ATI are needed.
3. The methodology to analyze ATI's is inadequate; new methods need to be developed.
4. The basic dimensions of ATI are not understood; the measurement of the treatment environment dimension in particular, needs much improvement.
of Empiricism)

To the present author this problem is clearly the most serious.
Each of the three remaining problem areas would be reduced if the penchant for empiricism was culled from the ATI paradigm. Other authors agree (Cronbach, 1966; Cronbach and Snow, 1969, 1977; Rhett, 1972)

Salomon (1971) suggests that
There is a great need for more conceptualization, to reduce the very high degree of empiricism prevailing in research on instruction....Generating ATI data that do not suggest any explanatory principles, or that are not aimed at formulating them has relatively little practical value or theoretical import. (p. 328)

Poor conceptualization of ATI experiments is really the root of the problem with the ATI paradigm. The treatments chosen for the experiment are rarely choosen because of the psychological functions which they utilize. This usually results in two treatments which are very similar in the psychological functions they compel students to use.

For example, Salomon (1971) suggests that
The two treatments in an ATI study differ in operational procedures but there is rarely a rationale which explains what psychological functions determine treatment effectiveness for one group of learners and not for another. (p. 328)

Since the psychological abilities required by the treatment are almost identical, e.g. high verbal, it is not surprising that an ATI is not found.

One of the major steps for improving the conceptualization of the ATI paradigm is to abandon the "trial and error method" for finding ATI's. Alternative models of ATI have been suggested by: Salomon (1971), Rhett (1972), and Hunt (1975).

The "trial and error" method of finding ATI's is the most common ATI model being used today. Three alternative models are superior to this method and will be discussed in the sequel.

First, let me describe the "trial and error" method. "Two treatments are designed, and a large number of aptitude measures tossed in with the hope that some may lead to an ATI. Fortunately, some measures actually do lead to ATI's." (Salomon, 1971, p. 328)

Bracht (1970) gives a more expanded definition of the trial and

## error method.

Experimenters usually selected alternative treatments and
through trial and error tried to find personalogical variables to interact with treatments. The analysis of an interaction effect was often an afterthought rather than a carefully planned part of the experiment, i.e., the alternative treatments were not developed with the ATI concept in mind. This approach has not been successful for finding meaningful interactions. (p. 639)

The three alternative models of ATI to be discussed are not mutually exclusive. They address different aspects of the ATI model; so it seems reasonable to combine the better aspects of each of these models into one revised ATI model.

Salomon's ATI Model. Salomon (1971) developed three complementary ATI models: (a) remedial model, (b) the compensatory model, and (c) the preferential model. Each model refers to a different treatment and aptitude domain. Each model performs a different function, measures a different kind of aptitude, and leads to a prediction of a different type of ATI. These models help to clarify some basic issues in ATI research.

For example, there is a long standing argument over whether to measure specific learning abilities or general abilities. Salomon's models show that the abiities selected for study are a function of the treatment which is to be applied.

The basic assumption of the remedial model is that "some crucial ingredient of knowledge is deficient or missing, and no progress in learning can be expected unless the deficiency is overcome" (Salomon, 1971, p. 329). Thus, remedial instruction is needed to eliminate the deficiency.

This model assumes that learning is basically hierarchical or sequential, and that student deficiencies can be overcome by experiencing more of the same kind of treatment. That is, the student needs more time to learn, not a different method of instruction. The remedial model also assumes that the best predictors of an ATI will be highly task specific, achievement tests. General abilities are not valuable in predicting ATI's because they are composed of subordinate capabilities, which themselves, need to be learned (Salomon, 1971).

Salomon (1971) suggests three conditions when it would be useful to use a remedial model.
(a) when task specific capabilities actually account for a large portion of the variance in the learning outcome.
(b) when the learning material is hierarchically or sequentially ordered.
(c) when all the subordinate objectives on the hierarchy are learnable as a function of instruction. (p. 332)

Under the compensatory model the treatment compensates for each learner's deficiency by providing the mode of presentation that the learner cannot provide for himself. Under this model deficiencies are
left untouched; only their debilitating effects are circumvented.
Treatments are not designed to eliminate deficiencies, but rather to compensate for the deficiencies which exist. At first glance, the compensatory model seems to conflict with the remedial model. However, the models apply to different situations so their is no real conflict.

For example, (l) when a large proportion of the variance in the learning outcome is accounted for by general ability, then use a compensatory model. When a large proportion of the variance in the learning outcome is accounted for by task specific capabilities, then use the remedial model. (2) When the treatment can compensate for a learner's deficiency, then use a compensatory model. When a treatment can eliminate deficiencies in the learner by training on subordinate capabilities, then use the remedial model (Salomon, 1971).

The preferential model tries to capitalize on what the student is already capable of doing. It focuses on his strong points, e.g. preferred style of information processing, rather than on his deficiencies. The preferential model is based on matching the requirements of the treatment with one of the learner's higher aptitudes.

The term aptitude takes on a different meaning in the preferential model. Here is it most closely related to the "abilities" mentioned by Fleishman and Bartlett (1969)
which are seen as representing a class of 'mediating processes' and which manifest consistencies over tasks. This is to be distinguished from skills, which are more closely related to task specific capabilities of the kind mentioned by Gagne. (Salomon, 1971, p. 335)

The preferential model also uses the term "matching" differently.
"Matching" for the preferential model suggests
that when treatment $A$ is found to correlate with an aptitude of type a, it is necessary to find what the low a scorers are
better able to do. Hence, it is a search for an aptitude that correlates negatively with aptitude a and also with learning from treatment $A$. Only then is it possible to design an alternative to treatment $A$ that will call into use the kind of aptitude that low a scorers possess. (Salomon, 1971, p.335336)

In designing ATI research, it is important to remember that the
function of the treatment should determine which of the above ATI models to use. For example,

1. When the function of the treatment is to make up for the lack of mastery of the necessary prerequisites, then use the remedial model.
2. When a general ability or psychological state is called for, but it is too costly or impossible to modify, then the function of the treatment is to compensate for the deficiencies of the learner by providing him with the necessary mediators.
3. When the function of the treatment is to use the learner's other aptitudes which are stronger than the traditional aptitudes needed for the task, then use the preferential model.

Table IV gives a good summary of the three models and their major characteristics.

Rhett's ATI Model. Rhett's (1972) model for ATI is based on "Task Analysis". Like Cronbach (1966), and Salomon (1971) Rhett (1972) argues for improved conceptualization in the design of ATI research, and less dependence on empiricism. According to Rhett (1972), the best way to insure a conceptual basis for an ATI study is to base the design on a task analysis of the behavior of interest.

The position to be developed here is that the researcher should begin first with careful analysis of the tasks students are being asked to cope with, and then design treatments or instructional approaches only after task analysis data have been used to conceptualize individual difference variables (attributes) found to be related to performance differences. The opposite tactic of beginning with either treatments or attributes has not yielded powerful or clear cut procedures or relationships. (p. 271)

TABLE IV

## SUMMARY OF SALOMON'S (1971) ATI HEURISTIC MODELS

| The Model | The Function of the Instructional Treatments | The Major <br> Differences <br> Between <br> Treatments | The kinds of Aptitude Measures Used | Predictions |
| :---: | :---: | :---: | :---: | :---: |
| Remedial | Treatments jead to mastery of necessary deficient subordinate objectives. | Amount of time <br> spent on reach- <br> ing mastery; <br> number of re- <br> medial instruc- <br> tional sessions. | Measures task specific mastery. More general abilities are transformed. into instructional objectives -and are dealt with as if taskspecific capabilities. | proficient learners experience interference or boredom with excessive remediation; low proficiency learners benefit since they attain necessary subordinate objectives. |
| Compensatory | Treatments provide the learners with the necessary mediators, organization of materials, modality and the like, which they cannot provide for themselves; or circumvent debilitating effects of certain psychological traits or states. It is not assumed that the deficiencies need to be remedied | The extent to which the treatments provide overtly what learners would have to provide for themselves or the extent to which they neutralize the effects of certain traits or states. | Heasures of general abilities, modes of information processing, general st.ates or traits. | High aptitudes experience interference when given treatments which provide them with mediators they can provide on their own. Low aptitudes benefit when mediators they are lacking are provided overtly. |
| Preferential | Treatments call upon and utilize learners' higher aptitudes, neither making up for deficiencies nor compensating for them. | Differences may be in content, structure, modality of presentation etc. Each alternative treatment plays on aptitudes in which the learner is more proficient. | Measures of general abilities, modes of information processing, or motivation. | Each learner learns best when an aptitude in which he is proficient is called upon. |

Rhett's (1972) concern for task analysis derives from his concern for the ecological validity of experimental tasks. He notes that, experimenters have tended to utilize short term, artificially contrived, and relatively simple tasks, which are noticeable (and possibly significantly) different from the contexts to which they wish to relat their findings. (p. 273)

The reader should note that Rhett is not the only person concerned with the ecological validity of experimental tasks; see Snow (1974), Salomon (1971), Bracht and Glass (1968), Shulman (1970).

Rhett (1972) developed a two stage design for conducting ATI research. During the first stage the research question should be, "Is there a task performance difference among learners on a specific attribute?" The research question for the second stage should be, "If a task performance difference has been found, can this difference be eliminated by means of a carefully designed treatment" (p. 279)? Thus the steps for conducting ATI research according to Rhett's (1972) model are:

Step one--
(1.1) select and analyze task
(1.2) determine likely attributes from task analysis
(1.3) collect performance data on task

Step two--
(2.1) devise treatment strategies based on task characteristics and on learner attributes
(2.2) collect performance data on ATI. (p. 279)

Hunt's ATI model. Hunt (1975) has proposed another model of ATI called BPE analysis (Behavior-Person-Environment). The first step in BPE analysis is for the experimenter to:

1. Identify the behavior he is interested in, i.e. dependent variables;
2. Identify the type of environment, i.e. the treatment or independent variables;
3. Identify the person variables, i.e. the characteristics of the subjects he is interested in.

Hunt believes that behavior is jointly determined by the environment and the person, i.e. person and environmental characteristics interact to produce a behavior.

BPE analysis is a much more general way of looking at ATI's. Hunt and Sullivan (1974) believe that ATI is excessively restricted by its dependence upon a statistical definition of interaction. Hunt and Sullivan (1974) suggest that two other criteria for defining interactions are possible: a theoretical definition and a personal definition.

From a theoretical viewpoint the proof of an interaction is in its logical consistency....Implicit in the theoretical criterion is the necessity for conceptualizing the process underlying the interaction....The personal criterion involves the question, 'Does it make sense and fit in with past experience?' Is it [the interaction] intuitively reasonable? (p. 120-121)

Under the personal criterion for interactions, an interaction is significant if it seems reasonable, or if the observer has seen evidence for this type of interaction in his past experiences. The BPE model is more general than the ATI model because it suggests that three types of differential effects should be investigated: a person-environment interaction, an environment-behavior interaction, and a person-environment-behavior interaction.

The first type of differential effect, the person-environment interaction, is the effect commonly associated with the ATI paradigm: the environment interacts with the person to produce an effect, i.e. behavior (Hunt and Sullivan, 1974). Although behavior is not mentioned in this phrase, it is implied that any interaction must specify the behavioral effect to which it applies.

It is very important to remember that person-environment interactions and ATI's do not take place in a vacuum; they exist in relation to some behavioral effect. The ATI model does not make this point very clearly, but the BPE model constantly reminds the researcher to look for the behavior.

The second type of interaction identified by Hunt and Sullivan (1974) is the differential effect of Environment on Behavior, different environments will be superior for producing different behaviors. An educational environment-behavior interaction suggests that different ways of teaching will produce different effects. For example, Worthen (1969) found that the expository method of instruction was superior to discovery learning when initial learning was the behavior of interest, but that the reverse was true, when retention or transfer were the behaviors of interest.

The third type of differential effect, the person-environmentbehavior interaction needs to be distinguished from the person-environment interaction. Both interactions involve behavior. The personenvironment interaction only looks at one behavior, i.e. outcome. The person-environment-behavior interaction looks at several behaviors or outcomes, and predicts that the interactions that hold for one outcome may not be present for other outcomes. For example, McLachlan and Hunt (1973) found that low conceptual level students performed better on a "subjective integration" task using the lecture method; high conceptual level students performed equally well using either the discovery or lecture method. Worthen (1969) as mentioned earlier found an environmentbehavior interaction for discovery versus expository methods. These two
studies taken together suggest that a person-environment-behavior interaction may be present.

Hunt and Sullivan (1974) suggests the following principles for conducting BPE analysis:

1. The BPE model does not contain a standardized definition of person, environment, or behavior. It holds that different theorists have different conceptions of these constructs, and that all definitions are acceptable.
2. "If one rejects a differential approach, then he must either accept the general effects model or find another alternative for taking account of differential effects." (p. 109)
3. "BPE analysis is not a theory itself, but a way of thinking about theories." (p. 109)
4. The behavior an interaction applies to must always be stated.
5. Multiple criteria should be used to evaluate the effectiveness of an interaction, e.g. empirical, theoretical, and personal.
6. One of the most basic procedures for describing an interaction is that "the person characteristic and the environment characteristic be described in somewhat comparable terms." (p. 125) Person-environment relationships should not be characterized in absolute terms such as high, low, large, small. Such terms as congruence, match, or fit are required. (See Pervin,

1968; Stern, 1970; Hunt, 1971)
7. Although the theoretical approach (for designing ATI studies) is likely to be more productive, one may also use an empirical approach, or 'go fishing' with a statistical dragnet. (p. 7)

Inadequate ATI Methodology

It was mentioned earlier that there are several major flaws in the present ATI paradigm. Two of these flaws have been discussed:
(1) inadequate conceptualization of ATI, and (2) inadequate ATI models. The next flaw to be discussed is: the methodology to analyze ATI's is inadequate. Cronbach and Snow (1969) support this proposition. They concluded that "most of the methodology commonly used in aptitudetreatment interaction (ATI) research was weak and often wholly inappropriate for the uses intended" (p. vii).

The present author has identified four major methodological problems which need to be overcome before ATI research can make much progress:

1. Most educational and psychological researchers are using the wrong statistical model, i.e. the general effects model.
2. The criteria for evaluating an effective ATI are inadequate.
3. Weak methods are being used to analyze ATI data, i.e. Analysis of Variance!
4. The external validity of most research is inadequate.

Inappropriate Statistical Model. Probably the biggest roadblock to successful ATI research is the myth of the general effects model which most researchers still cling to. This model treats interaction as error variance, and thus regards any ATI which is found as a nuisance rather
than as useful knowledge. The general effects modrl looks for systematic variation among either treatment or amony subjects, but not both. Proponents of the general effects model believe that interactions between the person and the environment limit the generalizability of inferences, and pose a threat to the establishment of general principles in education and psychology.

For example, Bracht and Glass (1968) suggest that
Generalization is the ability to make general statements about the effect of some treatment. Interactions between the treatment variable and characteriutics of subjects, however, may limit the generality of inference, depending on the type of interaction. (i.e. disordinal interactions) (p. 444)

Hunt (1975) strongly disagrees with Bracht and Glase (1968), and other proponents of the general effects model. He believes that "In psychology, the general effects model is a myth, and it (the general effects model) has severely limited the cumulative acretion of knowledge" (p. 211).

The fact that Hunt (1975) believes the general effects model to be a myth, does not mean that all experiments will yield differential results, i.e. interactions. In fact if the differential effects model were adopted universally, general effects would still be the dominant finding. At issue here is not the value of general effects, but rather the value of differential effects. If researchers continue to shut their eyes to differential effects, they will not find them, even when they are present.

Vale and Vale (1969) suggest that
interactions are a part of scientific life, and the time is long past when we could make a defensible case for choosing to ignore them. They are not the poor relations of main effects; in many circumstances it is from interactions that the interesting information is derlved. (p. 1043)

The present author suggests that the general effects model is a special case of the differential effects model and can be subsumed under it. For example, during the early twentieth century a great debate in physics revolved around the theory of relativity. Some physicists lined up in favor of the theory, others were opposed; very few were neutral. The debate was settled in favor of the theory of relativity, because the opposing theory, Newtonian physics, turned out to be completely explainable in terms of the theory of relativity, i.e. Newtonian physics was simply a subset of the theory of relativity.

Inadequate Criteria for ATI. The second major methodological ATI problem is: the criteria for identifying the existence of an ATI are inadequate. The most commonly cited criteria for identifying an ATI are the criteria established by Bracht and Glass (1968). They use two criteria. First, a significant disordinal interaction must be present, i.e. the regression lines for each treatment must cross. Second, the appropriate mean scores for each aptitude-treatment cell must be significantly different.

Unfortunately, most ATI researchers have adopted the Bracht and Glass (1968) criteria for an ATI, despite the existence of several other methods for identifying an ATI. Berliner and Cahen (1973)
feel that the technique for detecting disordinal interactions proposed by Bracht and Glass (1968) is overly conservative and perhaps unnecessary. It should be noted here that we believe ordinal as well as disordinal interactions can be used to advantage in TTI (i.e. traittreatment interaction) research. (p. 61)

Bracht and Glass (1968) believe that ordinal interactions are of little value to the researcher since they do not prescribe different treatments to different students. However, the reader should note that ordinal
interactions are valuable in at least two different situations: (a) when
the cost of the alternative "better" treatment is much more expensive than the poorer treatment, students might be assigned to the poorer treatment in order to save money. (b) When the payoff or benefit of the better treatment is not large enough to offset the increased cost. Berliner and Cahen (1973) suggest the following criteria for identifying interactions.

Ordinal interaction is detected when a test of parallelism of regression slopes is rejected and the regression lines do not cross. Disordinal interaction is detected when a test of parrallelism of regression lines is rejected and the regression lines cross within the range of the measured trait. (p. 61)

As mentioned earlier, Hunt (1975) is opposed to the Bracht and Glass (1968) criteria of interaction. He suggested two additional criteria for identifying interaction, namely the theoretical criterion, and the personal criterion. In addition Hunt suggests that
there is no logical reason why we should not use as the statistical criterion for the validity of a principle (in this case the principle is ATI's) the proportion of persons to whom it applies, and if this were done, the necessity for a person-environment interaction view would become quickly apparent. (p. 212)

A primitive but probably effective criterion for identifying an interaction is simply to "eyeball" the table of cross tabulations. If the differences between means are not readily apparent, then even if the interaction is statistically significant, it probably will not be educationally significant.

Weak Data Analysis Methods. The third methodological obstacle to progress in ATI research is the easiest obstacle to surmount. It only requires a little effort from researchers to learn a new analysis tool. The method of choice for ATI research is the general linear model (Rhett, 1972; Bracht and Glass, 1968; Cronbach and Snow, 1969,

1977; Ber1iner and Cahen, 1973).
Analysis of variance (AOV) is the usual data analytical tool for ATI research. Regression analysis (general linear model) will always be as powerful or more powerful a tool than AOV. When the independent variables for an AOV are continous variables, they are reduced to categorical variables in order to perform the analysis. Thus, the level of measurement is reduced and information is lost.

Regression analysis does not change the measurement scale of the independent variables; it uses all of the information available. However, when the independent variables are truly categorical, e.f. sex, analysis of variance and regression analysis yield identical results.

Inadequate External Validity. External validity in ATI and other research is often inadequate or non-existent. The solution to this problem will be as difficult to implement as trying to lure researchers away from the charms of the general effects model. The solution requires a major shift in the researcher's beliefs about the nature of research!

Most researchers go to great pains to insure the internal validity of their experiment, but give very little thought to the external validity of their experiment. If ATI research is going to become an effective research paradigm, ATI researchers must strike a more equal balanace between internal and external validity.

The key element in the design of the present experiment is the concept of external validity. Campbe11 (1957), and Campbell and Stanley (1963) introduced the concepts of internal and external validity of experiments. "Internal validity is the basic minimum without which any experiment is uninterpretable" (Campbell and

Stanley, 1963, p. 175). It is basically a logical issue, and asks the question, "can we infer that the experimental treatments are responsible for the observed effects?" That is, can alternative explanations for the experimental results be ruled out by the data collected?

External validity is the ability to generalize from the experimental findings to a group of subjects and a set of conditions which were not included in the experiment.

Campbell and Stanley (1963) have identified two sets of variables which can threaten the internal and external validity of experiments. Each of these variables represents a threat to the validity of the experiment, because it is a rival explanation of the experimental findings.

The threats to internal validity include: history, maturation, testing, instrumentation, statistical regression, selection, experimental mortality, selection-maturation interaction. The threats to external validity are: reactive effects of testing, interaction of selection and experimental variables, reactive effects of experimental arrangement, and multiple treatment interference. If a source of external invalidity is found, it causes generalizations from treatment effects to be limited to a restricted population or a restricted set of conditions.

Bracht and Glass (1968) distinguish between two classes of external validity: population validity and ecological validity. Population validity deals with generalizing from the sample, to the accessible population, to the target population. The threats to population validity are: generalizing from experimentally accessible
population to the target population, and the interaction of personalogical variables with treatment effects, i.e. ATI's.
"Ecological validity concerns the extent to which the habitats or situations compared in an experiment are representative of the population of situations to which the investigator wishes to generalize" (Snow, 1974, p. 272), i.e. will the experimental effects be found in other, similar experimental situations? Bracht and Glass (1968) list ten sources of external invalidity: problems of describing the independent variables, multiple-treatment interference, Hawthorne effect, novelty effect, experimenter effect, pretest sensitization, post-test sensitization, interaction of history and treatment effects, measurement of dependent variables, interaction of time of measurement and treatment effects.

Snow (1974) has extended the ideas of Bracht and Glass (1968) on external validity. Snow (1974) suggests that an emphasis on representative as opposed to systematic design of experiments would go a long way toward making present day Educational Psychology more productive. The terms "systematic" and "representative" were coined by Brunswick (1956); systematic design involves manipulating variables independently in orthogonal, factorial designs. A representative design is a design which has maximum generalizability, i.e. external validity.

Brunswick was led to the concept of representative design because current research methodology, i.e. systematic, factorial experimentation, was inappropriate for studying the phenomenon in which he was interested, i.e. human beings! "Brunswick seems to have - felt that intelligent human beings were active, flexible, adaptive,
processors of information available in a probabalistic, partially redundant environment" (Snow, 1974, p. 266). Brunswick believed that the use of AOV, which was developed for agricultural experimentation where the subject is passive, was forcing the experimental subject in psychology to adapt to the current level of research methodology.

Brunswick might suggest that

We have so far failed to adjust [current] methodology to fit the adaptive, probabilistic functioning of human behavior or to derive molar descriptions of that behavior in multidimensional natural situations. He would say that most educational experiments are not externally valid, i.e. not ecologically valid, or representative. In the extreme, he might have paraphrased William Jennings Bryan, urging that we must not crucify human behavior on the cross classification of systematic factorial design. (Snow, 1974, p. 269)

Snow (1974) believes that treatment characteristics should be "regarded as multivariate and interrelated" (p. 273), and that when treatment characteristics are included in the analysis,
factorial design may need to be supplanted by other, probably weaker methods....Quasi-representative design with respect to treatment characteristics requires methods that allow these characteristics to covary as they do in nature. (Snow, 19743, p. 273)
"Truly representative design with respect to ecological validity would sample randomly from the universe of treatments" (Snow, 1974, p. 273). However, true representative design is rarely possibly in educational research, so the experimenter must resort to quasirepresentative designs. These designs compromise the characteristics of true representative designs, just as quasi-experimental designs compromise the characteristics of true experimental designs. In developing a quasi-representative design, "it seems most convenient to move from systematic to more representative designs rather than vice versa" (Snow, 1974, p. 274).

Quasi-representative design. In order to make an experimental design more representative it is necessary to manipulate three dimensions of the experiment: (a) increase the ecological representativeness, (b) increase the population representativeness, and (c) increase the referent generality (see Figure 2). The steps to increase ecological representativeness will be discussed first.

A minimum step toward representativeness is gained by moving the standard experiments to relevant contexts, such as school rooms...A far more important step is accomplished if the experiment can be embedded unobtrusively in the flow of events. (Snow, 1974, p. 274)

The next step toward ecological representativeness is to conduct a very systematic experiment in two or more places, or "to vary teachers, methods, context or material to be learned" (Snow, 1974, p. 277).

Intraexperiment and extraexperiment observations are the next steps toward ecological representativeness. Intra-experiment observation attempts to determine (a) how do the subjects perceive the treatment, (b) what did the subjects do during the experiment, and (c) how did the treatment affect the subjects, e.g. side effects.

Extraexperiment observations produce data about the situation before the experiment. "A pretest on the contents to be learned is not sufficient" (Snow, 1974, p. 279). Relevant data should include: (a) did the treatment produce disturbing effects on subjects, e.g. Hawthorne or novelty effects, (b) what is the social context of the experiment, and (c) what is the recent and concurrent instructional and social history of the students? Techniques exist for making both intra and extraexperiment observations.


POPULATION REPRESENTAZIVENESS

Figure 2. A Three Dimensional Model for Quasi-representative Design Drawn from Snow's (1974) Figure 1, and Figure 2.

The ecological representativeness of an experiment will be increased if students are "adapted to the task so that it is as smooth and habitual as in ordinary school learning. Unnatural treatments...require adaptation of the learner to be properly evaluated" (Snow, 1974, p. 280), i.e. student behavior should be "tuned" so that it is normal when the experimental treatment begins.

Snow (1974) suggests that generalizations about school learning should be based on substantial periods of learning time. Treatments that last minutes or hours are not very representative of what actually occurs in school. However, if you extend a treatment in time, then you increase the possibility that extraneous influences are responsible for the experimental results, i.e. control is sacrificed to gain generalizability. Snow (1974) believes that at the present time, control is less important than representativeness.

The last step toward ecological representativeness is to allow treatments to covary naturally. When treatments are blocked into orthogonal designs, artificial conditions are often created which would not be found in natural settings. Snow (1974) suggests that in some studies powerful, factorial designs should be abandoned, in order to determine how phenomena behave in natural situations.

The second dimension of quasi-representative design is population representativeness. The steps for increasing the population representativeness should be much more familiar to the reader than the steps for increasing ecological representativeness. Snow (1974) suggests the following steps;
the addition of replication, [i.e. subjects from different populations] and ATI analysis of pretests, general ability, and sex measures, each add information about generalizabi-
lity to the experiment. Most informative in this respect are aptitudes chosen specifically for their relevance to the treatments under investigation. Even so, a measure of general ability should always be included. (p. 280)

The third dimension quasi-representative design should consider
is "referent generality".
referent generality is used here to designate the range or pervasiveness of the possible experimental outcomes measured in a given study...it implies that, other things being equal, we should prefer experiments that refer to 'larger' domains of future behavior. (Snow, 1974, p. 273-274)

Referent generality describes the domain measured by the dependent variables; it aids the experimenter in interpreting the meaning of generalizations. Snow (1974) suggests that "just as students and treatments must be characterized by many dimensions, we need to consider learning outcome as multivariate" (p. 273).

For example, if posttest achievement is the only dependent variable, then all generalizations must be limited to this narrow measure of-school learning. The experimenter interested in school learning, would be on much safer ground in discussing his results, if he had several different measures of school learning to generalize from, e.g. dependent measures might include cognitive and affective posttests, measures of retention and transfer, and measures of any unintended side effects.

Shulman (1970) focuses on another aspect of external validity which he calls task validity, i.e.
the actual mental operations or behaviors the subject is called upon to perform in the course of the experiment [should be] reasonably congruent with what takes place in the external domain of interest. (p. 378)

Shulman (1970) also suggests that there should be similarity between the psychologically meaningful aspects of the experimental situation and the situations which the experimenter is interested in generaliziing to.

For example, Shulman (1970) notes that most of the objectives of formal education can be categorized into verbal learning tasks, concept learning tasks, and problem solving tasks, and that most of the experimental work in these three areas has used the "trial" as its unit of analysis.

By any means of analysis, the trial must stand as an experimentally created artifact, devoid of the barest semblance of external validity... where in the world of human beings attempting to learn new material, attain novel concepts or solve unfamiliar problems does one find the external analogue of a trial? (p. 378)

Shulman is arguing that the above experimental tasks lack task validity.

Inadequate Knowledge of Basic ATI Dimensions

The last flaw in the ATI paradigm to be discussed will require the most time to be eliminated because it requires an extensive research effort into the basic dimensions of the ATI paradigm. That is, considerable effort needs to be devoted to defining the aptitude and environment dimensions of the ATI paradigm. The primary question which needs to be resolved is: "What are the basic dimensions or factors needed to describe aptitudes and environments?"

Differential psychology has been working toward defining the basic dimensions of individual difference for 100 years; considerable knowledge of the aptitude domain is available. The problem in the aptitude domain is to determine which aptitude dimensions are relevant to the ATI paradigm in general, and more specifically, to the ATI paradigm in education.

Rhett (1972) believes that "relatively few investigators have managed to choose the most appropriate dimensions of learner charac-
teristics" (p. 272). Cronbach and Snow (1969) are much stronger in their criticism of the aptitudes selected previously in ATI research. They conclude that the learner aptitudes selected have been simplistic and thus are
> unlikely to identify combinations of variables worth investigating. There is no instance where an ATI study defined in terms such as these [i.e. simplistic] using familiar "content" constructs from the Guilford or other such aptitude collections has lead to convincing evidence of interaction. (p. 184)

> Rhett (1972) is in agreement;
> one of the reasons the previous work with specific abilities has not seemed to pay off may well be that abilities under consideration in a given experiment had no known or strong inferential relation to the specific task the subject was asked to cope with. (p. 276)

In summary, the problems with defining the aptitude domain limit its usefulness for ATI research.

However, Mitchel (1969) believes that the classification of
environments and treatments is relatively primitive in comparison to
the classification of individual differences. Shulman (1970) gives
an even more pessimistic description of the problem.
Aptitude-treatment-interaction will likely remain an empty phrase as long as aptitudes are measured in micrometers and environments are measured by divining rods...Social scientists are dramatically impotent in their ability to characterize environments. Generally, they do not even try. It should by now be a truism to point out that neither individuals nor groups can be adequately described without reference to some setting... The language of education and the behavioral sciences is in great need of a set of terms for describing environments that is as articulate, specific, and functional as those already possessed for characterizing individuals. (p. 374)

Because researchers lack a vocabulary for describing environments
or treatments, they do not think of treatments as variables to be
sampled from. Their thinking about treatments is generally confused, and "treatment dimensions have not been as carefully thought out as they might be" (Tobias, 1976, p. 64).

The eventual solution to this problem is to develop a classification of environments, based on the primary dimensions of the environment domain. Without this language progress on ATI research will be slow.

At the present time, four methods can be adopted to minimize some of the problems of working with the environment domain.

The first method is to design or select treatments on the basis of the psychological functions which they utilize. Treatments which utilize the same psychological functions cannot be expected to produce an interaction, because psychologically, the two treatments are very similar.

The second method is to let the characteristics of the experimental task determine the structure of the treatment. Rhett (1972)
observed that
From an examination of many of the treatments reported in the literature, there often seems to be only a tenuous relation between contrasting treatments and the task itself. It would often appear that selection of the treatments was based more on their contrast or oppositeness than on their actual relation to the task. (p. 275)

The third method for improving the selection of educational
environments is to include the teacher as an environmental variable in the design of the experiment. Shulman (1970) concludes that

Researchers must not ignore the teacher as an independent variable. Stephens (1967) in a compelling and disturbing review of research argued that no systematic effects for curriculum or program are observable in fifty years of educational research. He concluded that what determines the effectiveness of a program is that variable generally ignored or ostensibly randomized away--the teacher. In-
stead of pretending that teachers are merely sources oferror variance, researchers must use multivariate, experi-mental designs which include the teachers' educationallysignificant characteristics as factors. At the presenttime, researchers have no idea what these characteristicsare. (p. 389)
The last methods for coping with ignorance of the environmental/treatment dimension is to design educational treatments on the basisof experimental evidence that learners actually perform differentlyon a given educational task, and that this performance is related tosome learner aptitude. This is the method suggested by Rhett (1972)and discussed in the section on ATI models.
All of the evidence presented in this review suggests that it
is to early to condemn ATI research for its lack of substantive
findings. It would be more productive to look at this period in thehistory of ATI research as a developmental or formative period.Researchers are still learning the rules for conducting ATI research.Messick's (1970) comment seems most appropriate. We "are attemptingto tally up the score when we haven't yet learned to play the game"(p. 214).

## METHODOLOGY AND DESIGN

Target Population and Sampling Plan

## Target Populations

The target population of the present study is all high school (i.e. 9th-12th grade students), chemistry, and eighth grade general science students in major metropolitan areas of the U.S. similar to Boston, Massachusetts.

## Accessible Population

For the present study the accessible population is all high school chemistry, and eighth grade general science students in the metropolitan Boston area. Metropolitan Boston is defined as the cities and towns in the Boston Standard Metropolitan Statistical Area (SMSA) which is defined by the U.S. Census Bureau.

## The Sample

Unfortunately, when the present study was conducted students were already members of existing classes; it was impossible to select students at random. So, the sampling unit for the present study was the teacher rather than the student. With the resources available to the present author, it was not possible to select teachers at random
from a sampling frame. Lack of random sampling limits generalizations from the sample to the accessible population.

The teacher was selected as the unit of analysis because classes taught by the same teacher, and the students within the classes were not independent of each other. Teachers were randomly assigned to experimental and control groups. Five teachers were randomly assigned to the experimental group (one class dropped due to missing data). Four teachers and 15 classes were assigned to the control group (six classes dropped which did not begin the experimental unit). Table $V$ describes characteristics of the overall sample. Table VI describes the characteristics of experimental and control groups.

## Table V

CHARACTERISTICS OF THE OVERALL SAMPLE

| Variables | Original <br> Sample | Adjusted <br> Sample |
| :--- | :---: | :---: |
| Communities <br> in Sample | 3 | 3 |
| Schools <br> in Sample | 6 | 6 |
| Teachers <br> in Sample | 9 | 9 |
| Classes <br> in Sample | 27 | $27 *$ |
| Students <br> in Sample | 541 | 505 |

*Two classes were dropped from the analysis due to missing information. Class 682 contained 14 students; Class 462 contained 22 students. All of the analysis in the present study were based on the adjusted sample.

TABLE VI
CHARACTERISTICS OF THE EXPERIMENTAL AND CONTROL GROUPG

| Variables | Experimental Group | Control Group | Total <br> Sample |
| :---: | :---: | :---: | :---: |
| Communities in Sample | 2 | 3 | 3 |
| Schools <br> in sample | 3 | 4* | 6 |
| Teachers in Sample | 5 | 4* | 9 |
| Classes <br> in Sample | 12** | 15** | 27 |
| Students in Sample | 239 | 302 | 541 |
| Sex |  |  |  |
| Male | 102 (8)*** | 148 (11) | 250 |
| Female | 134 (5) | 148 (11) | 282 |
| No Information | 3 (1) | 6 | 9 |
| Grade Level |  |  |  |
| 8th | 68 (14) | 98 | 166 |
| 10th | 9 | 42 (1) | 51 |
| 11th | 121 | 142 (21) | 263 |
| 12th | 41 | 20 | 61 |
| Race |  |  |  |
| White | 213 (14) | 120 (22) | 333 |
| Black | 12 | 1 | 13 |
| Other | 11 | 1 | 12 |
| No Information | 3 | 180 | 183 |

[^1]Nine teachers volunteered to participate in the present study. These teachers taught a total of 27 different classes from six different schools in three different communities.

It was intended that all schools should be within the Boston SMSA; one of the communities is on the fringe of the Boston SMSA. However, it is similar to the neighboring communities which are in the Boston SMSA; so the present author will speak of the sample as representative of the Boston SMSA.

Three different size communities were selected for the present study: a large urban community $(100,00)$, a moderate size suburban

TABLE VII DEMOGRAPHIC CHARACTERISTICS OF COMMUNITIES IN SAMPLE

|  | Billerica | hoburn | Cambriage | Boston SMSA |
| :--- | ---: | ---: | ---: | ---: |
| Population | 31,648 | 37,406 | 100,361 | $2,753,700$ |
| Sex: Male | 15,965 | 18,112 | 49,089 | $1,303,156$ |
| Female | 15,683 | 19,294 | 51,272 | $1,450,544$ |
| Age: 18 \& |  |  |  |  |
| Under | 14,126 | 14,072 | 20,155 | 878,293 |
| $19-29$ | 5,590 | 6,483 | 30,788 | 532,982 |
| $30-64$ | 10,501 | 13,876 | 30,718 | $1,032,540$ |
| $65 \&$ older | 1,431 | 2,975 | 11,700 | 309,885 |
| Median age | 22.6 | 26.2 | 26.8 | 29.1 |
| Race: White | 31,415 | 37,057 | 91,408 | $2,602,741$ |
| $\quad$ Black | 153 | 230 | 6,783 | 127,035 |
| $\quad$ Other | 80 | 119 | 2,170 | 23,924 |
| Median |  |  |  |  |
| Income | $\$ 11,331.00$ | $\$ 11,748.00$ | $\$ 9,815.00$ | $\$ 11,449.00$ |
| Median school |  |  |  |  |
| years completed: |  |  |  |  |
| Males | 12.3 | 12.4 | 12.7 |  |
| Females | 12.3 | 12.4 | 125 | 12.4 |
|  |  |  |  | 12.4 |

community $(40,000)$, and a moderate size rural-suburban community ( 30,000 ) (Cambridge, Woburn, and Billerica.) See Table VII for additional details on these communities.

The Sampling Procedure

To obtain the sample of teachers, the present author first contacted the school superintendant for permission to do research in the school system; next the school principal and the department head were contacted. Finally, teachers in each department were contacted. Three out of the four school systems contacted agreed to participate in the study. The fourth superintendent expressed his interest in the study, but could not allow participation because his school committee had banned the use of group intelligence tests.

## Data Collection Instruments

Four types of data collection instruments were used in the present study: The Classroom Environment Scale, a set of ability tests selected to measure general ability, two measurements of cognitive outcomes, and an instructional treatment description form.

The Classroom Environment Scale

The Classroom Environment Scale (CES) consists of the nine scales listed in Table VIII; the CES can be found in Appendix A. These scales are:
designed to assess the atmosphere in a junior and senior high school classroom. The CES offers a method of evaluating the effects of course content, teaching methods, teacher personality, class composition, or characteristics on nine scales

## Relationship Dimensions

1. INVOLVEMENT measures the extent to which students have atten-
tive interest in class activities and participate in
discussions. The extent to which students do additional
work on their own and enjoy the ciass is considered.
which describe a classroom environment. (Consulting Psychologist Press, 1976, p. 35.)

Insel and Moos (1974) suggest that these scales can be grouped
into three major dimensions:
Relationship dimensions identify the nature and intensity of personal relationships within the environment. [The following scales are included in this dimension: Involvement, Teacher Support, Affiliation.]

Personal development dimensions consider the potential or opportunity in the environment for personal growth and the development of self-esteem. [This dimension includes the following scales: Task Orientation, and Competition.]

System Maintenance and system change dimensions assess the extent to which the environment is orderly and clear in its expectations, maintains control, and is responsive to change. [This dimension includes the following scales: Order and Organization, Rule Clarity, Teacher Control, Innovation.] (p. 181)

TABLE IX

INTERNAL CONSISTENCIES, AVERAGE ITEM-SUBSCALE CORRELATIONS AND TEST-RETEST RELIABILITITES FOR FORM R SUBSCALES

| Subscales | Internal <br> Consistency $(\mathrm{N}=22$ <br> Classrooms) | Average <br> Item-Subscale <br> Correlation $(\mathrm{N}=465$ <br> Students) | Six Week Test-Retest Reliability $(N=52$ <br> Students) |
| :---: | :---: | :---: | :---: |
| Involvement | . 85 | . 57 | . 87 |
| Affiliation | . 74 | . 48 | . 73 |
| Teacher Support | . 84 | . 54 | . 89 |
| Task Orientation | . 84 | . 53 | . 78 |
| Competition | . 67 | . 44 | . 81 |
| Order \& Organization | . 85 | . 54 | . 85 |
| Rule Clarity | . 74 | . 48 | . 72 |
| Teacher Control | . 86 | . 57 | . 79 |
| Innovation | . 80 | . 50 | . 90 |
| Mean | . 80 | . 52 |  |

Source: Moos, R. and E. Trickets. Classroom Environment Scale. Palo Alto, Calif.: Consulting Psychologist Press, 1974.

There are ten items in each scale of the CES, and items are scored either true or false. The CES takes from $15-20$ minutes to complete. The profile stability of CES scales is extremely high for a six week test-retest interval; the average intraclass correlation was .95. Scale six week test-retest reliability ranges from . 72 to . 90 . The average interval consistency for all scales was .80 (This is based on a K-R 20 estimate of reliability.) Scale reliabilities can be found in Table IX.

## Ability Measures

The objective of this section is to combine several primary mental ability tests into a battery which successfully measures general ability. Cattell (1966) and Horn $(1976,1968)$ believe that general ability is a composite composed of fluid and crystalized intelligence. Most general ability tests are heavily loaded on crystalized intelligence. Snow (1977) suggests that Cattell's theory of intelligence, "or related hierarchical views have finally become popular because they fit existing data rather well offering some hope of parsimony" (p. 68).

The present author based the general ability measure used in the present study on Cattell's theory of intelligence. That is, the proposed measure of general ability should reflect both fluid and crystalized intelligence. Table $X$ shows those primary mental abilities which measure either pure crystalized or pure fluid intelligence. For example, a test which is a pure measure of fluid intelligence will have a high factor loading on the fluid intelligence factor, and a low loading on the crystalized intelligence factor.

The major problem in constructing a measure of general ability
which reflects both fluid and crystalized intelligence, is to identify those primary mental abilities which measure either pure fluid or pure crystalized intelligence. Table $X$ presents the results of four factor analytic studies which identified those primary mental abilities which were pure measures of either fluid of crystalized intelligence. The present study used the results presented in Table $X$ as a guide to the primary mental abilities which best measured either pure fluid or pure crystalized intelligence.

Horn (1968) gives the following definitions for the primary mental abilities listed in Table $X$.

1. CFR - Figural Relations: this primary ability measures eduction of a relation when this is shown among figures, as in the matrices test.

TABLE X

FACTOR LOADINGS ON FLUID AND CRYSTALIZED INTELLIGENCE

| Primary <br> Ability | Factor Loadings from Research Studies |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 |  | 2 |  | 3 |  | 4 |  |
|  | $\mathrm{G}_{\mathrm{f}}$ | $\mathrm{G}_{\mathrm{C}}$ | $\mathrm{G}_{\mathrm{f}}$ | G | $\mathrm{G}_{\mathrm{f}}$ | $\mathrm{G}_{\mathrm{C}}$ | $\mathrm{G}_{\mathrm{f}}$ | $\mathrm{G}_{\mathrm{C}}$ |
| CFR | . 48 | - | . 57 | . 01 | . 48 | -. 08 | . 50 | . 10 |
| Ms |  |  | . 50 | . 00 |  |  |  |  |
| I | . 55 | - | . 41 | . 06 | . 55 | . 12 |  |  |
| V | - | . 69 | . 08 | . 68 | . 08 | . 69 | . 15 | . 46 |
| EMS | - | . 43 | -. 08 | . 43 | -. 08 | . 43 |  |  |
| N | . 20 | . 29 | . 21 | . 29 | . 20 | . 29 |  |  |

1. Horn, 1965
2. Horn, 1968
3. Horn and Cattell, 1966
4. Cattell, 1963

Source: Horn, J.L. "Organization of Abilities and the Development of Intelligence." Psychological Review, 1968, 75, 242-259.
2. Ms - Memory Span: reproduction of several numbers or letters presented briefly either visually or orally.
3. I - Induction: eduction of a correlate from relations shown in a series of letters, numbers, or figures as in a letter series test.
4. V - Verbal comprehension: advanced understanding of language, as measured in a vocabulary or reading test.
5. EMS - Experiential Evaluation: solving problems involving protocol and requiring diplomacy, as in a Social Relations test. (p. 249).
6. N - Number Facility: "The ability to perform basic arithemetic operations with speed and accuracy." (Ekstrom, French, and Harmon, 1976, p. 115)

Ideally, a measurement of general ability based on the fluidcrystalized intelligence theory should include at least one measure of each primary mental ability listed in Table $X$, with the exception of N. N seems to measure both fluid and crystalized intelligence. However, it was not possible to include a measure of each of these abilities in the general ability test. Guilford (1977) found that EMS generally had low factor loadings, and he did not have a copy of the test to give to the present author. Ms was not included due to lack of testing time. Data on the remaining three abilities (CFR, I and $V$ ) in Table $X$ were collected.

It is extremely desireable to have at least two tests of each primary ability in the test battery. This wil increase the reliability of measuring each primary ability by eliminating test specific factors from the analysis. The present study used four measures of CFR, and two measures of $V$. However, time limited the present study to one measure of I (Horn, 1968).

Tests of CFR. Form A of Cattell's Culture Fair Test (Scale 2) was selected to measure CFR in general, and fluid intelligence especially. This test is composed of four scales. The matrices test
is the only scale which directly measures CFR, but the total test scores has a very high loading on fluid intelligence (.78). This was the best measure the present author could find of fluid intelligence. Reliability and validity for the Culture Fair test are reported in Tables XI and XII. The total test score reliability and validity for form A is quite adequate (see Tables XI, and XII). However, the reliability for each of the four scales of $A$ is low.

There are two forms of the Culture Fair test (Form A and B); the test manual strongly recommends that both forms be used in order to estimate IQ. Only Form A was used in the present study; there was not enough time to administer both forms. When only one form of the Culture Fair test is used, this lowers the reliability of the test from. 84 to. .77. Since $I Q$ was not used as data in the present study, this loss of reliability did not have serious consequences.

The total testing time for Form $A$ is 12.5 minutes. However, by the time students finished reading directions and asking questions, the actual testing time was approximately 25 minutes.

Tests of Verbal Comprehension (V). Tests from the "Kit of Factor Referenced Cognitive Tests" (Ekstrom, French and Harmon, 1976) were selected to measure Verbal Comprehension(V), and Induction(I). This kit of tests measures 23 different cognitive factors. Each of these factors has been found in at least three different factor analyses. Each cognitive factor is represented by at least three different marker tests. Marker tests are useful because they have usually been well established, and there relationship to other cognitive factors is known. Ekstrom, French and Harmon (1976) strongly recommend that the researcher include at least two marker

## TABLE XI

reliability of the ability tests used to measure
FLUID AND CRYSTALIZED INTELLIGENCE

| Ability Test | Number of Items | Time | Reliability Coefficient |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Alpha | Equivalence* | Test-Retest |
| Culture Fair Test-Scale 2 |  |  |  |  |  |
| (Form A) | 46 | 12.5 | . 77 | . 67 | . 73 |
| Test 1: Series (G-1) | 12 | 3.0 |  | . 43 |  |
| Test 2: Classifications |  |  |  |  |  |
| (G-2) | 14 | 4.0 |  | . 30 |  |
| Test 3: Matrices (G-3) | 12 | 3.0 |  | . 69 |  |
| Test 4: Conditions (G-4) | 8 | 2.5 |  | . 58 |  |
| $\mathrm{v}-1$ (Part 1) | 18 | 4.0 | .75** | . 94 |  |
| v-2 (Part 1) | 18 | 4.0 | .65** | . 84 |  |
| $\mathrm{V}-1$ (Part 1) $+\mathrm{V}-2$ (Part 1) | 36 | 8.0 | .78** |  |  |
| I-1 (Part 1) | 15 | 7.0 |  | . 84 |  |

*Equivalence reliability was calculated by correlating parallel forms with each other. **These correlations were calculated from a random sample of 100 high school students in the present study.

TABLE XII
VALIDITY COEFFICIENTS FOR THE CULTURE FAIR TEST, $\mathrm{V}-1, \mathrm{~V}-2$ AND $\mathrm{I}-1$

| *Correlation With Variables in the Present Study | Culture <br> Fair IQ <br> (Part A) | V-1 | V-2 | $\begin{aligned} & \mathrm{v}-1+ \\ & \mathrm{v}-2 \end{aligned}$ | I-1 | **Full Scale Culture Fair Test |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Culture Fair Scales |  |  |  |  |  |  |
| Test 1: Series (G-1) | . 64 | . 21 | . 27 | . 26 | . 33 | . 76 |
| Test 2: Classification $(G-2)$ | . 72 | . 13 | . 26 | . 21 | . 22 | . 54 |
| Test 3: Matrices (G-3) | . 61 | . 15 | . 22 | . 20 | . 27 | . 76 |
| Test 4: Conditions (G-4) | . 65 | . 19 | . 23 | . 23 | . 25 | . 51 |
| Culture Fair 10 | - | . 21 | . 33 | . 29 | . 37 | - |
| Total Test Score |  |  |  |  |  | . 85 |
| $\mathrm{v}-1$ | .21 | - | . 64 | . 93 | . 22 |  |
| $\mathrm{v}-2$ | . 22 | . 64 | - | . 87 | . 20 |  |
| $\mathrm{V}-1+\mathrm{V}-2$ | . 29 | . 93 | . 87 | - | . 23 |  |
| I-1 | . 37 | . 21 | . 20 | . 23 | - |  |
| ***Factor 2 | . 87 | . 20 | . 39 | . 31 | . 41 |  |
| ***Factor 3 | . 09 | . 93 | . 61 | . 88 | . 14 |  |
| ***Factor 2 + Factor 3 | . 59 | . 82 | . 70 | . 85 | . 36 |  |
| Fourth Term Grade | . 25 | . 19 | . 25 . | . 24 | . 30 |  |
| Final Grade | . 30 | . 21 | . 30 | . 27 | . 38 |  |
| Student's Age | . 11 | . 41 | . 29 | . 40 | . 07 |  |
| Correlations with variables from other Studies **** |  |  |  |  |  |  |
| Science Graces (7th grade) |  |  |  |  |  | . 43 |
| Arithmetic Proficienncy |  |  |  |  |  | . 47 |
| English and Math Achievement |  |  |  |  |  | . 46 |
| Raven Matrices |  |  |  |  |  | . 51 |
| Otis Beta |  |  |  |  |  | . 49 |
| Pintner General Ability |  |  |  |  |  | . 69 |
| Metropolitan Reading Test |  |  |  |  |  | . 56 |
| Abstract Reasoning |  |  |  |  |  | . 78 |
| WISC Verbal |  |  |  |  |  | . 62 |
| WISC Performance |  |  |  |  |  | . 63 |
| WISC full Scale |  |  |  |  |  | . 72 |
| Average Concurrent Valicity |  |  |  |  |  | . 70 |

[^2]tests for each cognitive factor that the researcher is interested in. Thus, ideally, two marker tests for $V$ and two marker tests for $I$ should be included in the present analysis. However, time limitations prevented the present author from including two marker tests for $I$. Verbal comprehension (V) is defined as the "ability to understand the English language" (Ekstrom, French, and Harmon, 1976, p. 163). This is an extremely well established cognitive factor. Ekstrom et al. (1976) report that it has been
found in more than 125 studies. [They suggest that] there may be separate Verbal Comprehension factors for each language...and that this factor contrasts with the ideational fluency and word fluency factors which are not specific to a given language ( p . 163).

The present study selected two of the five marker tests for $V$ available in the Kit of Factor Referenced Cognitive Tests; these marker tests are described as $V-1$ (a 4 choice synonym test) and V-2 (a 5 choice synonym test which uses a different format than $V-1$ ). (Directions for $V-2$ were changed slightly.) Both of these tests are suitable for grades 7-12, and both tests are divided into two parts which are administered separately. Each part contains 18 items and takes 4 minutes to complete. Equivalence reliability can be obtained by correlating part 1 with part 2 . However, time limitations demanded that only part one of each test be administered. The reliability and validity of these tests is listed in Tables XI and XIII. The internal consistency reliability of these tests was based on a random sample of 100 high school students in the present study. This reliability is . 75 for part 1 of $\mathrm{V}-1$, and .65 for part 1 of $\mathrm{V}-2$. Since the analysis for the present study eventually added scores on V-1 to the scores on $V-2$, the present author believes that these
reliabilities are adequate. The reliability for this composite test based on the Spearman Brown prophecy formula is .78.

> Tests of Induction. Induction (I)
> identifies the kinds of reasoning abilities involved in forming and trying out hypotheses that will fit a set of data. Induction appears to be a two step process requiring both concept formation and hypothesis testing....inductive ability is probably involved in concept learning tasks. (Ekstrom, et al, 1976, p. 79)

Figure classification seems to be the most prominent subfactor of induction.

Of the three Induction marker tests, listed in Ekstrom et al, (1976), the present author selected Letter Grouping (I-1) for use in the present study. This marker test was most similar to the tests used by Cattell to validate the fluid-crystalized intelligence theory. In I-1 "five sets of four letters each are presented. The task is to find the rule which relates four of the sets to each other, and to mark the one which does not fit the rule" (Ekstrom, et al., 1976, p. 80). This marker test is divided into two parts; each part contains 15 items, and takes 7 minutes to complete. This test is suitable for grades 8-16. There was not enough time to administer both parts of $I-1$, so the present author only used part 1 of $I-1$ in the present study.

The reliability and validity of $I-1$, is contained in Tables XI and XII. The equivalent form reliability of both parts of $I-1$ is .84. The present author did not calculate the internal consistency reliability for part 1 of $I-1$ because $I-1$ was not used in the final analysis of the present study. I-1 was dropped from the analysis because only 165 students completed I-1; this is $32 \%$ of the total
sample.

I-1 was the last test administered in each class. Teachers were instructed to skip $I-1$, if they did not have enough class time to complete the test. Unfortunately, most classes did not have enough time to finish this test.

The test score on all ability measures used in the present study was the total raw score for each test. No correction for guessing was applied to any of the raw scores.

Design of the Unit Test

The present study designed two pseudo-parallel unit tests; these unit tests were designed to measure classroom learning at the completion of one unit of high school chemistry. Teachers selected acidbase theory as the experimental unit of instruction.

Test 1 was administered to the experimental group, and test 2 was administered to the control/replication group to measure initial learning for the experimental unit of instruction. Test 1 was also administered to the control group as a pretest of knowledge on the experimental unit of instruction. Thus, the experimental group and the control group received different tests of initial learning. In order for this to be a valid comparison it is necessary to show that the two forms of the unit test were approximately parallel. That is, the two test forms were measuring the same theoretical construct; i.e., initial learning for the experimental unit of instruction.

The following three steps were used to insure that the two unit tests were approximately parallel, these steps also insured content

## validity:

1. Define the domain of information covered by the unit test.
2. Construct parallel tables of specification and unit tests.
3. Item analysis of the two test forms.

Definition of the Subject Matter Domain. The first step in the design of the unit tests was a survey of the subject matter covered by the experimental unit. The present author reviewed three high school and one eighth grade text books which contained units on acid-base theory. This review yielded a total of 113 terms, i.e., facts, concepts, rules, skills; these terms were placed in a "concept checklist" survey. (See Appendix B)

The purpose of the concept checklist is to define the subject matter domain for an instructional unit on acid-base theory. The concept checklist asked each teacher to rate each term for its importance in a unit on acid-base theory. The ratings each teacher gave to each concept are in Appendix B. The author used these ratings to select "important" terms which should be included in the subject matter domain, i.e., the subject matter domain was defined as all of the terms which the teachers rated as important. When the subject matter domain was defined, terms were randomly selected from the domain for inclusion in both forms of the unit test. An adequate domain definition is absolutely essential for constructing parallel forms.

Two criteria were used to select terms for the subject matter domain. In order to insure content validity, only important terms (as judged by the teacher ratings) were included in the test domain.
(1) All terms should have an average rating of 2.0 or less. That is, on the average teachers perceived this term as moderately important. (When the distribution of ratings for any term was very skewed [greater than 1.0] the median was used instead of the average.)
(2) Terms which met the first criterion were dropped from the subject matter domain if any of the six high school teachers gave them a rating of 4 or 5 , i.e. irrelevant.

Thus, any high school teacher could veto the inclusion of any term in the subject matter domain. The first criterion insures that only important terms are included in the test domain, and the second criterion insures that there is considerable agreement among the teachers on each term in the test domain. One high school teacher was not in the study at the time the concept checklist was completed. So, the averages in Appendix $B$ are based on 6 ratings rather than 7. The ratings of the two eighth grade teachers were not analyzed at this time.

Sixty-two of the terms on the concept checklist met the first criterion for inclusion in the test domain. Fifty-four of these terms met both criteria, and thus the test domain contains 54 terms (see Appendix C).

Appendix C lists the 54 terms contained in the test domain. These terms were classified by type of learning outcome and by the appropriate grade level. The grade level of each term was determined by using the concept checklist ratings each eighth grade teacher gave each term. In order for the term to be classified as appropriate for eighth grade students, the term must meet the two criteria listed above; in addition both eighth grade teachers had to rate the term
as "very important", i.e. a rating of 1 on the concept checklist (criterion \#3). This criterion was adopted for two reasons: (1) The eighth grade test only contained 20 items; since the test was short, the present author felt that all test items should measure essential information which all students should know, i.e. a rating of 1. Since there were only two eighth grade teachers in the study, the present author believed that a more valid eighth grade test would result if both teachers agreed on the test domain.

Twenty-two of the fifty-four terms in the test domain met criterion \#3 above, and were classified as appropriate at the eighth grade level. There was a surprising degree of agreement between the two eighth grade teachers on which terms were inappropriate. Of the thirty-two terms in the test domain which were classified by criterion \#3 as inappropriate for the eighth grade level, thirty-one of these terms were rated between 3 and 5 by both teachers. That is, the teachers agreed $97 \%$ of the time on the terms which were inappropriate for eighth grade students.

Appendix $C$ shows that 20 items were needed for the eighth grade test; only twenty-two terms were classified as appropriate for the eighth grade level. In order to increase the pool of eighth grade terms, the eight terms which met criterion \#1, but did not meet criterion \#2 were reviewed. Two of these eight terms also met criterion \#3, and were included in the test domain. Both of these items were rejected by criterion \#2 because one teacher had given them a rating of 4. These two terms were added to the test domain in order to increase the pool of eighth grade terms. This slight violation of the veto principle established earlier, seems
justified by the need to increase the size of the eighth grade term pool. The two terms added to the test domain were items 19 and 50. This increases the test domain to 56 terms.

## Table of Specifications

> A table of specification relates outcomes to content, and indicates the relative weights to be given to each of the various areas....The purpose of this table is to provide assurance that the test will measure a representative sample of the learning outcomes, and the subject-matter topics to be measured. (Gronlund, 1977, p. 27)

Two tables of specification were used to construct parallel forms of the unit test. The outcome dimension of each table was the same; the content dimension was a stratified random sample of 40 terms selected from the test domain constructed above.

The outcome dimension of the table of specification measured three different outcomes: (1) learning of factual information (53\%), (2) defined concept learning (32\%), and (3) rule learning (15\%). The percentage of each type of outcome was selected by the present author as representative of the outcomes observed in the textbooks being used. Since defined concepts are a special type of rule, Table XIII shows that for high school students $52 \%$ of the test is devoted to learning verbal information, and $48 \%$ is devoted to rule learning. The reader should note that these proportions were different for the eighth grade test: $75 \%$ of this test was devoted to verbal information, and only $25 \%$ was devoted to rule learning.

The present author believes that these percentages reflect the amount of time devoted to the different learning outcomes in school. The terms in the test domain provide some support for these assertions.

## TABLE XIII

GENERAL FORMAT FOR THE TABLE OF SPECIFICATIONS USED IN THE CONSTRUCTION OF THE UNIT TEST

| Grade Level | Learning Outcomes |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Verbal Information |  | Defined Concepts |  | Rules |  | Total |  |
|  | N | \% | N | 8 | N | \% | N | \% |
| Eighth Grade | 15 | 37.5 | 5 | 12.5 | 0 |  | 20 | 50 |
| High School | 6 | 15.0 | 8 | 20.0 | 6 | 15.0 | 20 | 50 |
| Total | 21 | 52.0 | 13 | 32.5 | 6 | 15.0 | 40 | 100 |

$N$ is the total number of unit test items which measured each type of learning outcome.

The present author believes that these percentages reflect the amount of time devoted to the different learning outcomes in school. The terms in the test domain provide some support for these assertions. For high school students $54 \%$ of the terms in the test domain were classified as verbal information. For eighth grade students $71 \%$ of the terms in test domain were classified as verbal information (see Appendix C).

Table XIII describes the general format for both tables of specification. It shows that each test will contain 40 items, i.e. questions. This total was based on the assumption that a student could answer one item each minute. Table XIII shows that the eighth grade students completed the first 20 items of a 40 item test. The test items designed for the eighth grade students had a lower reading level than high school test items, and these items were designed to be easier than the high school items. In general, the eighth grade items did not demand the sophistication that the high school items required. One of the major problems in writing
test questions was to make the eighth grade questions easy enough for eighth grade students, but not so easy that the correct answer was obvious to the high school students.

Table XIII was converted into a table of specification by selecting the terms for the content dimension from terms in the test domain. Stratified random sampling without replacement of the test domain items was used. Each cell of Table XIII was treated as a strata, and a random sample of the corresponding terms in each cell of the test domain was taken. The eighth grade cells were sampled first. Eighth grade terms which were not selected for the eighth grade test were available for selection on the high school test.

For example, Appendix $C$ contains the Table of Specification for Test 1. The verbal information-eighth grade cell of this table lists the 15 terms which were randomly selected from the corresponding cell of the test domain. Terms \#19 and \#52 were not selected from the test domain. These two terms were still available for selection when terms were sampled for the verbal information-high school cell. The six terms selected for this cell are listed in Appendix C. Neither term \#19 or \#52 was selected for this cell. But they were available for selection to this cell. Random selection of terms continued until all cells were filled. At this point the table of specification was complete.

The table of specification was used to guide the writing of test questions. Gagne's conception of verbal information and rule learning was used as a basis for writing test questions. The criteria for these different learning outcomes were discussed in

Chapter II.

For example, term \#85 in test 1 is in the rule learning-high school cell. Rule learning requires that the student be able to demonstrate the rule he has learned. In this case, term \#85 requires that the student demonstrate that he has learned the rule (intellectual skill) or rules for performing an acid-base titration. Term \#85 was written as test question 36; this question required that the student demonstrate an acid-base titration by selecting the steps for this procedure in the correct order, i.e. demonstrate the rule for titration.

The table of specification is a guide for writing the stem of a test question. The test constructor is left on his own in constructing the test responses. Appendix D contains Test 1 and Test 2 with their respective answers.

Item Analysis. The last step in designing the unit tests was an item analysis of each test. The purpose of an item analysis is to look at each test item and determine if the item is reliable and valid. The following indices were used to judge the quality of each item.

1. Part-whole correlation
2. Discrimination index
3. Difficulty index

Items which are low on any of these indices should be revised or eliminated. An item analysis should contain approximately 400 subjects; with fewer subjects, item characteristics may change. Neither of the unit tests was pretested; classes which had completed the experimental unit were not available for a pretest.

Eighth grade students were not included in the item analysis of either test.

Test 1 was administered to the experimental group at the completion of the unit on acid-base theory. An item analysis of this test was performed for the high school students in the sample ( $\mathrm{N}=130$ ). The difficulty index and the discrimination index for each item are listed in Appendix D. The average discrimination index for test 1 was . 356 , and the average difficulty index was .365. The formulas for the discrimination index and difficulty index are listed in Appendix E. None of the items in test 1 had a negative discrimination index; however, the discrimination index for three items was less than .20. Grounland (1977) recommends that the discrimination index for a test of this length should be at least . 20 .

Test 2 was administered to the control group at the completion of the experimental unit; only high school students were included in the item analysis $(N=90)$. The only difference between the administration of test 1 to the experimental group and test 2 to the control group was that the control group was pretested with test 1 before the unit of instruction began.

An item analysis was also performed on the 40 items in test 2 . The difficulty index and the discrimination index for each item are listed in Appendix D. The average discrimination index for test 2 was . 388 , and the average difficulty index for test 2 was . 353. Only one of the items in test 2 had a negative discrimination index; four other items had a discrimination index less than . 20 , i.e. 35 of the 40 items in test 2 had a discrimination index greater than .20 .

Ordinarily, questions with a low or negative discrimination
index would be dropped from the test. However, in the present experiment it was necessary for the two test forms to be approximately parallel. This means that the two tests would have approximately equal means, and standard deviations. Items with poor discrimination were not dropped because this would result in tests with different numbers of items.

Reliability. The coefficient alpha reliability for test 1 is .805 (see Table XV). This was calculated using the Kuder-Richardson 20 formula; the coefficient alpha formula reduces to the $\mathrm{KR}-20$ formula when items are scored dichotomously. Coefficient alpha for test 2 was .756. Test-retest reliability with a two week period between testing was .631 ; this is simply the correlation between the initial learning test and the retention test for the experimental group. $\quad(\mathrm{N}=124)$.

Validity. Several measures of validity were collected. The content validity of both tests was insured by sampling at random from a list of terms which the teachers considered to be important. The table of specifications helped to insure content validity by measuring two different types of learning outcomes.

Two measures of concurrent validity were collected (1) the correlation between unit test scores and fourth quarter grades, and (2) the correlation between unit test scores and final grades. (See Table XIV) .

The final measure of test validity was a teacher rating of the validity of the unit tests. Teachers were asked, "How well do you think the unit test measured the student's knowledge of acids and bases?" The ratings ran from very well (1) to very poorly (5). This

TABLE XIV

VALDITY COEFFICIENTS FOR TWO FORMS OF THE UNIT TEST

|  | Initial Learning Test Score |  |  |  | Retention <br> Test Score <br> Experimental <br> Group |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Experimental Group |  | Replication Group |  |  |  |
|  | Correlation | N | Correlation | N | Correlation | N |
| Fourth Quarter Chemistry Grades | . . 589 | 121 | . 581 | 182 | . 669 | 76 |
| Final Chemistry Grade | 553 | 109 | . 540 | 183 | . 683 | 69 |
| Age | . 386 | 171 | . 448 | 182 | . 284 | 133 |
| Grade Level | . 444 | 177 | . 511 | 184 | . 339 | 140 |

TABLE XV
DESCRIPTIVE DATA FOR THE TWO FORMS OF THE UNIT TEST

|  | Test l | Test 2 |
| :--- | :---: | :---: |
| Mean | 25.21 | 25.88 |
| Standard Error of Mean | .549 | .563 |
| Standard Deviation | 6.26 | 5.34 |
| Median | 25.00 | 27.00 |
| Standard Error of | .577 | .866 |
| the Median | 11 to 38 | to |
| Range of Test Scores | .356 | .388 |
| Average Discrimination Index | .365 | .353 |
| Average Difficulty Index | .805 | .756 |
| Reliability (KR-2l) | .631 | .631 |
| Reliability (Parallel Forms)* | .571 | .560 |
| Concurrent Validity** | 130 | 90 |

*This is the correlation between Test 1 and Test 2 for the same subjects There was a two week interval between testings.
**This is the average of two validity coefficients reported in Table XIV: the correlation between fourth quarter grades and unit test scores, and the correlation between final grades and unit test scores.
question is contained in the treatment description form in Appendix F. The average teacher rating of the unit test was 2.78 , i.e. slightly better than "fairly well". The standard deviation of this rating was l.2.

Table XV summarizes all the information presented on test 1 and test 2. A comparison of the characteristics of test 1 with test 2 showed that these characteristics were very similar for both tests. The present author concluded that there was enough evidence to demonstrate that the two tests were approximately parallel. In order for the results from the control group to be useful, it was essential that test 1 and test 2 be approximately parallel.

## The Treatment Description Form

'The last data collection instrument administered in the present experiment was the treatment description form (see Appendix $F$ ). This form was designed by the present author. The data for this form was collected approximately 1 week after the experiment ended. For the experimental group this was one week after the retention test was administered. For the control group this was one week after the initial learning test was administered. For some teachers this data was collected as soon as the day after the experiment ended, but for other teachers this data was collected as late as a week after the experiment ended.

The data for this form was collected during a personal interview with the teacher which lasted approximately 30 minutes. Four types of information were collected at this time.

1. a description of the length and type of instruction each class received.
2. a description of class behavior during the experiment.
3. teacher demographic data.
4. a rating of the unit test.

This information will be discussed in the sequel.

Research Design

The present study is a nonexperimental study of classroom learning and retention. As such, no variables were manipulated; the primary emphasis of the present study was representativeness rather than systematic control. As mentioned earlier Brunswick (1956) coined the terms representative and systematic design. A representative design has maximum generalizability, i.e. external validity. Whereas systematic design emphasizes control of the independent variables, and thus tries to maximize internal validity. The present emphasis in educational psychology is heavily weighted toward systematic design and internal validity. Snow (1974) and others believe it would be a more productive research strategy to strike a more equal balance between the requirements of internal and external validity.

Barker (1965) suggests that systematic experimentation may even destroy the phenomenon under study. For example, Barker, Dembo, and Lewin (1941) began a series of studies which have been verified in many different forms. They demonstrated that experimenter induced frustration lead to regressive behavior in children. However, Fawl (1963) searched naturalistic observations of children's behavior in hopes of confirming Barker's previous findings. Fawl (1963) found that frustration occurred rarely for children in naturalistic settings, and when it did occur, the children rarely responded with regressive behavior!

Barker (1965) suggests that

It appears that the earlier experiments simulated frustration very well as we defined and prescribed it for our subjects (in accordance with our theories); but the experiments did not simulate frustration as life prescribes it for children. (p. 5)

Thus, this line of research has generated a great deal of reliable
information about the phenomenon of "simulated frustration", i.e. experimenter induced frustration, but little information about naturally occurring frustration.

The present study has tried to maximize representativeness. This emphasis on representativeness demanded a nonexperimental design. The purpose of the present study is to test a model (or theory) of classroom learning. Snow (1974) identifies two opposing methods for building theory in psychology. The first method, the method of choice for physics, builds psychological theory by the:

> successive accumulation of factors; the investigator starts with a simple experiment and complicates it in successive studies by adding independent or contextual variables, hoping to reach an understanding of complex behavior. This is the method that experimental psychology has followed for decades.... [The alternative, the method of choice in biology, is the method] of successive omission of factors, in which complex, perhaps naturally occurring treatments that are found really effective in at least one context, are then disected by systematic experiments to find out how and why they work. (p. 278 )

Cattell (1966), Sells (1966), and Pearboom (1971) argue in favor of adopting the method of successive omission of factors. They emphasize the importance of ecologically oriented and non-manipulative research in psychology. They argue that behavior is complex, multi-dimensional and probabalistic, and that "stripping the environment down to a minimum in order to control, to determine the role of a very few variables, may be a potentially self defeating process"
(Snow, 1974, p. 268).
Thus two lines of reasoning suggest that a nonexperimental study of classroom learning is likely to be more productive than an experimental study of classroom learning: (a) representative design as suggested by Snow (1974), and (b) theory building by the successive omission of factors (Snow, 1974; Catell, 1966; Sells, 1966).

As suggested earlier truly representative design is rarely possible in educational settings. So the present study has adopted a quasi-representative design. These designs try to maximize three variables: (a) ecological representativeness, (b) population representativeness and (c) referent generality (see Figure 2). These three variables were the controlling variables in the design of the present study.

## Ecological Representativeness

The primary objective of using "general classroom instruction" as a treatment is to observe classroom learning in as natural, and unreactive a way as possible. This treatment and other procedures discussed in the sequel insures that the present study has high ecological representativeness.

The present study meets all of the conditions for ecological representativeness described in Figure 2, and in the Review of Literature. Starting with the most basic criterion for ecological representativeness, the present study was:

1. Conducted in a natural, representative environment-i.e. high school and eighth grade classrooms.
2. Unobtrusive--for the most part students did not know an experiment was being conducted.
3. Systematic replication--data were collected
from six schools, three towns and nine different teachers.
4. Extra-experiment observations were collected before and after the experiment began: Ability, CES, and Teacher opinions of the test. The most serious flaw in the ecological representativeness of the present study was the lack of intraexperiment observation. That is, no data were collected while the unit of instruction was taught. This could have been obtrusive, and reactive, and so this type of data was not sought.
5. Students were prepared for this unit of instruction. School was in session for approximately 30 weeks before the experiment began, i.e., before the unit of instruction was taught.
6. The unit of instruction lasted approximately three weeks; this is representative of a normal unit of instruction, and does not represent a temporary phenomenon.
7. The treatment (unit of instruction) was taught using the teacher's prefered methods and the media available.

Population Representativeness

High school and eighth grade students were chosen as the subjects for the present experiment for three reasons. Each reason was an attempt to insure population validity.

1. The present author believed it was very important in ATI
research to choose subjects who were representative of people in general. This insures that all levels of aptitude are represented in the study, and thus avoids the problems caused by restricting the range of the variables under study.
2. Next to the white rat, students in introductory psychology are probably the most studied subjects in psychology. Thus, most psychológical generalizations should be restricted to these populations. Neither of these subjects is particularly representative of Homo Sapiens. However, this doesn't stop psychologists from using
these subjects to make generalizations about man in general. The present author hoped that high school and eighth grade students would provide a sounder base for generalizations.
3. The most desirable pool of subjects for the present study would contain a random sample of people in general; this would insure a high degree of population validity for the present study. However, there was no practical way to gather these subjects together. High school and eighth grade students were the most representative subjects to which the present author had access.

The population representativeness of the present study was also high (see Figure 2). Specifically,

1. The subjects for the present experiment were drawn from 6 different schools and two different grade levels.
2. Data were collected on age, race, sex, ability and pretest knowledge.
[The pretest was only given to the control group.]
3. General ability $X$ CES interactions were examined.
4. However, aptitudes were not chosen on the basis of their relevance to the unit of instruction due to insufficient basic knowledge. The aptitudes chosen should relate to any type of classroom instruction.

## Referent Generality

The referent generality of the present experiment was moderate. Information on transfer was not collected due to limited testing time available from the schools. Attitude information probably would not be specific to the unit taught.

## Task Validity

Task validity (Shulman, 1970) has been described earlier. Task validity is high; the learning tasks used in the experimental unit
of instruction were no different from the learning tasks encountered in other chemistry units.

In addition, treatments were not categorized artificially into nominal categories such as: discovery-versus reception but rather data were gathered quantitatively on the instructional treatment (See the class descriptions in Table $X X$ ).

Threats to Internal Validity

The present study is internally valid if the outcomes studied are a function of the instructional treatment and not other causes. That is, the research design adopted by the present study should prove that initial learning was produced by the instructional treatment alone, and not other causes. If other causes for the initial learning can be found, then the internal validity of the experiment must be questioned.

The research design for the present study is shown in Figure 3. $R$ indicates that teachers were randomly assigned to the experimental and control groups. The dashed line indicates that the study used intact groups; the intact groups were classes. The reader should note that classes were not assigned at random. $O_{1}$ and $O_{2}$ indicate that some observations were made on both groups before the instructional treatment was begun. These observations were the ability and CES tests mentioned earlier. $X$ indicates when the classes received the instructional treatment. (X) indicates instruction but not the experimental unit. $\mathrm{O}_{3}$ and $\mathrm{O}_{6}$ are different forms of the initial learning test administered after the instructional treatment. $\mathrm{O}_{4}$ is a pretest of the information taught in the
instructional unit, and $\mathrm{O}_{5}$ is a retention test of the material learned during the instructional treatment. (It is the same measure as $\mathrm{O}_{6}$.)


Figure 3. Research Design for the Present Study

Campbell and Stanley (1963) list eight classes of extraneous variables which are potential threats to internal validity. A study high in internal validity will control all of these threats. Each of these threats to internal validity will be discussed in the sequel.

History. History refers to events occurring in the environment during the same time as the instructional treatment, i.e. events external to the instructional treatment. For example, history variables include short duration, unusual events, which last minutes or a few days, like the Cuban missle crisis, the 1968 blackout, a bomb scare one morning, or institutional events like a prom, a play or the beginning of vacation. Unusual external events of longer duration are also possible history variables, e.g. racial unrest lasting weeks or months possibly caused by busing, or integration efforts; a teacher strike, or seasonal variations such as the coming
of spring.

History variables also include events within the instructional treatment, i.e. internal events. For example, short term internal events that are history variables include: a discipline problem on a particular day or series of days; a substitute teacher for a few days. History variables which are long term internal events, include: inadequate instructional materials for one class but not another; no heat in one classroom but in others.

Limitations on internal validity by virtue of history are dealt with by using a control group which can be expected to have the same external or historical experiences during the course of the experiment as those of the experimental group. If both groups experience the same history, then this factor becomes less important. (Tuckman, 1972, p. 75)

The $\mathrm{O}_{3}-\mathrm{O}_{4}$ comparison provides a test for history variables. Since both groups have had the same history, any difference between the groups must be due to the instructional treatment.

Maturation Variables. Maturation refers to the process of change which occurrs within experimental subjects as a result of biological or psychological changes that vary with the passage of time, e.g. developmental changes in the subjects. Maturation is a problem for studies that extend for long periods of time. However, short term and biological changes in the subject can also cause maturational changes, e.g. boredom, hunger, fatigue.

The use of a control group composed of comparable persons who can be expected to have the same or similar maturational and developmental experiences will enable the experimenter to make conclusions about the experimental treatment independent of the confounding maturation effect. (Tuckman, 1972, p. 75)

The $\mathrm{O}_{3}-\mathrm{O}_{4}$ comparison is also used to test for maturation effects. Since both groups are composed of subjects with comparable
maturational experiences, any difference between the groups cannot be due to maturational variables.

Intrasession history also needs to be controlled, i.e. the irrelevant, unique events of an experimental session or class become rival hypotheses for explaining the control-experimental comparison.

All those in the same session share the same intrasession history, and thus have sources of similarity other than $X$. [the treatment] If such sessions have been assigned at random, the correct statistical procedure is the same as that for the assignment of intact classrooms to treatments. (Campbell and Stanley, 1963, p. 184)

Testing Variables. "Testing refers to the effects of taking a pretest on the subsequent posttest performance of individuals" (Tuckman, 1972, p. 75). For many types of pretests the subject will do better on the posttest simply because he has taken the pretest. This is refered to as reactivity. Some measurements are more reactive than others. Intelligence tests and achievements tests are often very reactive, e.g. a 3-5 point I.Q. gain due to retesting.

The $\mathrm{O}_{3}-\mathrm{O}_{6}$ comparison provides a means to assess the effect of pretesting. If the pretest has affected $O_{6}$, then $O_{6}$ should be greater than $\mathrm{O}_{3}$.

Instrumentation Variables. Instrumentation refers to a change
in the experimental tests, measurements or observations from one occassion to another. Mechanical instruments and paper and pencil tests are not very susceptible to instrumentation effects. Observers or raters are very susceptible to instrumentation effects. Practice, boredom, fatigue or expectations can influence observations or scoring procedures. Data collection procedures, observations and measurements should remain constant across time and across groups.

All of the observations of the present study were paper and pencil tests; if the administration procedures were followed by each data collector, at each administration of the tests, instrumentation should not effect them, i.e. intrasession history should be the same in all classes. Adequate reliability and validity are often enough to refute the hypothesis of instrumentation bias. Using alternate forms for the pretest and posttest also helps to refute the instrumentation bias hypothesis (Tuckman, 1972).

Statistical Regression Effects. This effect refers to the statistical fact that groups which are chosen for their extreme scores on a pretest will be closer to the overall mean on a posttest. That is, extreme high scorers on a pretest will have lower scores on a posttest, and extreme low scorers will have higher scores on a posttest. This phenomenon occurs because chance factors are more likely to influence extreme scores than average scores, and luck or misfortune is not likely to bless the same person on a second testing.

Regression effects only occur when subjects have been selected for their extreme scores. Since subjects and teachers were not selected for their extreme scores, regression effects are unlikely in the present experiment.

Selection Bias. Selection bias occurs when the subjects in the experimental and control groups are different on some relevant variables. When this occurs it is impossible to determine if a difference between the experimental and control groups is due to the treatment, or due to the subjects which were selected for each group. That is, the observed outcomes may be due to initial differences between the groups
rather than due to the treatment. Thus, the outcomes observed might have occurred without the treatment.

Randomly assigning subjects to treatments is the best way to control for selection bias. Randomization assures group equality at the time of randomization. However, the assurance of equality is greater for large numbers of random assignment than for small . . . randomization . . . is a less than perfect way of assuring the initial equivalence of such groups. It is nonetheless, the only way of doing so, and the essential way. (Campbell and Stanley, 1963, p. 185)

In the absence of random assignment to groups, selection bias can be partially controlled by demonstrating that the groups were initially equivalent on relevant variables. Selection bias can also be checked by comparing the $\mathrm{O}_{3}-\mathrm{O}_{4}$ comparison with the $\mathrm{O}_{6}-$ $\mathrm{O}_{4}$ comparison. If these comparisons are approximately equal, then selection bias cannot be used to explain the observed group differences.

Experimental Mortality. Experimental mortality refers to the loss of data from subjects who dropped out of the study. If subjects who drop out of the study are different from those who remain, then the results of the posttest could be biased. Posttest bias will result when dropping out is related to the dependent variable. For example, if students dropped out of an instructional treatment because it was too difficult, the treatment might show an effect because only the more able students remained to be posttested.

Differential mortality between the control group and the experimental group is also a rival hypothesis. Mortality can be eliminated as a rival hypothesis by comparing $\mathrm{O}_{3}-\mathrm{O}_{4}$ with $\mathrm{O}_{6}-\mathrm{O}_{4}$. If this comparison is approximately equal then mortality is ruled out.

In summary, three comparisons must be satisfied before the internal validity of the present study can be confirmed. The first comparison is a comparison of $\mathrm{O}_{3}$ with $\mathrm{O}_{4}$. It states that there is no difference between the initial learning of the experimental group and the pretest knowledge of the control group. This comparison will be called Null hypothesis $A: O_{3}-O_{4}=0$.

The second comparison is a comparison of the difference between the initial learning and pretest knowledge of the control group. It is called Null hypothesis $B: O_{6}-O_{4}=0$.

The third comparison is a comparison of the initial learning of the experimental group with the initial learning of the control group. If there was no selection or mortality bias, these two groups should have learned approximately the same amount from the instruction. Thus Null hypothesis $C$ is: $\mathrm{O}_{6}-\mathrm{O}_{3} \neq 0$. All three of these null hypotheses must be rejected before the internal validity of the experiment can be confirmed.

Chapter I refered to the Internal Validity Hypothesis ( $\mathrm{H}_{\mathrm{IV}}$ ). This hypothesis cannot be tested by one comparison, but rather requires that three different null hypotheses be rejected before the internal validity of the present experiment is confirmed. These three hypotheses were refered to above as Hypothesis A, B, and C.

## Threats to External Validity

Threats to external validity limit the generalizability of a study to specific populations, treatment variables, settings and measurement variables.
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The problems of internal validity are solvable within the limits of the logic of probability statistics; the problems of external validity are not solvable in any neat, conclusive way. Generalization always turns out to involve extrapolation into a realm not represented in one's sample . . . logically, we cannot generalize beyond (the limits of this sample). But we do attempt to generalize by guessing at laws and checking out some of these generalizations in other equally specific but different conditions. (Campbell and Stanley, 1963, p. 187)


 Four threats to external validity will be discussed in the sequel:The Interaction of Testing and Treatment. If this interaction is present, then the treatment will either be more effective or less effective due to pretesting. When the pretest is highly unusual it is more likely to interact with the treatment than when it is a fairly common occurrence. The best way to control for this interaction is to avoid a pretest.

In the present study, the $\mathrm{O}_{3}-\mathrm{O}_{4}$ comparison controls for this interaction, but does not measure it. This interaction cannot be ruled out as a limitation on the $\mathrm{O}_{6}-\mathrm{O}_{4}$ comparison.

The Interaction of Selection and Treatment. If this interaction is present, then any experimental results should be restricted to that population which is uniquely described by the subjects in the experimental and control groups. This interaction implies that there is something unique about the sample of subjects studied which is responsible for the treatment results. For example, treatment results might apply to rural subjects, but not urban subjects.

There is no way to test for the presence of this interaction; a complete description of sampling procedures is the best way to determine the extent of this interaction.

Reactive Effects of the Experiment. Whenever subjects are aware that they are in an experiment, or their normal routine is disrupted by the experiment, then subjects may react differently to the treatment, than in a similar nonexperimental situation. The best way to avoid this problem is to keep the experimental situation as normal as possible, and to keep the experiment as unobtrusive as possible.

Multiple Treatment Interference. This occurs when the subject experiences more than one treatment during the experiment. The combination of treatments may produce results different than if the subject had experienced the experimental treatment alone. For example, students in school usually take more than one subject on any one day. Even though these other courses are not experimental, they could have an interfering effect on the experimental treatment.

## Analysis

## Multiple Regression Analysis

Hypotheses one through eight were tested using multiple regression analysis. Multiple regression analysis is commonly based on one of the three following analytical strategies: (a) simultaneous model (b) the hierarchical model, or (c) stepwise regression (Cohen and Cohen, 1975). The simultaneous model analyzes all of the independent variables at the same time; each independent variable is treated equally. This model is appropriate
when we have no logical or theoretical basis for considering any variable to be prior to any other, either in terms of a hypothetical causal structure of the data or in terms of its relevance to the research goals. (Cohen and Cohen, 1975, p. 98)

The hierarchical model is an alternative analytic strategy to the simultaneous model. The hierarchical model enters independent variables into the regression equation "cumulatively according to some specified hierarchy which is dictated in advance by the purpose and logic of the research" (Cohen and Cohen, 1975, p. 98). That is, independent variables are entered in the regression equation in a series of cumulative steps. These cumulative steps form a hierarchy. For example, assume there are three independent variables, $A, B$, and $C$. At step one a regression equation is calculated based on variable $A$. At step two a regression equation is calculated on variables $A+B$; and at step three, a regression equation is calculated on variables $A+B+C$.
$\mathrm{R}^{2}$ (the squared multiple correlation) is the proportion of the dependent variable variance which is accounted for by all of the independent variables in the model. Thus, a hierarchical analysis produces a series of $R^{2}$ ' $s$ : one $R^{2}$ for each step in the hierarchy. As independent variables are added to the hierarchical model, the cumulative $R^{2}$ increases. This hierarchical procedure makes it possible to calculate the relative proportion of dependent variable variance accounted for by each independent variable ( $X_{i}$ ) in the model. This proportion is calculated by subtracting $R^{2}$ at step 2 from $R^{2}$ at step $1\left(R_{2}^{2}-R_{1}{ }_{1}\right)$; this increase in $R^{2}$ is called the squared semiparital correlation ( $\mathrm{sr}^{2}{ }_{\mathrm{i}}$ ).

Thus $\mathrm{sr}_{\mathrm{i}}{ }^{2}$ equals the increase in the squared multiple correlation ( $R^{2}$ ) when variable $X_{i}$ is added to the previous independent variables in the regression equation. This increment in $R^{2}$, due to adding variable $X_{i}$ to the regression equation, equals
the proportion of the dependent variable (Y) variance accounted for by $X_{i}$. So the hierarchical model provides a way to partition the Y variance into the proportion of variance accounted for by each of the independent variables. In fact this is the only method to partition the $Y$ variance when the independent variables are correlated.

The major limitation to this approach to variance partitioning is that the proportion of $Y$ variance accounted for by each independent variable depends upon that variables place in the hierarchy. That is, variables entered first in the hierarchy are likely to account for a greater proportion of the $Y$ variance than variables which are entered later in the hierarchy. So sr ${ }_{i}{ }^{2}$ is relative to each specific ordering of the independent variables.

The major task in using the hierarchical model is to determine the order of the independent variables. If a rationale for ordering the independent variables cannot be found, then the hierarchical model should not be used. In this case its results would be totally misleading, and the simultaneous model is the method of choice.

The major advantage of the hierarchical model is that once the order of the independent variables is determined, the total $Y$ variance accounted for by the regression equation can be partitioned among the independent variables. Thus, it is extremely important that the hierarchy of the independent variables is determined by the purpose and logic of the research design.

Two methods are commonly employed to determine the hierarchical order of the independent variables: causal priority, and research
relevance. Causal priority demands that independent variables which are either temporally or logically prior to other independent variables were grouped together into "functional sets" (Cohen and Cohen, 1975, p. 125). A functional set is a set of independent variables which were grouped together because of their substantive content or because of the function they perform in the logic of the research. For example, the nine scales of a personality questionnaire might be grouped together into a "personality set" and represented as a research factor by set $P$ or a number of different variables might be grouped together into a covariate set and represented as the research factor COV.

Setwise Regression Analysis

The present study grouped the independent variables into
five functional sets. These sets were entered in the regression equation in the following order:

1. a covariate set (COV)
2. an ability set (A)
3. a classroom environment set (CE)
4. an interaction set (A X CE)
5. a developmental interaction set (Grade Level X CE where CE stands for the classroom environment set (G X CE)

Each of these sets corresponds to one of the research hypotheses stated earlier with the exception of the covariate set.

There are three major reasons for basing the analysis on sets rather than on the separate independent variables.

1. The most important reason for the present study was that testing sets of variables for significance rather than separate independent variables helps to control the experimentwise error by decreasing the number of significance tests performed.
2. In some cases the primary interest of the study is the research factor constituted by the set of variables, not each independent variable. For example the covariate set in the present study.
3. It is often conceptually easier to discuss a set of variables as opposed to a number of independent variables.

The method of analysis for sets is similar to the hierarchical method for individual independent variables. That is, at each stage of the hierarchy a set of variables is added to the model, and the increment in $R^{2}$ due to adding the set of variables to the equation is calculated. If this increment $\left(s^{2}\right)$ is significant, it indicates that at least one of the variables in the set accounts for a significant proportion of the variance of the dependent variable. If a significant increment is found, a test for each independent variable in the set is calculated. However, if a set of independent variables is not significant, no $t$ tests on the sets constituent independent variables are permitted.

For example, when the ability set $A$ is added to the regression equation, the equation states that $Y=C O V+A$. The $R^{2}$ calculated from this equation is symbolized by $R^{2} Y$.COV,A. The $R^{2}$ calculated on the basis of the covariate set alone ( $Y=C O V$ ) is symbolized by $R^{2}$ y.cov. This increment is symbolized as $I_{A}$, i.e. the increase in $R^{2}$ due to the addition of set $A$ to the regression equation. $I_{A}$ is identical to the squared semi-
partial correlation for set $A\left(s R_{A}^{2}\right)$ (The notation for the above $\mathrm{R}^{2}$ will be explained in the sequel.)
$I_{A}$ is tested for significance using the $F$ distribution. If this increment is significant, it indicates that at least one of the ability variables in set $A$ accounts for a significant proportion of the $Y$ variance, and the regression coefficient for each ability variable is tested for significance with a test. If $I_{A}$ is not significant, then no significance tests are performed on the individual variables of set $A$. The logic here is the same logic as the protected $t$ test developed by Fisher (also called LSD test). For each of the research sets tested, all of the individual $t$ tests are under the protection of the overall setwise F test. The individual variables contained in each set can be examined for significance only if the sets significance is established by its $F$ test.

Cohen and Cohen (1975) recommend the above procedure for the following reason.

Since the number of sets is typically small, the investigationwise Type I error does not mount up to anywhere nearly as large a value over the tests for sets as it would over the tests for the frequently large total number of independent variables. Then, the tests of single independent variables are protected against inflated setwise Type I error rates by the requirement that their set's $F$ meet the alpha significance criterion. Further, with Type I errors under control, both the $F$ and $t$ tests are relatively powerful (for any given $n$ and $\mathrm{F}^{2}$ [effect size]). Thus, both types of errors in inference are kept relatively low and in good balance. (p. 163)

Occasionally, it may happen that a set has a significant $F$, but none of its independent variables yield a significant t.

A technically correct interpretation is that collectively (setwise) there is sufficient evidence that there is something there, but individually, not enough evidence to identify what it is. A risky but not unreasonable resolution of this dilemma is to tentatively interpret as sig-
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nificant any independent variable whose $t$ is almost large enough to meet the significance criterion; whatever is lost by the inflation of the Type $I$ error is likely to be compensated for by the reduction of Type II error, and the resolution of the apparent inconsistency. (Cohen and Cohen, 1975, p. 165)


## Analysis of Partial Variance (APV)

The present study tested the 8 research hypotheses using analysis of partial variance; (Cohen and Cohen, 1975) this is a generalized form of analysis of covariance. This analysis was done using setwise hierarchical multiple regression analysis. Almost all of the limitations, assumptions, and logic of analysis of covariance (ACV) apply to the analysis of partial variance (APV). Because many readers will be more familiar with ACV than analysis of partial variance, the sequel will begin with a discussion of $A C V$, and then broaden this perspective to include the APV.

The purpose of both types of analysis is to statistically control irrelevant sources of variation. There were several irrelevant sources of variation in the present experiment. They exist primarily, because the present experiment was forced to use intact groups (classes) in the experiment; as opposed to randomly assigning students to each class.

The variables which measure these irrelevant sources of variation are called covariates. The purpose of a covariate is to statistically control irrelevant sources of variation. This control is achieved by removing variance due to the covariates from the dependent variable. This is accomplished by regressing $Y$ on the covariates; this regression $\lambda$ equation results in a predicted $Y$ based on the covariates (Y). This predicted $\hat{Y}$ is then subtracted from the observed values of $Y(Y-\hat{Y})$; the
result is a new dependent variable $Y^{\prime}$. $Y^{\prime}$ has had all of the variance due to the covariates subtracted from it; it is thus commonly referred to as the residual $Y$ variance or the covariate adjusted $Y$ variance.

The ACV is simply a form of setwise hierarchical multiple regression. The covariate set is entered first, and then the research factor set is entered in the equation.

It is important to emphasize that the dependent variable being analyzed in $A C V$ is not $Y$ but a new variable $Y^{\prime}$, which has been adjusted by the covariate set. Strictly speaking it is the residual $Y$ variance left after the variance attributed to the covariate set has been subtracted $\left(R^{2}-R^{2} C O V\right)$. ACV should be used only when for logical and substantive reasons, the focus of the research interest is on adjusted $Y$ variance, not on $Y$ variance in general. It is also important to note that the research factors of interest are also changed by removing the variance of the covariate set. The new independent variables have also been adjusted by the covariate set, e.g. A.COV.

The following assumptions should be met to perform an ACV. (a) no restriction is placed on the type of variables in the covariate set. (b) The research factor set must be qualitative, or nominal, i.e. it represents group membership. (c) There is no interaction between the covariate set and the research factor set. This is referred to as the homogeneity of regression hypothesis. That is, the relationship between Y and the covariate set is the same for all groups in the population. If this is true, then the same adjustment can be made to each of the groups analyzed by the ACV. If this hypothesis is false, then the adjustment made to all groups will be an overadjustment for some groups and an underadjustment for other groups. This hypothesis is tested by actually
entering a (Covariate $X$ Research factor) set in the analysis. If
it is non-significant then the ACV is valid.

As suggested earlier Analysis of Partial Variance (APV) is a more general form of $A C V$. The only difference between the two methods is that assumption \#2 of ACV (listed earlier) is not needed. In APV there is no restriction on the type of data used as a research factor i.e. the independent variables in the research factor set may be quantitative as well as nominal.

The Covariate Set. The purpose of the covariate set is to adjust the $Y$ variance for extraneous sources of variation that may bias the results. When variation is controlled statistically by a covariate, it is important that this variance be irrelevant to the objectives of the experiment. If this variance is not removed, it offers an alternative interpretation of the results. A valid covariate must meet the three following conditions:

1. It is an extraneous source of variation that affects $Y$, but is irrelevant to the objectives of the experiment.
2. The covariate is a determinant or cause of $Y$; $Y$ is not a cause of the covariate. This is assured when the covariate observations describe the subject at a point in time prior to the observation of $Y$.
3. If the covariates are related to the research factors, then the flow of causality must be from the covariate to the research factor. "ambiguity may arise in nonexperimental research or quasi-experimental research where preexisting groups make up [the research factor]." (Cohen and Cohen, 1975, p. 395)

If there are differences between classes (the intact groups) on $Y$, then part of the reason this difference exists is because of the covariates. Thus it makes sense to remove this irrelevant variance from
$Y$ and to examine the residual variance that results when the variance is adjusted for the covariates. Assumption \#3 above assumes that when the covariate set is related to the research factor set, it is because the covariate set is causally prior to the research factor set, i.e. the covariate set causes the differences in the research factor set. To the extent that this assumption is false, the covariate set steals variance from the research factor set, and thus underestimates the variance of the research factor set.

Table I lists the major research factors which could influence (cause) classroom learning. Because students were not randomly assigned to classes or teachers, all of these factors are rival alternative hypotheses to the research hypotheses discussed earlier. In order for the results of this study to be unambiguous all of these factors need to be eliminated as potential rival hypotheses.

Given the nature of the intact groups, the best way to deal with these rival hypotheses would be to eliminate these differences using APV with each of the factors in Table $I$ as covariates. Unfortunately, there is not enough data to do this for all these factors. This is particularly true for the national, community and school factors. For example, there are so few schools and communities represented in either the experimental group or the replication group, that this information is redundant with the other covariates used in the analysis.

However, since teachers were assigned at random, this factor should be equated for the experimental and replication group. Thus, its variance is controlled experimentally, and it should not be a rival hypothesis.

An examination of the data presented in the next section and in Table XXXII suggests that there are large differences between classes on

Y, and that students were probably assigned to classes and teachers on the basis of ability. Thus, it is essential to statistically adjust $Y$ for these class differences. Table XX presents the class variables on which data were collected. Three of these variables were used as covariates: (a) grade level, (b) total instructional time, and (c) classize.

Grade level is the distinction between the eighth grade classes and the high school classes; it is a dummy variable coded 1 for eighth grade and 0 for high school. Grade level probably accounts for the largest difference between the classes. Of all the variables in the analysis grade level was expected to have the largest correlation with Y. That is, it was expected that high school students would do better on a posttest than eighth grade students. This is true for the replication group, but only approximately true for the experimental group. Ability has approximately the same relationship to $Y$ as grade level does for the experimental group (see Table XVI).

The instructional time (IT) is approximately the total time students were exposed to the instruction. It is the product of the number of class periods spent on instruction and the length of each period in minutes. Teachers were very good in reporting the number of class periods spent on instruction. (This is basea on the teachers records.) The approximation occurs because no record was kept of the actual length of each period.

For example, in the course of several weeks events within each class probably occurred to reduce the time spent on instruction for that class period, e.g. announcements from the office, students late to arrive, disruptive students. Thus, the reader should consider

CORRELATION BETWEEN GRADE LEVEL, ABILITY AND POSTTEST FOR THE EXPERIMENTAL AND CONTROL GROUPS

|  | EXPERIMENTAL GROUP |  | CONTROL GROUP |  |
| :--- | :---: | :---: | :---: | :---: |
| INDEPENDENT VARIABLES | POSTTEST | N | POSTTEST | N |
| GRADE LEVEL* | -.529 | 179 | -.650 | 184 |
| ABILITY FACTORS |  |  |  |  |
| F2** | .185 | 140 | .527 | 149 |
| F3*** | .535 | 140 | .445 | 149 |

[^3]instructional time (IT) to be the maximum amount of time available, not the actual time spent on instruction. In reality, these figures are probably within $5 \%$ of each other, and probably affected all classes to the same degree.

The third covariate is class size; it is the total number of students in each class during the instructional unit. Class size was chosen as a covariate because it is a fundamental social characteristic of a group, and could have an impact on learning. It also could be a determinant of some of the CES scales, e.g. affiliation, competition.

The major student variables which could influence $Y$ are listed in Table I. The present study collected information on ability and demo-
graphic characteristics. Ability was the major research factor in the present study. The other variables in the student factor set could be used as covariates, or more importantly as variables in the research factor. It was beyond the scope of the present study to collect and analyze this information. Extensive demographic information on the student's characteristics was collected. This information was not used for covariates because of a possible relationship to the variables in the research factor set.

The Research Factor Set. Four sets were included in the research factor set: an (1) Ability set, (2) a Classroom Environment set, (3) The Ability by Classroom Environment Interaction set (A X CE), and (4) the Grade level by CE Interaction set (G X CE).

The Ability Set. Two variables were included in the ability set; these two variables were the result of a factor analysis of the independent variables used in the present study (See Chapter IV): the data were the four subscale scores from Cattell's Culture Fair test, and two vocabulary tests. These factors will be referred to as factor 2 (F2) and factor 3 (F3). They are the second and third factors from the factor analysis, and are entered in the regression equation in terms of their eigenvalues (characteristic roots) from the factor analysis. The ability set was entered before the $C E$ set because the present author considered ability to be causally prior to $C E$, and secondly ability is more important than the $C E$ set.

The Classroom Environment Set. The classroom environment set (CE) was entered in the regression equation after the ability set. This set contained three variables; these variables were the result of the
factor analysis of the nine CES scales used in the present study. The factors will be referred to as Factor 1, Factor 4 and Factor 5. They were entered into the regression equation in terms of their eigenvalues (characteristic roots).

The Ability by Classroom Environment Interaction Set (A X CE).
This set contained six variables; these interaction terms were all of the combinations of the ability set with the classroom environment set. It is important to note that these terms carry the interaction information only when the variance due to ability and CE has been partialed prior to entering the interaction terms in the equation.

There are several different ways to interpret a significant interaction; they focus on different properties of the interaction, but ultimately mean the same thing.

1. Two variables are said to interact in their accounting for variance in $Y$, when they have a joint effect over and above any additive combination of their separate effects.
2. An interaction is a joint or conditional relationship between the research factors. For example, the relationship between factor $A$ and $Y$ is conditional upon the value of factor $B$, or the relationship between $B$ and $Y$ is conditional on the value of $A$.
3. When the interaction is significant, we can conclude that, the $Y$ on $A$ regression line slope changes with or depends on the value of $B$. Equivalently, the $Y$ on $B$ slope changes with or depends on the value of $A$. (Cohen and Cohen, 1975, p. 280)

When there is no interaction the research factor of interest operates uniformly at all values or levels of the other factor, i.e. it is an average effect which is independent of the other research factors. However, when a significant interaction is present, statements about research factor $A$ must be qualified by specifying the value or level of
research factor $B$ that it applies to.

For example, if there was a significant interaction between grade level and ability, then the slope of the $Y$ on ability regression is different for eighth grade and high school students. That is, the relation between ability and $Y$ is conditional upon the grade level of the students and the average regression line does not describe either group. If this interaction is not significant, then the relationship between ability and $Y$ is the same for eighth grade and high school students. High school students may score better on $Y$ than eighth grade students, but the relationship between ability and $Y$ is the same for both groups. The above example described an interaction between a quantitative research factor and a qualitative research factor. A similar interpretation can be made for the interaction between two qualitative variables. Both of these situations are common in the research. However, the interaction between two quantitative variables can also be analyzed, and a similar interpretation made. The major difference between this situation, and the interaction between a quantitative and qualitative variable is the graph of the results. The first example above produced two regression lines, i.e. one line for each grade level. When the interaction is between two quantitative variables, the graphic results call for a family of regression lines, i.e. a different regression line will be drawn for each value of the quantitative variable.

For example, the present study is investigating the interaction of two quantitative variables: ability and classroom environment. If there is a significant $A X C E$ interaction, then a different regression line should be drawn for each value of $C E$. This situation can be simplified by selecting a high, medium and low value of $C E$, and drawing
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regression lines for these values. In spite of these differences, the interpretation of a significant interaction remains unchanged. For the above example, the relationship between $Y$ and ability is dependent on the type of classroom environment perceived, or equivalently, the relationship between $Y$ and perceived classroom environment is dependent upon the ability of the students.


The Grade Level by Classroom Environment Interaction Set. This set contains three variables; the interaction between grade and each of the variables in the Classroom Environment set. The triple interaction Grade $X$ Ability $X C E$ was not used in the equation because of the low power of the significance test, and because testing this term would lower the power of other significance tests in the set.

## Error Rate Investigationwise

The error rate is the probability of a result being falsely declared significant, i.e. the probablity of a type $I$ error. When an experiment only tests one comparison, then the error rate is simply the significance level alpha. However, the error rate changes when an experiment tests several comparisons, or hypotheses. For example, if an experimenter tests 100 hypotheses at alpha equals .05 , then for any single hypothesis there are only 5 chances in 100 of making a type I error. However, for all 100 comparisons, there is a $99.4 \%$ chance that at least one comparison will be falsely declared significant. So, in calculating the error rate, it is important to determine the unit of analysis on which the error rate was calculated.

Three different conceptual units for error rates are comonly dis-
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cussed: the error rate (a) per comparison, (b) per hypothesis, and (c) per experiment or investigation. The error rate per comparison was discussed previously. The error rate per hypothesis is the traditional conceptual unit for error rate. It is the probability that any one of the hypotheses in the experiment will be falsely declared significant. However, Ryan (1962) and many statisticians have argued for a larger conceptual unit, the error rate per experiment or investigation. The present study used the investigationwise error rate to determine the significance level for the experimental hypotheses. The investigationwise error rate is the probability of one statement being falsely declared significant. (See formula \#l0 APPENDIX E). The present experiment was testing four hypotheses on three different samples (experimental group, replication group, and retention group). Thus, the present experiment was actually making 12 different comparisons.

The investigationwise error rate for three different significance levels is listed in Table XVII. It is desirable for the investigation-


TABLE XVII

INVESTIGATIONWISE ERROR RATE FOR THREE DIFFERENT SIGNIFICANCE LEVELS*

| Significance level <br> per comparison | Investigationwise <br> error rate |
| :---: | :---: |
| .01 | $11 \%$ |
| .05 | $46 \%$ |
| .10 | $72 \%$ |

[^4]wise error rate to be as low as possible; this could be accomplished using alpha equal to .01. However, it is also desirable to find significant results when they exist, i.e. high power for each test. The need for a low error rate and high power conflict with each other. Power is the probability that a statistical test will yield statistically significant results. Clearly, the experimenter would like power to be as large as possible. Unfortunately, for any given sample size power decreases as alpha increases. Thus the present experiment adopted the alpha equals .05 significance level in order to increase the power of the statistical tests. The investigationwise error rate is 46\%. (See Table XVII). That is, there is a $46 \%$ chance that at least one of the 12 hypotheses tested will be falsely declared significant. (This is an approximation based on the assumption that the hypotheses are independent, which they are not.)

## Power Analysis

Power is the probability of finding a significant result when it exists. "An analysis which finds that the power is low should lead one to regard...negative results as ambiguous" (Cohen, 1969, p. 4). Under conditions of low power, failure to reject the null hypothesis cannot have much substantive meaning since there was not much chance of finding significance to begin with. Thus, it seems imperative to calculate the power of the statistical tests of an experiment before the data are collected. Hypotheses with low power should be abandoned or the experiment should be modified to improve the power. Power is a function of three variables: (1) sample size, (2) alpha, and (3) effect size. When these three variables are specified the
power of the statistical test is uniquely determined. The major problem in a power analysis is to determine the effect size. In general terms effect size is the proportion of variance of the dependent variable accounted for by the independent variables under study. If other variables are also being studied, effect size is the proportion of $Y$ variance accounted for after the appropriate variables have been partialed from $Y$. This consideration of partialed variables will result in smaller effects sizes being important. In terms of proportion of variance Cohen (1969) suggests that . 01 is a "small effect". . 06 is a "medium effect", and .l4 is a "large effect". In general the larger the effect you are looking for, the greater the power the test will have.

The present study was designed for a sample size of 100 , with alpha equal to . 05, and a medium effect size of .06 was expected. The power of the main research hypotheses under these conditions was approximately .5. The power of the interaction hypotheses was too low. So, the desired sample size was raised to 150 in order to improve the power of the interaction hypotheses tested.

## Regression Statistics

The following statistics were used to describe the results of the regression analysis: (a) standardized regression coefficient, (b) raw score regression coefficient, (c) squared semi-partial correlation,
(d) squared-partial correlation and
(e) standard error of $b_{i}$.

The Standardized Partial Regression Coefficient (Bi).
The multiple regression model requires the determination of a set of weights for the $k$ independent variables, which, when used in the linear regression equation, minimizes the average squared deviation of the estimates $\widehat{Y}$ from the observed score. (Cohen and Cohen, 1975, p. 449)

That is, if $d$ is the residual or deviation of the predicted $\hat{Y}$ from the observed $Y(Y-\hat{Y})$, then regression analysis determines a set of weights for the independent variables which keeps $d^{2}$ to a minimum. These weights are the set of standardized partial regression coefficients, beta's ( $B_{i}$ ).

The beta's are regression coefficients for a set of independent variables that have been standardized, i.e the independent variables have been changed so that they have a mean of zero and a standard deviation of one. Beta's are "partial" regression coefficients because when the beta weight was calculated the effects of all other independent variables in the question were held constant, or partialed from $Y$.

Another interpretation of the beta's is that they are population values or parameters, in contrast to the raw score regression coefficients ( $\mathrm{b}_{\mathrm{i}}$ ) which are sample estimates of the beta's ( $\mathrm{B}_{\mathrm{i}}$ ) (Kerlinger and Pedhauzer, 1973). In either case the beta's are weights for each independent variable which produce a composite score (Y). This composite has the maximum correlation possible with the dependent variable, based on the set of independent variables. $B_{i}$ technically should be written


The Raw Score Partial Regression Coefficient.

The raw score partial regression coefficient $b_{i}=$
(byi. l, 2,3, (i)..k) is the constant weight by which
each value of the variable is multiplied in the multiple regression equation which includes all $k$ independent variables. Thus $b_{i}$ is the average or expected change in $Y$ for each unit increase in $X_{i}$ when the value of each of... the other independent variables is held constant. (Cohen and Cohen, 1975. p. 92)

The raw score regression coefficient is analagous to beta, but is applied to raw score data as opposed to standard score data. "bi"
can also be applied to data in deviation score form, i.e. $\left(X_{i}-\bar{X}\right)$. ( $b_{i}$ is also a partial regression coefficient.)

There are several ways to calculate $\mathrm{b}_{\mathrm{i}}$; the most common method is to convert the beta's into $b_{i}$ by multiplying each beta by the following fraction: (s.d. ${ }_{Y} /$ s.d. $_{i}$ ).

## The Partial Correlation Coefficient. "A partial correlation

is the correlation expected between two variables when a third variable is held constant" (Nunnally, 1978, p. 170). The third variable is held constant or partialed statistically by subtracting the variance of the partialed variable from variables 1 and 2. This partialing process creates two new variables which have been residualized on the third variable.

For example, to calculate the partial correlation between $Y$ and $X_{1}$ with the effects of $X_{2}$ held constant (symbolized by pr ${ }_{y l} .2$ ), the variance of $X_{2}$ is subtracted from $Y$; the residual $Y$ variance $=$ ( $\mathrm{Y}-\mathrm{X}_{2}$ ). The variance of $\mathrm{X}_{2}$ is subtracted from $\mathrm{X}_{1}$; the residual $\mathrm{X}_{1}$ variance $=\left(X_{1}-X_{2}\right)$. Now that the effects of $X_{2}$ has been removed from both variables, the $Y$ residual is correlated with the $X_{1}$ residual. The result is a partial correlation. The partial correlation process is similar to the partialing process used in the ACV discussed earlier. When the effects of one variable are partialed (as in the above example) this is called a first order partial correlation, or regression coefficient. When it is necessary to partial the effects of more than one variable from a relationship, the method described above applies, and these partials are referred to as higher order partial correlations or regression coefficients. The order of the partial corresponds to the number of variables partialed from the
relationship.
The notation for partial correlation is unusual and should be explained. The variables whose relationship are being studied appear before the dot in the notation; variables which are being partialed or held constant appear after the dot. Thus pryl. 234 is the partial correlation between $Y$ and $X_{1}$ with the effects of variables 2, 3, and 4 held constant. This is a third order partial correlation. "by1.234 ${ }^{n}$ is a third order regression coefficient. The partial correlations described in the sequel are higher order partials with the effects of all independent variables held constant except the variable $X_{i}$. The symbol $p r{ }_{i}$ will be used to describe this relationship, and always refers to pryi.1,2,3..(i)..k or $b_{\text {Yi.1,2,3...(i) ...k. The parentheses around } i \text { indicates that }}$ its effects have not been removed. The squared partial correlation $\mathrm{pr}^{2}$ is interpretable as a proportion of variance; it is the proportion of the residual $Y$ variance accounted for uniquely by $X_{i}$. When the partial for a set is calculated, this is symbolized by a capital $R$, e.g. $\mathrm{pR}_{\mathrm{A}}{ }^{2}$.

The Semipartial Correlation Coefficient. The semipartial correlation is also referred to as a part correlation. In partial correlation the effects of the partialed variables were removed from both variables. In the semipartial correlation the effects of the partialed variable are removed from only one of the variables. The first order semipartial correlation between $Y$ and $X_{1}$ with the effects of $X_{2}$ partialed from $X_{1}$ is specified by ${ }^{s r} Y_{(1.2)}$. In general the present analysis is only interested in
the highest order semipartial denoted by $s r_{Y(i, 1,2,3 \ldots(i) \ldots k)}$. This semipartial will be abbreviated to $\mathrm{sr}_{\mathrm{i}}$. The outer set of parentheses after $Y$, indicates that the effects of all the variables after the dot have been partialed from variable i, but not from $Y$. As before, the inner parentheses around i indicate that its effects have not been removed. Capital letters, as opposed to numbers, indicate that sets, rather than variables were partialed, e.g. $\mathrm{sR}_{\mathrm{Y}(\mathrm{A} . \mathrm{B})}$ indicates that the effects of Set $B$ have been partialed from Set $A$, but not from $Y$.

The squared semipartial correlation $s r_{i}{ }^{2}$ is the proportion of the total $Y$ variance uniquely accounted for by $X_{i}$. As mentioned previously $\mathrm{sr}^{2}{ }_{i}$ is the increase in $R^{2}$ when $X_{i}$ is added to the other independent variables. In fact the squared multiple correlation, $\mathrm{R}^{2}$, can be partitioned into a series of higher order squared semipartial correlation coefficients. For example, for $R_{Y .123}^{2}=r_{Y 1}^{2}+s r_{Y(2.1)}^{2}+s r_{Y(3.2,1)}^{2}$. If sets are being partialed, the $R_{Y, A B C}^{2}=R_{Y A}^{2}+s R_{Y(B, A)}^{2}+s R_{Y(C . B, A)}^{2}$. As mentioned earlier, partitioning $R^{2}$ into a series of $s r^{2}$ is the only way to uniquely partition the $Y$ variance when the variables are correlated. A simpler but equivalent notation for partitioning $R^{2}$ is $R_{Y, 1,2,3}^{2}=r_{Y 1}^{2}+I_{2}+I_{3}$.

The Data Collection Phase

The Data Collection Schedule

Data collection actually began when the present author visited superintendents looking for permission to use his school system in
the present study. This phase began during mid-November, 1977. Due to Thanksgiving vacation, and Christmas vacation all schools and teachers were not recruited until the middle of February 1978. The next phase of the study involved finding a unit of instruction which all nine teachers were planning to teach. A unit on acid-base theory was agreed to by all of the teachers by the first week in March, 1978.

Ability Testing Phase. For each class all of the ability tests were administered on the same day during a regular class period. It was intended that the ability tests be given on approximately the same day for all classes. However, this did not happen; ability testing began on March 14, 1978, and was completed by April 3, 1978.

Two events caused this delay: 1. the principle reason for this time delay was an inadequate supply of ability tests; when ability tests were ordered from the test publisher, the publisher did not notify the present author that they did not have enough tests on hand to fill the order. This prevented all teachers from administering the ability tests at the same time. There were only enough test booklets to test half of the group at one time. So the first testing session began on March 14 to March 20; the second testing session began on March 27 and ended on April 3.
2. Easter vacation fell in the middle of this testing period on April 26. With the exception of three classes tested on April 20, no tests were administered during the week prior to Easter. Thus, Easter probably did not influence the validity of the test but it did lengthen the span of time needed to complete the ability tests. The regular classroom teacher administered all of the student
tests including the ability tests. Each teacher was provided with a set of directions for administering the ability tests. (See Appendix G) These directions included a general description of standardized testing procedures and emphasized the need for following the test directions exactly. Each teacher also received a briefing from the present author on the testing procedures. The teachers all felt confident that they could administer the ability tests correctly, and all refused the present author's offer to administer the ability tests for them.

Each teacher was provided with a stopwatch or an accurate bell timer. (accurate to three seconds in three minutes) The teachers had no difficulty administering the tests. However, several observations about the testing situation should be noted: (a) about half of the classes (14 out of 25 classes taught by 5 teachers) did not have enough time to complete the induction ability test (I-1); so this test was dropped from the analysis. (b) All of the students in the eighth grade classes of the experimental group were diagnosed as having learning disabilities. (The present author did not discover this fact until the unit was half over.) These students really enjoyed completing the Culture Fair Test; apparently it was one of the only standardized tests they ever succeeded at. (c) In general, students were unfamiliar with the format of the Culture Fair Test, and getting started on these tests required more administrative time than planned. This was the main reasons students didn't have time to complete the induction test.

CES Testing Phase. The Classroom Environment Scale was administered to each class between March 30, 1978, and April 7, 1978.
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(One class completed the CES on April 11; this delay was caused because the class did not take the ability tests until April 3.) The CES is an untimed paper and pencil test; the directions for the test are written on the test booklet. When students had difficulty with the directions the teacher read the directions aloud, and helped the students individually when necessary. Normally, the test takes 15 to 20 minutes to complete.

In general, the teacher did not play an important part in the administration of the CES. However, there was one important exception; the three Learning Disabled, eighth grade classes found it extremely difficult to read the CES. The teacher read the directions to them, and then read each statement to the class. These students also had difficulty writing the answers on the answer sheet provided, and they wrote their answers directly on the test booklet.


Pretesting Phase. It was extremely difficult to match the administration of the pretests (in the control group) with the administration of the posttests (in the experimental group) so that they occurred on approximately the same day. The experimental group teachers taught the unit of instruction in its normal sequence. However, the control group teachers were not always able to postpone the unit of instruction so that the their pretests corresponded with the posttests of the experimental group.

The pretest was administered on the first day of the unit of instruction; it took approximately 15 minutes to complete the administration of the pretest. This made the pretest an unusual event, but not an extremely incongruous event, i.e. it seemed
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logical to students. Pretests were administered to the 14 control group classes from May 3 to May 30, 1978, i.e. approximately the whole month of May. Six classes were pretested from May 3 to May 8; eight classes were pretested from May 17 to May 30, 1978. It was difficult for most teachers to alter their scheduled time for teaching the unit of acid-base theory. (Four out of the nine teachers were able to change their schedule to met the needs of the experiment.)

A student with no knowledge of chemistry would be expected to receive a score of approximately 10.0 on the pretest by guessing. (This is based on the binomial distribution and assumes that the probability of answering any of the 40 questions correctly is .25; this is a slight overestimate.) A pretest score greater than 14.5 would occur by chance only five times out of hundred. Sixty out of 231 students had pretest scores greater than 14.5. Thus, approximately $25 \%$ of the students in the control group must have learned information about Acid-Base theory which helped them on the pretest. This percentage was suprisingly high to the present author.


Posttesting Phase. The posttest for the experimental and control groups took a class period to complete. The teacher administered the posttest on the last day of the unit of instruction. With the exception of one class which took the posttest on April 28, all of the posttests were administered to the experimental group between May 22 and June 1. That is, 11 out of the 12 experimental classes completed the posttest within 10 days of each other.

The posttest for the control group was administered between May 31 and June 16. That is, all of the control group classes completed
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the posttest within 17 days of each other. The most serious limitation on posttest validity was that, for four out of the nine classes taking the posttest, this was very close to their last academic task of the school year.
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Retention Testing Phase. The retention test was a parallel form of the posttest which took approximately a class period to complete. It was administered by the regular classroom teachers.

The retention test was scheduled to be administered two weeks after the posttest, i.e. the retention interval was 14 days. However, only five out of the ten classes were close to this retention interval (four at 14 days; one at 15 days) One class had a retention interval of seven days; this occurred because school was ending and the teacher could not postpone the retention test. The remaining four classes had retention intervals of 20 days. The two teachers involved could not fit the test into their schedules before this time. The average retention interval for nine classes was 15.3 days.


Instructional Treatment Description

As described earlier, educational researchers are generally ignorant of the basic dimensions of the instructional treatment. It was for this reason that the present author adopted the following operational definition of instructional treatment. The instructional treatment on acid-base theory consisted of all means the teacher would normally use to promote student learning. The only restriction placed on the teacher's behavior was to teach normally. No limitations were made on media, methods or instructional time.

However, instructional time was considered in choosing the unit of instruction. The criteria for choosing the Acid-Base unit of instruction were:

1. The unit should last between 10 and 15 days of instruction; this length of time was representative of other units, and was long enough to have an effect on the student.
2. All teachers had to be planning to teach the unit.
3. The unit had to be completed by May 26 in order to allow time for a two-week retention test.

The reader should note that the present author originally intended to control the amount of instructional time each student received. With so many different teachers and grade levels, this turned out to be impossible. Each teacher wanted to cover the material at the pace most suited to their classes. Instructional time must be controlled in order to make valid comparisons between classes. This control was achieved by analysis of partial variance.

The length of a class period varied fom 40 minutes to 50 minutes; so, instructional time is more accurately measured in minutes of instruction rather than days of instruction.

In order to make the instructional treatment as natural as possible, teachers were requested to keep the experiment secret from their students. Teachers were not very successful at concealing the experiment from their students. Fifty percent of the classes knew an experiment was being conducted (see Table XVIII). However, only one out of 20 classes behaved differently (teacher self-report) than normal.

During the instructional treatment five of the nine teachers 11 out of 20 classes) had something unusual happen which could invalidate
the results of the instructional treatment. These events are listed
in Table XIX. All of these events were normal disruptions of school
life. Since $55 \%$ of the classes experienced a disruption during the
instructional treatment, the present author suggested that disruptions were the normal state of affairs in most classes, at least in the spring.

TABLE XVIII
REACTIVE EFFECTS OF THE EXPERIMENT


[^5]TABLE XIX

UNUSUAL EVENTS WHICH OCCURRED DURING THE INSTRUCTIONAL TREATMENT
\(\left.$$
\begin{array}{ll}\hline \text { Event } & \begin{array}{c}\text { Number of } \\
\text { Classes Effected }\end{array}
$$ <br>
\hline 1. A variety show put the students in a party <br>
mood. The students who participated missed <br>

some classwork to be in the show.\end{array}\right]\)| 2.Some students missed class to participate <br> in field trips for other classes. |
| :--- |
| 3. There was a two day interruption in the |
| instructional unit for achievement testing. |

*Eleven out of twenty classes had an unusual event occur during the instructional unit.

The single class which reacted specifically to the study was angry at the intrusion into their class. This class knew that an experiment was being conducted, and the teacher believed that they behaved differently than normal. However, the learning and retention scores of this high school class were not perceptibly different from the other high school classes in the experimental group. So, the present author concluded that the reactions of this class may have affected their attitudes, but these reactions did not have a perceptible effect on their learning or retention.

Problems in Describing Instructional Treatments. Instructional
treatments have generally been classified into categories such as:
discovery learning, lecture, discussion, etc. This has generally been an unsuccessful approach. (Snow, 1974; Cronbach and Snow, 1977)

Several reasons can be found for this lack of success in defining instructional treatments with nominal categories.

1. Probably, the most critical flaw is that instructional treatments are not qualitatively different phenomenon but are quantitatively different. For example, all teachers who use a discovery approach do not do exactly the same thing in the classroom, i.e. some teachers utilize more or less discovery learning, but still will label their teaching method as discovery learning. Thus, it would be more appropriate to quantify the degree to which a teacher uses discovery learning, rather than assume that all teachers who used discovery learning are doing exactly the same thing. Considerable information is lost by categorizing these basically quantitative instructional treatment variables.
2. Tobias (1976) suggests that instructional treatments are basically multivariate not univariate in nature (Cattell, 1966; Snow, 1974). That is, it takes more than one variable or dimension to accurately describe any instructional treatment/environment.

For example, two teachers who devote exactly the same amount of time to discovery learning, will perform differently in terms of other variables. To accurately describe the instructional treatments/ environments these teachers create, it is necessary to use more than one dimension. One of the main reasons that researchers use univariate descriptions of their instructional treatments, is a general ignorance concerning the basic dimensions along which instructional treatments can vary (Stephens, 1967).
3. Instructional treatments should describe the psychological functions, i.e. processes, a student is expected to utilize in learning from each type of treatment environment (Salomon, 1971). Instructional treatments which utilize the same psychological processes in each student e.g. high verbal ability, are unlikely to produce different results.

A Model for a Multivariate Description of Instructional Treatments. At the present time, the major dimensions for simply describing instructional treatments/environments or for explaining learning are unknown. The following four dimensions are suggested as a basis for a multivariate description of instructional treatments. These dimensions were suggested only as a way of describing instructional treatments; they were not intended as an explanation of classrom learning because it is not clear what theoretical constructs underlie each dimension. They were suggested only so the present author can better describe the instructional treatments which occurred during the present experiment. The four dimensions are: (a) modes of instruction (method), (b) instructional media, (c) psychosocial environment, and (d) instructional style.

It is suggested that any instructional treatment can be described using these four dimensions; however, the present author has no way of determining if more dimensions should be included or if some dimensions are redundant. Or even if the suggested dimensions are measuring fundamental properties of learning environments as the author suggests.

The modes of instruction were suggested by Gagne (1970). A mode of instruction represents a situation in which media is used
it is the arrangement or organization of media in relation to a
student. Gagne (1970) lists six major modes of instruction; this is not an exhaustive list.

1. Tutoring session -- self-directed reading sessions supervised by the tutor.
2. Lecture -- verbal communication from teacher; lacks individual guidance of learning.
3. Recitation class -- student recites what he previously learned, and he is evaluated by the teacher with feedback.
4. Discussion class -- the student applies previously learned information to situations; teacher tries to encourage transfer of learning.
5. Laboratory -- students learn information by manipulating real objects.
6. Homework -- self-instruction to learn new information, or practice previously learned material.

Instructional media are the components of the learning environment which communicate with or stimulate the learner. Educational psychology (1973) lists nine specific types of media:

1. Instructional objects
2. Social models -- learning from human behavior
3. Oral communication
4. Printed language media
5. Pictures and diagrams
6. Motion pictures
7. Instructional television
8. Programmed instruction
9. Computer assisted instruction

The psychosocial environment is the perceived environment
of the learner; it is what Murray called beta press. Moos suggests
that three different dimensions are being measured.
Instructional style is the ways in which the teacher controls the learning environment as determined by objective methods, not student perceptions. Murray would describe this as an alpha press. The teacher's personality is probably related to instructional style.

Data on the Instructional Treatments. Data on the first three instructional dimensions discussed above were collected on the treatment description form after the treatment was completed (see Appendix F). No information was collected on instructional style because objective measures of instructional style can be very reactive. This would limit the external validity of the present study.

Table $X X$ presents information on the three instructional dimensions listed above. This table shows that there was considerable variability between classes in the amount of instruction received. Instructional time ranged from seven days to 16 days, i.e. 350 minutes to 656 minutes. This instructional time was divided among the following four instructional modes: lecture, lab, problem solving and group discussion. All classes were assigned homework, but no information was collected on the amount of time each student spent doing homework. For all classes, except the eighth grade classes in the control group, the dominant mode of instruction was lecture. No classes took any field trips, and none of the classes received other types of instruction than the modes listed above. These observations were based on the data collected from the treatment description form.

Information on the instructional media used in each class

TABLE XX
A MUITIVARIATE DESCRIPTION OF THE INSTRUCTIONAI TREATMENT

| Minutes of instruction |  |  |  |  |  |  |  |  |  | Average Factor Scores |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Ciass | Ablilty G:oup | Text | Days | Total | Lect. | Film | Lab. | Prois. | Disc. | 21 | 34 | $z 5$ | 22 | 23 |
| Exicrimentsingroug |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 111 | 0 | 1 | 8 | 400 | 250 | 50 | 50 | 50 | 0 | -. 31 | . 60 | . 00 | . 28 | . 45 |
| 112 | 1 | 1 | 7 | 350 | 150 | 50 | 100 | 50 | 0 | . 87 | . 12 | . 13 | . 37 | . 84 |
| $!{ }^{13}$ | 0 | 1 | 8 | 400 | 250 | 50. | 50 | 50 | 0 | -. 19 | . 79 | -. 17 | . 21 | -. 01 |
| 114 | 0 | 1 | 8 | 400 | 250 | 50 | 50 | 50 | 0 | -. 12 | . 62 | . 25 | . 01 | . 53. |
| 131 | 0 | 1 | 10 | 500 | 300 | 0 | 50 | 150 | 0 | . 28 | . 19 | -. 49 | . 16 | . 04 |
| 141 | 1 | 1 | 10 | 450 | 157 | 45 | 158 | 90 | 0 | 1.17 | -. 86 | -. 21 | . 60 | 1.03 |
| 279 | 0 | 1 | 13 | 585 | 244 | 0 | 195 | 146 | 0 | -. 53 | . 87 | -. 07 | . 97 | . 13 |
| 272 | 0 | 1 | 13 | 585 | 244 | 0 | 195 | 146 | 0 | -.63 | . 30 | -. 18 | . 04 | .31 |
| 273 | 0 | 1 | 13 | 585 | 244 | 0 | 195 | 146 | 0 | -. 56 | . 48 | -. 10 | . 35 | . 61 |
| 681 | - | * | 10 | 400 | 200. | 0 | 140 | 40 | 20 | 1.09 | . 58 | -. 13 | . 70 | $-1.62$ |
| 682 | - | - | 10 | 400 | 200 | 0 | 140 | 40 | 20 | - 66 | . 56 | . 44 | -2.20 | -1.24 |
| 683 | - | - | 10 | 400 | 200 | 0 | 140 | 40 | 20 | . 97 | .73 | -. 16 | . 14 | -1.52 |
| ReSlication_Groux |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 351 | 0 | 1. | 16 | 656 | 287 | 41 | 123 | 123 | 82 | -. 41 | -. 04 | -. 74 | . 30 | . 23 |
| 352 | 0 | 1 | 16 | 656 | 287 | 41 | 123 | 123 | 82 | . 15 | . 35 | . 04 | -. 27 | . 66 |
| 353 | 0 | 1 | 16 | 656 | 287 | 49 | 123 | 123 | 82 | . 68 | . 00 | -. 51 | -. 98 | . 02 |
| 461 | 1 | 0 | 15 | 645 | 430 | 0 | 215 | 0 | 0 | -. 18 | . 04 | -. 17 | . 42 | . 64 |
| 463 | 1 | 0 | 15 | 645 | 430 | 0 | 215 | 0 | 0 | -. 22 | -. 51 | -. 49 | . 65 | . 60 |
| 591 | - | * | 9 | 360 | 72 | 0 | 180 | 0 | 108 | -. 71 | -. 82 | 1.10 | -. 28 | -. 25 |
| 592 | - | * | 9 | 360 | 72 | 0 | 180 | 0 | 108 | -. 19 | -. 58 | . 64 | -. 30 | -. 55 |
| 593 | - | * | 9 | 360 | 72 | 0 | 100 | 0 | 108 | . -.37 | -. 69 | . 55 | -. 48 | -.33 |
| 594 | - | * | 9 | 360 | 72 | 0 | 180 | 0 | 108 | -. 41 | -. 90 | . 44 | -.67 | -. 55 |
| Ablilty group: 1 - honora sections 2 - eollege section rext: 1 - high sehool chemistry text, 2 a different high school chemibtyy text * the two eighth grade teachers uoed diffirent text books |  |  |  |  |  |  |  |  |  |  |  |  |  |  |

was limited to the amount of time spent viewing films, and a review of the text books used by each class. Only eight out of the twenty classes viewed a film. The film usually lasted the entire class period. All but two of the high school classes were using the same text book. The eighth grade classes in the experimental and control groups used different approaches to teaching chemistry, and used different textbooks. From discussions with teachers, the present author suggests that the dominant media for all classes was oral communication. None of the classes used programmed instruction or computer assisted instruction.

The perceived psychosocial environment of the learner was measured by the CES. The nine CES scores were factor analyzed, and three CES factors and two ability factors were produced. The average factor score for each class on each of the three CES factors is contained in Table $X X$. The CES was designed for junior high and high school students, so it is reasonable to compare all classes on the CES factor scores.

The CES factor scores reported in Table $X X$ have a mean of 0 and a standard deviation of 1 . So that a score of 0.0 represents the 50 th percentile and is an average score. A score of $\mathbf{- 1 . 0}$ corresponds to the 15 th percentile and is a very low score. Classes this low on a factor have very little of what the factor measures. A score of 1.0 on a factor corresponds to the 85 th percentile and is a very high score. Classes this high on a factor have a great deal of what the factor is measuring. Since very little is known about what type of environment produces learning, the reader should not place value judgements on factor scores. A
low factor score is just as likely to produce learning as a high factor score. These factor scores represent the average perception of students in each class.

These factor scores will be discussed in more detail in Chapters 4 and 5. At this time the reader should note that the range on each of the three factors is approximately one standard deviation above and below the mean. The range for factor I is -.71 to 1.17; the range of factor IV is -.9 to . 87; the range of factor $V$ is -.7 to 1.1. The present author concludes that there is a large amount of variability between classes in the average perception of the classroom climate.

Missing Data

In any study of naturalistic settings, e.g. classrooms, a certain amount of missing data or incomplete cases should be expected. Missing data occurs primarily due to a lack of control over the classroom situation. As more observations on each subject are made, the chances of losing data increase. In educational settings missing data commonly ranges between $30 \%$ and $40 \%$ of the subjects, i.e. between $30 \%$ and $40 \%$ of the subjects will be missing at least one piece of information.

Several factors should be considered in determining if this amount of incomplete data is acceptable: (a) the number of observations made on each subject, (b) the number of different occasions on which subjects are observed, (c) the difficulty of retesting the students on whom data is missing, e.g. self-administered paper and pencil tests would be easier to obtain on retesting than individual

IQ tests, (d) the number of subjects to be tested. As $a, b$, and $d$ increase the number of students with missing data will probably increase.

For example, the reader should expect a much lower proportion of cases with missing data from a study which collects one paper and pencil test score on each of 50 students, than a study which collects highly idiosyncratic data on five occasions from 1000 students. The first study has 50 chances to lose an observation, with the possibility of at least one retesting. The second study has 5,000 (five occasions times 1,000 students) chances to lose an observation, with little possibility of retesting because of the idiosyncratic testing situations.

The present study tested students on three or four different occasions (ability test, CES test, pretest, and posttest). Data on the three ability tests were collected on the same occasion. Since most students would be present for the entire testing period if they were present at all, these three observations should be considered as one observation. Data was collected on 541 students. Because the ability tests were timed, they would be difficult to retest. Posttests would be moderately easy to obtain on retest; CES would be very easy to obtain on a retest.

An estimate of the upper limit for a response rate for the present experiment can be obtained by observing a single classroom of 20 students. If any of these students are absent on a testing day, then their data will be lost. If 19 out of the 20 students in this class were present for all three testing occasions, then the result would be missing data on three of the 20 students, i.e. $15 \%$.

Two additional factors should be considered: (a) Most teachers used the posttest score for the students grade; so students were more likely than average to attend class on this day. (b) Once an ability test was missed, it would be extremely difficult and unlikely that the teacher would take the extra time to retest the student. These two factors probably balance out with each other. So that, an upper limit on the expected response rate should between $85 \%$ and $90 \%$ (assuming the teacher collects all of the posttests.)

The upper limit described above assumes an absenteeism rate on any normal class day of 5\%. Absenteeism in public schools for any normal day can be as large as 25\% to $30 \%$. The larger the absenteeism rate in a school, the greater the probability of missing data. The same logic can be used to estimate a lower limit for response rate. With an absenteeism rate of $20 \%$ per day, four students from the above class are expected to be absent on any given day. This yields an overall ressponse rate between $40 \%$ and $50 \%$. The response rate for each teacher is presented in Table XXI.

Missing data occurred in the present study for four reasons: the first two reasons discuss missing dependent variables, the second two reasons discuss missing independent variables.

Students Who did not Begin the Unit of Instruction. Onehundred and four students in six classes who began the study did not begin the instructional unit because there was not enough time left in the school year for three weeks of instruction. The independent variables were collected for these students, but no dependent variables were available since the students never began the instruc-

## MISSING DATA BY TEACHER FOR THE INITIF゙, LEARNING SAMPIE

|  | Experimental Group Teachers |  |  |  |  |  |  | Replication Group Teachers |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 3 | 4 | 7 | (8)* | 8 | Group Total | 2 | 5 | (6)* | 6 | 9 | Group 'rotal | Sample Total |
| 1. Classes which began study | . 4 | 1 | 1 | 3 | 3 | - | 12 | 5 | 3 | 3 | - | 4 | 15 | 27 |
| 2. Total of students in study | 70 | 12 | 14 | 75 | 68 | - | 239 | 82 | 62 | 60 | - | 98 | 302 | 541 |
| 3. Classes in study after adjustments* ( $\mathrm{N}=505$ students) | 4 | 1 | 1 | $3 \cdot$ | - | 2 | 11 | 5 | 3 | - | 2 | 4 | 14 | 25 |
| 4. Classes which began unit | 4 | 1 | 1 | 3 | - | 2 | 11 | 0 | 3 | - | 2 | 4 | 9 | 20 |
| 5. Stadents who kugan unit | 70 | 12 | 14 | 75 | (68) | 54 | 225 | 0 | 62 | (38) | 38 | 98 | 198 | 423 |
| 6. Students who finished unit | 60 | 12 | 13 | 50 | (68) | 54. | 189 | 0 | 62 | (37) | 37 | 98 | 197 | 386 |
| 7. Studente who took abllity tests | 59 | 11 | 10 | 69 | (62) | 50 | 199 | 56 | 43 | (58) | 37 | 90 | :26 | 425 |
| 8. Students who took CES test | 59 | 10 | 10 | 69 | (35) | 31 | 179 | 63 | 54 | (54) | 35 | 93 | 245 | 424 |
| 9. Stulents who took ability and CES test | 52 | 9 | 10 | 67 | (33) | - 30 | 168 | 46 | 38 | (52) | 34 | 85 | $\therefore 04$ | 372 |
| 10. Students who took unit test | 60 | 11 | 11 | 47 | (50) | 37 | 166 | 0 | 53 | (37) | 37 | 94 | 184 | 350 |
| 11. Students with complet.e data | 48 | 8 | 8 | 46 | (30) | 27 | 137 | 0 | 33 | (34) | 34 | 82 | 149 | 286 |
| 12. © of students with complete data who finished unit. | 80 | 67 | 77 | 92 | (44) | 50 | 73 | 0 | 53 | (92) | 92 | 84 | 76 | 74 |
| 13. Students who took pretest | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 48 | 57 | (35) | 35 | 91 | 231 | 231 |

TWo classes were dropped from the analysis. Class 682 ( $N=14$ ) was dropped because of missing data.
Class $462(N=22)$ was drog ped because they never began the unit of instruction or completed the pretest.
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tional unit.

The two teachers involved taught six classes: both teachers were in the control group. Teacher \#2 taught five classes (82 students); all of these classes received a pretest, but did not start the unit of instruction because the term was about to end. Teacher \#6 taught three classes; one of these classes (22 students) did not have enough time remaining in the school year to complete the instructional unit. Because this class was in the control group, it was scheduled to receive a pretest. However, teacher \#6 misunderstood the purpose of the control group, and did not administer the pretest to this class because it would not receive the unit of instruction. No pretest scores were available for this group.

All six of the above classes were dropped from the regression analysis because they lacked dependent variables. When a dependent variable is missing, the only choice open to the experimenter is to drop that case from the analysis. These students were dropped from the analysis due to the length of the school year. This was not related to performance on the unit of instruction, but may be related to the ability level of the classes. This loss of subjects is regretable, but can probably be considered a random event, since it was not related to the instructional treatment the students would have received.


## Students Who did not Finish the Unit of Instruction. The

 second reason for droping students from the analysis is also related to the time of year whe the experiment was conducted. In general high schools in Massachusetts have the policy of letting high school seniors who have jobs leave school during the third or fourth weekin May. Unfortunately, many of the classes were just finishing the unit of instruction at this time. So that, most of the seniors (35 out of 42) in the present study, left school before the unit of instruction was completed. This loss affected three of the eight teachers (\#1, \#4, and \#7) who finished the unit of instruction. (See line 6 of Table XXI.) All three teachers were in the experimental group.

High school chemistry is generally a junior level course. However, $16.3 \%$ of the high school students in the sample (61 out of 375) were seniors, and $13.3 \%$ of the high school students in the sample (50 out of 375) were sophomores. Classes with many seniors usually had few sophomores and vice versa. Seniors who were missing a posttest were dropped from the analysis. The loss of these seniors from the analysis is not related to the unit of instruction, but to school policy. There was no reason to believe that seniors behave differently on a unit of instruction than juniors; so the present author concluded that this loss of subjects was a random event that did not affect the generalizations of the study.

Two students left school without completing the unit of instruction (one student from teacher \#7 and one from teacher \#6). See line 6 of Table XXI. It is not known why these students left school, but they are such a small percentage of the total sample, that they do not pose a threat to the generalizability of the present study.

Students Systematically Missing Independent Variables. In general there was no systematic trend among classes missing independent variables. (See lines 7,8 and 9 of Table XXI.) Some
classes had more students present for ability testing while other classes had more students present for the CES. However, the pattern of missing data for two teachers was suspicious. For teacher \#5, 11 more students took the CES than the ability test, and for teacher \#8, 27 more students took the ability test than the CES. The average discrepancy between students taking the CES and Ability tests for the remainig seven teachers was a difference of 1.9 students per teacher.

The present author examined the CES and ability scores of the three classes taught by teacher \#5. Class 353 did not present a problem; of the 18 students who took the CES, 16 students had taken the ability tests. Classes 351 and 352 were the classes contributing to the discrepancy observed above.

In Class 351,16 out of 20 students completed the CES, and 15 out of 20 completed the ability tests. However, only 11 students completed both the ability and CES tests. This is not a systematic error, but the normally expected result. A total of nine students were absent on either testing day, and each student was absent only once.

In Class 352 only 11 out of the 20 students who took the CES also completed the ability tests. This discrepancy was attributed to a low response rate for the ability tests; only twelve students out of the 22 in class completed the ability tests.

Class 352 looks suspicious; did something systematic cause $45 \%$ of the class to be absent on the day the ability test was administered? No systematic influences were found to explain this high absentee rate. All three classes of teacher \#5 received the
ability tests on the same day, Friday, March 17 (St. Patricks day). Absentee rates in the other two classes were $20 \%$ and $25 \%$. All three classes have approximately the same ability level, and class size. The present author concluded that the $45 \%$ absentee rate was a chance fluctuation, which could not be reduced by retesting.

The independent variable response rate for teacher \#8 also looked extremely suspicious. In class 681 only $55 \%$ of the class (16 out of 29) completed both the ability test and the CES. In class 682 only $21 \%$ of the class ( 3 out of 14 ) completed both the Ability and the CES tests. In class 683 only $56 \%$ of the class (14 out of 25) completed both the Ability and CES tests. In all three classes this low response rate is due to a very low response rate on the CES. The average response rate for these three classes was 49.7\%; the average response rate for all classes to the CES was $81.7 \%$ (see Table XXII).

The present author suggested that the low response rate for the CES in these three classes was due to the low reading ability of these classes. The present author suggested that the students were present for the test but were unable to read and follow the directions for the CES. These conclusions are based on: (1) All of the students in these three classes have been diagnosed as learning disabled. This implies a reading level below average for their grade. (2) The teacher read all of the questions on the CES aloud to the students in each class. She did this in response to a specific request from students in class 682. (3) Most of the students in the three classes were unable to use the answer sheets provided, and wrote their answers directly on the test booklet. Even using these procedures many of the students were unable to

TABLE XXII

THE RESPONSE/ABSENTEE RATE FOR ALL INDEPENDENT AND DEPENDENT VARIABLES

| Percentage of Students Completing Each Test |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Class number |  | $\begin{gathered} \text { Cult } \\ \text { Fai } \end{gathered}$ | $\begin{aligned} & \mathrm{V}-1 \\ & \mathrm{~V}-2 \end{aligned}$ | and CES | Pretest | Posttest | Retention Test |
| Experimental Group |  |  |  |  |  |  |  |
| 111 | 17 | 82.4 | 58.8 | 82.4 | - | 76.5 | 58.8 |
| 112 | 19 | 94.7 | 94.7 | 94.7 | - | 100.0 | 89.5 |
| 113 | 18 | 88.8 | 88.9 | 72.2 | - | 88.9 | 88.9 |
| 114 | 16 | 93.8 | 93.8 | 87.5 | - | 75.0 | 75.0 |
| 131 | 12 | 91.7 | 91.7 | 83.3 | - | 91.7 | 50.0 |
| 141 | 14 | 71.4 | 71.4 | 71.4 | - | 78.6 | 64.3 |
| 271 | 23 | 95.6 | 95.6 | 87.0 | - | 52.2 | 56.5 |
| 272 | 26 | 100.0 | 100.0 | 88.5 | - | 61.6 | 0.0 |
| 273 | 26 | 96.1 | 96.1 | 100.0 | - | 73.1 | 0.0 |
| 681 | 29 | 96.7 | 100.0 | 55.2 | - | 69.0 | 90.0 |
| 682* | 14 | 85.7 | 92.9 | 28.6 | - | 92.9 | 92.9 |
| 683 | 25 | 92.0 | 88.0 | 60.0 | - | 68.0 | 80.0 |
| Group |  |  |  |  |  |  |  |
| Average |  |  |  |  |  |  |  |
| Replication Group |  |  |  |  |  |  |  |
| 121 | 16 | 81.2 | 81.2 | 87.5 | 62.5 | 0.0 | - |
| 122** | 17 | 76.5 | 0.0 | 58.8 | 35.3 | 0.0 | -' |
| 123 | 14 | 100.0 | 100.0 | 78.7 | 50.0 | 0.0 | - |
| 124 | 16 | 93.8 | 93.8 | 81.2 | 81.2 | 0.0 | - |
| 125 | 19 | 73.7 | 73.7 | 78.9 | 63.2 | 0.0 | - |
| 351 | 20 | 75.0 | 75.0 | 80.0 | 95.0 | 90.0 | - |
| 352 | 22 | 54.4 | 54.5 | 90.1 | 90.9 | 81.8 | - |
| 353 | 20 | 80.0 | 80.0 | 90.0 | 90.0 | 85.0 | - |
| 461 | 20 | 100.0 | 100.0 | 100.0 | 95.0 | 100.0 | - |
| 462** | 22 |  |  | 86.4 | 0.0 | 0.0 | - |
| 463 | 18 | 94.9 | 94.9 | 83.3 | 88.9 | 94.9 | - |
| 591 | 25 | 96.0 | 96.0 | 96.0 | 88.0 | 96.0 | - |
| 592 | 24 | 87.5 | 87.5 | 91.6 | 87.5 | 100.0 | - |
| 593 | 24 | 100.0 | 100.0 | 91.6 | 100.0 | 100.0 | - |
| 594 | 25 | 88.0 | 88.0 | 100.0 | 96.0 | 88.0 | - |
| Group Average |  |  |  |  |  |  |  |
| Total A | era |  |  |  |  |  |  |

* Class 682 was dropped from the analysis due to missing data.
** Class 122 was not given $V-1$ and $V-2$ because the teacher did not have time to complete these tests.
***Class 462 was dropped from the analysis because the did not have time to begin the unit of instruction. They also did not complete a pretest as planned.
complete enough of the CES for the present author to score the form. (4) Class 682, which had the lowest CES response rate (21\%) also had the lowest verbal score of all the eighth grade classes.

Despite all these problems, all three classes scored as well on the posttest as the control group eighth grade classes, and all three classes were within four points on the posttest of three high school classes.

Class 682 had complete data on three students out of 14. With such a low response rate, it seems appropriate with the problems listed above, to drop class 682 from the analysis. The present author believed that this is too few cases to base a class average on, and that there was no way to know how representative these scores are of the general sample. Dropping this class imposes some limitation on generalizations, but this is preferable to the muddy interpretation that could result from including this class in the analysis.

The response rates on the CES of the other two classes were low, but there was not sufficient evidence to drop them from the analysis. Their posttest performance was surprisingly good. There may be some bias in the subjects who completed the CES. For example, if reading was a problem, then the better readers may have been more likely to complete the CES. However, the teacher did read the CES to all students. Since you could expect a $20 \%$ to $25 \%$ absentee rate the bias is probably not very great. This leaves approximately 20\% of the classes who could not or would not (due to frustration) complete the CES. The present author believed this was a reasonably small bias, and the possibility existed that most of the missing CES forms were due to a legitimate absence.

Unknown Sources of Missing Independent Variables. This section discusses the general issue of missing independent variables. The previous discusion of response rates and the data of Table XXI give the reader the impression that much more data was missing than was actually the case. Table XXIII gives a much clearer picture of missing independent variables than Table XXI does. For example, of the 2,164 observations made on the 541 subjects, only 195 observations were missing, i.e. $13.6 \%$ of the independent variables. However, 144 subjects were missing at least one independent variable. That is 26\% of the sample was excluded from the analysis due to a missing value. However, some of these subjects were also dropped due to a missing dependent variable.

Missing Data on the Retention Test. Table XXIV presents an analysis of the missing data for the retention sample; this analysis is similar to the analysis of Table XXI. Two types of data are missing: (1) missing dependent variables, and (2) missing independent variables. Missing dependent variables are usually more serious because there is no way to estimate these missing scores.

In the original experimental group only 162 out of 239 subjects were available at the time of the retention test. When class 682 was dropped from the analysis this proportion became 148 out of 225 students. (The reasons for dropping this class were discussed previously.) So, for the adjusted sample, only $65.7 \%$ of the students were available at the time of the retention test.

Students were not available for the retention test for two reasons: (a) Teacher \#7 did not have time to administer the retention

TASLE XXIII
THE FREQUENCY OF MISSING INDEPENDENT VARIABLES FOR EACH CLASS

*Class 632 was cropped from the anaivals due to missing data. *ionc of the stucnts in this chass recelved $V-1$ or $V-2$.
**Class 462 was dropped Erom the analysis becnuse eney never began the undt of instruction.

TABLE XXIV

## MISSING DATA.BY CLASS FOR THE RETENTION SAMPLE

|  | Clog3 Numbex |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 111 | 112 | 113 | 114 | 131 | 141 | 271 | 272 | 273 | 681 | 682 | 683 | Tot..l |
| Taught by teacher no. | 1 | 1 | 1 | 1 | 3 | 4 | 7 | 7 | 7 | 8 | (8) | 8 | - |
| Students in each class | 17 | 1.9 | 18 | 16 | 12 | 14 | 23 | 25 | 26 | 29 | (14) | 25 | 225 |
| Students who began unit | 17 | 19 | 18 | 15 | 12 | 14 | 23 | 26 | 25 | 23 | (14) | 25 | 225 |
| Students who were graduating seniors* | 4 | 0 | 2 | 4 | 5 | 1 | 9 | (9) | (6) | 0 | (0) | 0 | 25 |
| Student:s avalizble for retention test | 13 | 19 | 16 | 12. | 7 | 13 | 14 | 0** | 0** | 29 | (14) | 25 | 148 |
| Students who took reiention test | 10 | 17 | 16 | 12 | 6 | 9 | 13 | 0 | 0 | 26 | (13) | 20 | 129 |
| Students with complete data | 6 | 16 | 11 | 11 | 4 | 5 | 11 | 0 | 0 | 14 | (3) | 12 | 90 |
| . of students with complete data who were avallable for retention test | 46 | 84 | 68 | 92 | 57 | 38 | 79 | 0 |  | 48 | (21) | 48 | 61*** |

* Graduating seniors customaxily leave school to take jobs during May.
** These two classes completed the undt of instruction but did not have time to take the retention test.
***Class 682 was dropped from the analysis. The mean value for all classes was 62.io with a s.d. of 18.98 .
test to two of his classes: classes 272 and 273. This happened because the school year was ending. This accounted for a loss of 52 students. (b) Twenty-five seniors who began the unit of instruction were excused from class to find employment, and thus were not available at the time of the retention test.

Nineteen of the 148 (12.8\%) students who were available for the retention test were absent the day the test was given. So that only 129 students in the adjusted sample (57.7\%) actually took the retention test.

The other type of missing data was missing independent variables. As discussed previously there was only one pattern to the missing independent variables; teacher \#8 had a very low response rate for the CES. This was probably due to a low reading level. Other than this pattern, missing independent variables and missing dependent variables seem to be the result of absenteeism on the test date. No pattern or explanation for absenteeism was discovered. It seems to be a normal phenomenon; it may be more comon in some schools than in others. But it was not related to the treatment.

The percentage of students in each class that were used in the retention analysis ranges from $38.4 \%$ to $91.6 \%$ the overall class average was $62 \%$ of each class was used in the analysis, and $60.8 \%$ of all students who were available for the retention test were used in the analysis. That is, $39.2 \%$ of the students were missing at least one independent or dependent variable.

The present author is concerned about this high percentage of missing data, but the loss of information appears to be random, and is probably the result of doing research in naturalistic settings
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like schools. The present author concluded that the missing information in the present study was the result of random patterns of absenteeism in classrooms, and warns future researchers to be wary of too many testing occasions.


Demographic Characteristics of the Sample

Table XXV presents the demographic characteristics of the experimental group, control group and the combined adjusted sample. The data for the two classes which were dropped from the analysis (class 682 and class 462) were not included in this table. The majority of the information is self-explanatory. However, the reader should note the large number of no-information responses for race, LD and ESL. The author did not receive this information from two teachers who taught a total of 180 students.

Table XXVI presents the average value of the dependent and independent variables for the experimental, control group, and total adjusted sample. The reader should note that many of the independent variables were perceptibly different for the two groups.

Demographic Characteristics of Teachers

Table XXVII presents the demographic characteristics of the nine teachers who participated in the study. All of the teachers had a masters degree. All of the teachers were white. There was a wide range on all of the variables in Table XXVII. Age ranged from 29 to 50; the average age was 33.1. Years of teaching ranged from 2 to 20 with an average years of teaching experience of 9.8 years. Years of teaching chemistry ranged from one year to 20 years; the

TABLE XXV
SAMPLE DEMOGRAPHIC INFORMATION

|  | Experimental Group | Control <br> Group | Total <br> Sample |
| :---: | :---: | :---: | :---: |
| Adjusted |  |  |  |
| Total | 225 | 220 | 505 |
| Sex |  |  |  |
| Male | 94 | 137 | 231 |
| Female | 129 | 137 | 266 |
| No |  |  |  |
| Information | 2 | 6 | 8 |
| Age |  |  |  |
| 13 | 31 | 61 | 92 |
| 14 | 23 | 34 | 57 |
| 15 | 7 | 30 | 37. |
| 16 | 84 | 89 | 173 |
| 17 | 60 | 45 | 105 |
| 18 | 10 | 8 | 18 |
| 19 | 0 | 2 | 2 |
| 20 and over | 1 | 1 | 2 |
| No |  |  |  |
| Information | 9 | 10 | 19 |
| Average | 15.7 | 15.2 | 15.4 |
| Grade |  |  |  |
| 8 th | 54 | 98 | 152 |
| 10th | 9 | 41 | 50 |
| 11th | 121 | 121 | 242 |
| 12th | 41 | 20 | 61 |
| Race |  |  |  |
| White | 199 | 98 | 297 |
| Black | 12 | 1 | 13 |
| Other | 11 | 1 | 12 |
| No |  |  |  |
| Information | 3 | 180 | 183 |
| L.D. | 55 | 1 | 56 |
| No Information | 0 | 180 | 180 |
| ESL | 13 | 5 | 18 |
| No Information | 0 | 180 | 180 |

## TABLE XXVI

MEAN AND STANDAPD DEVIATION OF ALL INDEPENDENT AND DEPENDENT VARIABLES FOR THE EXPERIMENTAL GROUP, REPLICATION GROUP AND COMBINED MODELS

| Variable | Experimental Group |  |  | Replication Group |  |  | Combined Sample |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Mean | S.D. | N | Mean | S.D. | N | Mean | S.D. | N |
| rotal Sample |  |  | 239 |  |  | 302 |  |  | 541 |
| Students |  |  |  |  |  |  |  |  |  |
| Dropped* |  |  | 14 |  |  | 22 |  |  | 36 |
| nojusted |  |  |  |  |  |  |  |  |  |
| Totial |  |  | 225 |  |  | 280 |  |  | 505 |
| Pretest |  |  |  | 12.10 | 4.88 | 231 |  |  |  |
| Posttest | 23.65 | 5.31 | 166 | 21.41 | 6.76 | 184 |  |  |  |
| Retention |  |  |  |  |  |  |  |  |  |
| Test. | 21.42 | 4.88 | 129 |  |  |  |  |  |  |
| Factor 2 | . 268 | . 653 | 168 | -. 188 | . 827 | 204 | . 018 | . 786 | 372 |
| factor 3 | . 086 | 1.126 | 168 | -. 053 | . 844 | 204. | . 010 | . 980 | 372 |
| (Factor $2+$. 0.044 204 .010 372 |  |  |  |  |  |  |  |  |  |
| Factor 3) | . 354 | 1.240 | 168 | -. 241 | 1.128 | 204 | . 028 | 1.299 | 372 |
| Fain d.Q. | 114.3 | 14.95 | 208 | 105.6 | 17.3 | 240 | 109.6 | 16.8 | 448 |
| $\mathrm{v}-1$ | 9.56 | 5.03 | 205 | 9.43 | 3.76 | 227 | 9.49 | 4.40 | 432 |
| v-2 | 9.15 | 3.23 | 206 | 7.51 | 2.96 | 227 | 8.29 | 3.19 | 433 |
| (v-1 + v-2) | 18.76 | 7.58 | 204 | 16.94 | 6.10 | 227 | 17.80 | 6.89 | 431 |
| Factor 1 |  |  |  |  |  |  |  |  |  |
| Factor 4 |  |  |  |  |  |  |  |  |  |
| Factor 5 |  |  |  |  |  |  |  |  |  |
| Involvement | 5.4 | 2.8 | 179 | 4.1 | 2.5 | 245 | 4.7 | 2.7 | 424 |
| Affiliation | 6.4 | 2.5 | 179 | 6.5 | 2.3 | 245 | 6.5 | 2.4 | 424 |
| Teacher |  |  |  |  |  |  |  |  |  |
| Support | 7.2 | 2.0 | 179 | 6.1 | 2.4 | 245 | 6.6 | 2.3 | 424 |
| Task |  |  |  |  |  |  |  |  |  |
| Orientation | 8.1 | 1.5 | 179 | 7.3 | 1.8 | 245 | 7.6 | 1.7 | 424 |
| Competition | 5.6 | 1.8 | 179 | 5.5 | 1.8 | 245 | 5.5 | 1.8 | 424 |
| Order and 5.8 .51 .8 |  |  |  |  |  |  |  |  |  |
| Organization | 7.7 | 2.2 | 179 | 5.2 | 2.4 | 245 | 6.3 | 2.6 | 424 |
| Rule Clarity | 7.2 | 2.0 | 179 | 6.2 | 2.3 | 244 | 6.6 | 2.2 | 423 |
| Teacher |  |  |  |  |  |  |  |  |  |
| Control | 3.8 | 2.0 | 179 | 4.3 | 2.6 | 245 | 4.1 | 2.4 | 424 |
| Innovation | 4.4 | 2.4 | 179 | 4.7 | 1.9 | 245 | 4.5 | 2.1 | 424 |
| Fourth 4.4 2.4 4.9 245 4.5 |  |  |  |  |  |  |  |  |  |
| Quarter grade | 76.4 | 13.9 | 160 | 79.6 | 12.7 | 195 | 78.1 | 13.3 | 355 |
| Final Grade | 80.8 | 11.1 | 147 | 79.9 | 10.7 | 196 | 80.3 | 10.8 | 343 |
| Age | 25.7 | 1.5 | 216 | 15.2 | 1.6 | 270 | 15.4 | 1.6 | 486 |

*The 14 students in the experimental group were dropped from the analysis because of missing independent variables. The entire class was dropped from the analysis. The 22 students in the control group were in a class which never collected any dependent variables due to lack of time remaining in the school year.

TABIE XXVIT

THE DEMOGRAPHIC CHARACTERISTICS OF THE TEACHERS IN THE SAMPLE

|  | Mean | S.D. | $N$ |
| :---: | :---: | :---: | :---: |
| Race |  |  |  |
| White |  |  | 9 |
| Black |  |  | 0 |
| Sex |  |  |  |
| Male |  |  | 4 |
| Fenale |  |  | 5 |
| Hge | 33.1 | 6.5 | 9 |
| Years of |  |  |  |
| meaching Experience | 9.8 | 7.6 | 9 |
| Years of |  |  |  |
| Teaching Chemistry | $7 \cdot 3$ | 5.3 | 9 |
| Credits Beyond |  |  |  |
| Bachelor's Degree | 54.6 | 20.4 | 9 |

average was 7.3 years. The number of credits beyond the bachelors degree ranged from 30 credits to 90 credits; the average number of credits was 54.6. The present author's impression was that these teachers had better academic credentials than the average teacher, and they may have been the better teachers in their school. (No evidence was collected on this point.)

Sample Data Averaged Across Teachers

Table XXVIII presents the data on the dependent and independent variables averaged across each teacher. The average posttest performance across teachers is fairly consistent; however, differences between teachers are apparent. The classes of the eighth grade teachers were surprisingly consistent (18.0 versus 17.1) in posttest performance. The most surprising aspect of Table XXVIII is the comparison between retention scores and posttest performance. Very little information was forgotten; this was consistent across teachers. The other surprising finding was the degree of prior knowledge some classes showed at the pretest. The expected pretest score was 10.0 . The classes of two teachers did much better than chance (Teacher 5 and Teacher 6).

Tables XXIX, XXX and XXXI present an analysis of the demographic characteristics of the classes taught by each teacher, and the average value of the raw data for each teacher. These tables are included in Appendix $H$. This data is include so that the reader can judge how closely these classes resemble classes he might be interested in.

TABLE XXVIII

THE INDEPENDENT AND DEPENDENT VARIABLES FOR EACH TEACHER

| Variables | Teacher Number |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Experimental Group |  |  |  |  |  | Feplication Group |  |  |  |  |
|  | 1 | 3 | 4 | 7 | 8* | Group Total | 2 | 5 | 6** | 9 | Group Total |
| Number of classes | 4 | 1 | 1 | 3 | 2 | 11 | 5 | 3 | 2 | 4 | 14 |
| Students per teacher | 70 | 12 | . 14 | 75 | 54 | 225 | 82 | 62 | 38 | 98 | 280 |
| Pretest Mean |  |  |  |  |  |  | 10.2 | 15.0 | 16.4 | 9.8 | 12.1 |
| N | - | - | - | - | - | - | 48 | 57 | 35 | 90 | 230 |
| Posttest |  |  |  |  |  |  |  |  |  |  |  |
| Mean | 23.6 | 21.9 | 29.8 | 27.3 | 17.8 | 23.6 | - | 23.6 | 29.1 | 17.1 | 21.4 |
| N | 60 | 11 | 11 | 47 | 37 | 166 | 0 | 53 | 37 | 94 | 184 |
| Retention |  |  |  |  |  |  |  |  |  |  |  |
| Mean | 22.6 | 21.5 | 24.3 | 22.1 | 19.2 | 21.4 |  |  |  |  |  |
| $N$ | 55 | 6 | 9 | 13 | 46 | 129 | - | - | - | -. | - |
| Factor 2 |  |  |  |  |  |  |  |  |  |  |  |
| Mean | . 22 | . 16 | . 61 | . 19 | . 44 | . 27 | -. 35 | -. 06 | . 52 | -. 43 | -. 19 |
| $N$ | 52 | 9 | 10 | 67 | 30 | 168 | 46 | 38. | 34 | 86 | 204 |
| Factor 3 |  |  |  |  |  |  |  |  |  |  |  |
| Mean | . 50 | . 04 | 1.03 | . 34 | -1.60 | . 09 | -. 17 | . 26 | . 62 | -. 40 | -. 05 |
| N | 52 | 9 | 10 | 67 | 30 | 168 | 46 | 38 | 34 | 86 | 204 |
| Factor 1 |  |  |  |  |  |  |  |  |  |  |  |
| Mean | . 18 | . 28 | 1.17 | -. 58 | 1.03 | . 09 | . 34 | . 12 | -. 19 | -. 43 | -. 09 |
| N | 52 | 9 | 10 | 67 | 30 | 168 | 46 | 38 | 34 | 86 | 204 |
| Factor 4 |  |  |  |  |  |  |  |  |  |  |  |
| Mean | . 48 | . 19 | -. 87 | . 53 | . 64 | . 43 | -. 17 | . 04 | -. 21 | -. 73 | -. 37 |
| $\mathbf{N}$ | 52 | 9 | 10 | 67 | 30 | 163 | 46 | 38 | 34 | 86 | 204 |
| Factor 5 | . 07 | -. 49 | -. 21 | -. 12 | -. 14 | -. 09 | -. 42 | -. 42 | -. 31 | . 69 | . 07 |
| Mean | 52 | 9 | 10 | 67 | 30 | 168 | 46 | 38 | 34 | 86 | 204 |
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## Sample Data Averaged Across Classes

Tables XXXII, XXXIII and XXXIV present the student data on the independent and dependent variables averaged across classes (see Appendix I). It is included for comparative purposes only. First Order Correlation Coefficients for all Variables

Tables XXXV, XXXVI, and XXXVII present the first order correlation coefficients for all cases, for the experimental group, and the control group. Correlation coefficients for all the variables collected in the study were calculated. These correlations use all of the available information by using estimates of the covariances. These tables are contained in Appendix J. The principle reason for including these tables is to illustrate the large degree of multicolinearity between variables, and to provide basic descriptive information to the reader.

RESULTS

Preliminary Analysis: An Internal
Validity Check

The purpose of the present study was to test different explanatory models of classroom learning. Before these models of learning could be tested, it was necessary to show that learning had occurred, and that the observed learning was a result of the unit of instruction. That is, the internal validity hypothesis ( $\mathrm{H}_{\mathrm{IV}}$ ) suggested in Chapter I had to be rejected. $H_{I V}$ states that

The experimental group which received three weeks of instruction on a chemistry unit, performed no better on a test of initial learning than the control group which received no instruction on the experimental unit.

The Research Design section of Chapter III demonstrated that three null hypotheses needed to be rejected in order to reject ${ }^{H}$ IV. These hypotheses were referred to as null hypothesis $A, B$, and $C$.
$\mathrm{H}_{\mathrm{A}}$ : There is no difference between the initial learning (test 1) of the experimental group, which has received an average of 459.5 minutes of instruction, and the control group which has received no instruction on the experimental unit.
$H_{A}$ was tested with a test for independent groups. The unit
of analysis for this test was the average test score of the students pooled over teachers. The teacher was selected as the unit of analysis because students within classes were not independent of each other, and classes taught by the same teacher were not independent of each other. The $t$ value for this hypothesis was 3.28 with 6 d.f. The observed significance level for this test was . 017 . Thus null hypothesis A was rejected. It was concluded that the experimental group learned more than the control group.

However, null hypotheses $B$ and $C$ also must be confirmed before it can be concluded that the instruction provided was the cause of the observed learning. Null hypothesis B is a comparison between the pretest and posttest scores of the control group. The teacher was also the unit of the analysis for this comparison. The appropriate test statistic is the Fisher randomization test or the second best choice is the Wilcoxin test. These non-parametric tests were selected because the homogeneity of variance assumption of the paired $t$ test could not be met. Null hypothesis B states that:
$H_{B}: \quad$ There is no difference between the initial
learning (test 2) of the control group, i.e.
posttest performance, and the pretest (test 1)
performance of the control group.

The pretest and posttest average scores of three teachers were available to test this comparison. The limited number of teachers makes it extremely difficult to test this hypothesis. The randomization test calculated the observed significance level at .125; however, the reader should note that this is the smallest significance level possible with only three teachers. That is, there was only one chance in eight that all three posttest averages would exceed
all three pretests. The binomial test gives the same conclusion. There were too few degrees of freedom to apply the Wilcoxin test. Additional information can be used to rule out the null hypothesis of no pretest-posttest difference. Nine classes completed both the pretest and the posttest. For all nine classes the posttest class average was at least six points higher than the pretest class average. The reader should note that these class averages were not independent. At the student level, nine out of 139 students with complete data did worse on the posttest than on the pretest. An additional 14 students only gained between one and three points at the posttest. However, the remaining 116 students with complete data, gained at least four points on the posttest. The maximum gain was 25 points. With this additional evidence the present author was willing to conclude that the students in the control group had higher posttest scores on the average than pretest scores.

Hypothesis $C$ tests the $O_{3}-O_{4}$ versus $O_{6}-O_{4}$ comparison suggested in the Research Design. This comparison could not be tested directly because there was no way to match the experimental and control group teachers. So, this comparison was tested by comparing the posttest performance of the experimental and control groups. If there was no effect of testing, selection or mortality, then these two groups should have approximately equal posttest performances. $H_{C}$ states that:

The posttest means (test 1) for the experimental group teachers will not be equal to the posttest means (test 2) of the control group teachers.
$H_{C}$ was tested using a $t$ test for independent samples. The $t$
value calculated was . 345; with six degrees of freedom, the observed significance level was .37. The present author concluded that there was not enough evidence to reject null hypothesis $C$, and it was concluded that the posttest performance of the experimental and control groups was approximately equal.

Since all three internal validity checks were confirmed, the present author concluded that the students learned during the unit of instruction, and that this learning was caused by the unit of instruction.

## Factor Analysis

The present study contained 15 independent variables: the nine CES scores, four I.Q. scores from the Culture Fair Test, and two Vocabulary scores (Ekstrom, et al., 1975) These 15 scores were factor analyzed for two reasons: (a) a factor analysis will reduce the number of independent variables to be tested, and thus increase the number of degrees of freedom available for the error term. (b) A factor analysis will eliminate any redundancy between the independent variables; Cohen and Cohen (1975) and Cronbach (1975) both support the idea of using factor analysis in conjunction with regression analysis.

A maximum likelihood factor analysis of all cases pooled was performed on the above independent variables. ( $\mathrm{N}=375$ ) Factor selection was limited to variables with eigenvalues (characteristic roots) greater than 1.00. Initial communality estimates were squared multiple correlations.

This analysis selected five factors which accounted for $49.51 \%$
of the total variance (common variance) of the correlation matrix. (The unrotated factor matrix is contained in Table XXXVIII, Appendix J.) However, only approximately $64 \%$ of the total variance was reliable variance. (See Appendix $J$ for this calculation.) The remaining $36 \%$ of the variance should be considered random error. Thus it can be seen that the five factors account for most of the reliable variance available. (See Appendix $J$ for a replication of the above factor structure.)

The five factors were rotated to simple structure using the varimax rotation with gamma equal to 1.00. The rotated factor matrix is contained in Table XXXIX. Factor scores were calculated for each subject; the factor coefficients are in Table XL, Appendix J. The factor scores used in the experimental and control group regression analysis were calculated from these factor score coefficients.

Hypothesis One

Null hypothesis one states that:

General ability is not a significant predictor of initial classroom learning when differences in initial classroom learning have been adjusted by a set of covariates. That is $I_{A}=0$. Model 1: $L=C O V+A$

An analysis of partial variance was performed to test this hypothesis. Table XLI shows that the covariate set (Grade Level + Instructional Time + Class size) accounted for $29.1 \%$ of the initial learning variance in the experimental group.

This proportion of variance was tested for significance with an F test; the calculated $F$ value with 3 and 133 degrees of freedom was

TABLE XXXIX

ROTATED FACTOR MATRIX FOR THE INDEPENDENT VARIABLES*

| Variable | Factor 1 | Factor 2 | Factor 3 | Factor 4 | Factor 5 | Communality |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Student Involvement | . 6888 | . 082 | -. 114 | . 377 | . 044 | . 6368 |
| Student Affiliation | . 634 | . 013 | -. 062 | . 049 | -. 002 | . 4088 |
| Teacher Support | . 679 | . 071 | . 129 | . 225 | -. 148 | . 5559 |
| Competition | . 071 | -. 049 | -. 043 | . 133 | . 274 | . 1017 |
| Order and |  |  |  |  |  |  |
| Organization | . 205 | . 162 | -. 029 | . 749 | . 035 | . 6316 |
| Rule Clarity | . 176 | -. 096 | . 029 | . 433 | . 374 | . 3683 |
| Teacher Control | -. 175 | -. 135 | -. 144 | . 028 | . 964 | 1.0000 |
| Innovation | . 636 | . 064 | -. 090 | -. 188 | . 161 | . 4775 |
| G1 | . 054 | . 624 | . 115 | . 024 | -. 079 | . 4128 |
| G2 | -. 012 | . 521 | . 059 | . 024 | -. 091 | . 2835 |
| G3 | . 019 | . 566 | . 063 | . 055 | -. 027 | . 3288 |
| G4 | . 113 | . 545 | . 156 | . 003 | -. 013 | . 3348 |
| $\mathrm{V}-1$ | -. 134 | . 200 | . 962 | . 003 | -. 084 | . 9904 |
| V-2 | -. 010 | . 330 | . 601 | . 039 | -. 124 | . 4870 |
| Eigenvalue (VP) | 1.885 | 1.501 | 1.400 | 1.392 | 1.249 | 7.427 |
| Total Variance Accounted For | 12.57\% | $10.01 \%$ | 9.33\% | 9.288 | 8.33\% | 49.51\% |
| Common Variance | $25.38 \%$ | 20.21\% | 18.85\% | 18.74\% | 16.82\% | 100.00\% |
| Squared Multiple Correlation | . 778 | . 661 | . 968 | . 722 | . 986 |  |

```
TABLE XLI
```

REGRESSION MODEL OF INITIAL LEARNING FOR THE EXPERIMENTAL AND REPLICATION GROUPS

| Experimental Group ( $\mathrm{N}=137$ ) $\quad$ Replication Group ( $\mathbf{N}=149$ ) |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SET | $\mathrm{R}^{2}$ | $s r_{i}{ }^{2}$ | $p r_{i}^{2}$ | $\mathrm{K}_{\mathrm{A}}$ | $\mathrm{K}_{\mathrm{B}}$ | F | Alpha | $\begin{aligned} & \text { Power } \\ & a=.05 \end{aligned}$ | $\text { at } \mathrm{R}^{2}$ | $s r_{i}^{2}$ | $\mathrm{pr}_{i}{ }^{2}$ | $\mathrm{K}_{\mathrm{A}}$ | $\mathrm{K}_{\mathrm{B}}$ | F | Alpha | Power ${ }_{\text {a }}$ |
| Covariate |  |  |  |  |  | (133)* |  |  |  |  |  |  |  |  |  |  |
| Set | . 291 |  |  |  | 3 | 18.26 | . 000 | . 99 | . 486 |  |  |  | 3 | 45.7 | . 000 | . 999 |
| Ability |  |  |  |  |  | (131) |  |  |  |  |  |  |  | (143) |  |  |
| Set | . 389 | . 098 | . 138 | 3 | 2 | 10.53 | . 000 | . 99 | . 577 | . 091 | . 176 | 3 | 2 | 15.32 | . 000 | . 999 |
| CE |  |  |  |  |  | (128) |  |  |  |  |  |  |  | (140) |  |  |
| Set | . 458 | . 069 | . 113 | 5 | 3 | 5.43 | . 002 | . 94 | . 600 | . 024 | . 056 | 5 | 3 | 2.76 | . 046 | . 667 |
| ( $\mathrm{A} \times \mathrm{CE}$ ) |  |  |  |  |  | (122) |  |  |  |  |  |  |  | (134) |  |  |
| Set | . 504 | . 046 | . 085 | 8 | 6 | 1.89 | . 090 | . 71 | . 622 | . 021 | . 053 | 8 | 6 | 1.25 | . 280 | . 50 |
| ( GX CE ) |  |  |  |  |  | (119) |  |  |  |  |  |  |  | (133) |  |  |
| Set | . 504 | . 000 | . 001 | 14 | 2 | . 04 | . 999 | . 02 | . 639 | . 017 | . 045 | 12 | 3 | 2.09 | . 100 | . 54 |
| ( $\operatorname{cov} \times \mathrm{R}$ ) |  |  |  |  |  | (112) |  |  |  |  |  |  |  | (128) |  |  |
| Set | . 566 | . 063 | . 126 | 12 | 12 | 1.34 | . 210 | . 77 | . 653 | . 031 | . 051 | 12 | 8 | 1.45 | . 200 | . 66 |

*The number in parentheses is the degrees of freedom for the denominator of the $F$ test.
18.260. The observed significance level was less than . 0001 . The power of this test was greater than .99. The present author concluded that the covariate set accounted for a significant proportion of the initial learning (L) variance. That is, the covariate set removed 29.1\% of the irrelevant initial learning variance from the analysis. Thus, the covariate set was very effective in removing some sources of irrelevant information from the analysis.

The ability set (Factors 2 and 3) accounted for an increment of 9.8\% of the total initial learning variance $\left(\operatorname{sR}_{A}^{2}\right)$. This increment was tested with an $F$ test. An $F$ of 10.53 with 2 and 131 degrees of freedom had an observed significance level less than .0001. The power of this test was .987. So, it was concluded that the Ability set accounted for a significant proportion of the total initial learning variance.

However, the initial learning variance (L) was adjusted for differences in the covariates. This adjustment removed $29.1 \%$ of the initial learning variance from the analysis. A more suitable measure of the relationship between ability and initial learning is the squared partial correlation coefficient $\mathrm{pR}_{\mathrm{A}}^{2}$. (specifically, $\mathrm{pR}^{2}$ YA.COV $)$. As mentioned previously both $A$ and $Y$ were adjusted for differences in the covariates.

For the present analysis $\mathrm{pR}_{\mathrm{A}}^{2}$ equals $13.8 \%$; that is, the ability set accounted for $13.8 \%$ of the adjusted initial learning variance. Since the same significance test is used, for both the partial and semipartial correlation this proportion is also significant. Thus, it was concluded that $H_{1}$ was rejected and that the Ability set accounted for $13.8 \%$ of the covariate adjusted initial learning variance.

That is, when grade level, instructional time and class size were held constant, student ability accounted for $13.8 \%$ of the variance in initial learning.

Replication of Hypothesis One

Hypothesis one was also tested using the control group data. The major difference between these tests was that the control group received a pretest. No evidence was found to support the hypothesis of a pretest effect. Nevertheless, the reader should be aware that these were not exactly comparable groups. However, an educationally significant result should be capable of replication in spite of this limitation. When results are not replicated, it casts doubt on the stability and generalizability of the findings.

An analysis of partial variance was also performed on the control group data. Table XLI shows that the covariate set accounted for $48.6 \%$ of the total variance of initial learning. This $R^{2}$ was tested with an $F$ test with 3 and 145 degrees of freedom. $F$ equals 45.7. The observed significance level was less than .0001 , and the power of the test was .999. It was concluded that the covariate set is effectively adjusting the initial learning variance. The reader should note that the covariate set accounted for almost twice as much of the initial learning variance in the control group as it did in the experimental group. (This could be due to the greater number of eighth grade students in the control group sample.)

The ability set accounted for an increment of $9.1 \%$ of the total initial learning variance, or $17.6 \%$ of the covariate adjusted initial learning variance. With 2 and 143 degrees of freedom the
calculated $F$ value of 15.32 had an observed significance level less than .0001. The power of this test was .999. It was concluded that ability accounted for a significant proportion of the covariate adjusted initial learning variance, and $H_{1}$ was rejected.

Student ability was confirmed by both analyses as a significant predictor of covariate adjusted initial learning. The magnitude of this relationship is approximately the same in both samples $13.8 \%$ of the experimental group, and $17.6 \%$ in the control group. Thus student ability was concluded to be a significant and stable determinant of initial classroom learning.

## Hypothesis Two

Null Hypothesis Two states that:

The classroom average of the perceived psycho-social classroom environment is not a significant predictor of initial classroom learning when initial classroom learning has been adjusted for general ability and a set of covariates. $I_{C E}=0$.

An analysis of partial variance was performed to test this null hypothesis. The CE set (factors 1, 4, and 5) was added hierarchically to model 1 , i.e. the regression model tested under hypothesis one. The new model (model 2) states that $L=C O V+A+C E$.

When the CE set was added to model 1 for the experimental group, it accounted for an increment of $6.9 \%$ of the total initial learning variance (see Table XLI). Under model 2 , the variance due to the covariate set and due to the ability set was removed from the initial learning variance, so that the classroom environment (CE) factor accounted for $11.3 \%$ of the adjusted initial learning variance.

The $F$ value for this increment was 5.425 with 3 and 128 degrees of freedom. The observed significance level of this test was . 002, and the power of the test was .935. Thus, the present author concluded that the average student perception of the classroom environment accounted for a significant proportion of the adjusted initial learning variance, and $\mathrm{H}_{2}$ was rejected.

Replication of Hypothesis Two

Null hypothesis two was also tested using the replication group sample. This hypothesis was again tested with analysis of partial variance based on model 2 stated above. When the classroom environment factor was added to model 1 , it accounted for an increment of $2.4 \%$ of the total initial learning variance, or equivalently, $5.6 \%$ of the adjusted initial learning variance. With 3 and 140 degrees of freedom the $F$ value for this increment was 2.755. The observed significance level of this test was .046, and the power of the test was .667. Thus, the present author concluded that the class average of students' perception of the classroom environment accounted for a significant proportion of the adjusted initial learning variance, and $\mathrm{H}_{2}$ was rejected.

The class average of students' perception of the classroom environment was confirmed by both analyses as a significant predictor of adjusted initial learning. However, the magnitude of this relationship varies for the two samples. In the experimental group the CE factor accounted for twice the proportion of adjusted initial learning variance as in the replication group.

This discrepancy may be an artifact of the restricted range of
teachers and classes in the replication group. The replication group contained nine classes taught by three different teachers, and the experimental group contained 11 classes taught by five different teachers. Or this result may be an accurate picture of the stability of the CE factor. If so, then the $C E$ factor is less stable than the ability factor. There is not enough evidence in the present study to select either alternative. The present author concluded that the CE factor is educationally significant, but that the magnitude of this relationship with initial learning is potentially variable.

Hypothesis Three

Null hypothesis three states that:

The interaction of general ability and perceived classroom environment is not a significant predictor of initial classroom learning when initial classroom learning has been adjusted for the classroom average of the perceived psycho-social classroom environment, general ability, and a set of covariates. $I_{(A X C E)}=0$.

An analysis of partial variance was performed to test this null hypothesis. The ( $\mathrm{A} \times \mathrm{CE}$ ) set was added hierarchically to model 2. This interaction set contained six variables: (factor $2 \mathrm{x} \mathrm{z1}$ ); ( Z 1 is the classroom average of factor 1 ; the z notation was used to symbolize the classroom average); (factor $2 \times \mathrm{Z4}$ ); (factor $2 \times \mathrm{z5}$ ); (factor 3 x z1); (factor $3 \mathrm{x} \mathrm{z4);} \mathrm{(factor} 3 \mathrm{X}$ z5). Model 3 states that: $\quad \mathrm{L}=\mathrm{COV}+\mathrm{A}+\mathrm{CE}+(\mathrm{AXCE})$.

When the ( $\mathrm{A} \times \mathrm{CE}$ ) set was added to model 2 for the experimental group, it accounted for an increment of $4.6 \%$ of the total initial learning variance, or $8.5 \%$ of the adjusted initial learning variance (see Table XLI). Under model 3 .initial learning was adjusted to
remove covariate, ability and CE differences. The $F$ value for this increment was 1.885 with 6 and 122 degrees of freedom. The observed significance level of this test was . 090 and the power of the test was .71. The observed significance level was higher than the . 05 significance level adopted by the present study. So the present author concluded that there was not enough evidence to reject null hypothesis three, i.e. the interaction between student ability and the classroom average of the students' perception of the classroom environment does not account for a significant proportion of the adjusted initial learning variance.

The reader should be cautious in failing to reject null hypothesis 3 for the following reasons: (a) The observed significance level was fairly improbable; these results would occur only nine times out of 100 ( one out of ten) by chance. (b) The power of the test was acceptable, but not overwhelming. There was a $71 \%$ chance of finding a significant result when it existed. (c) The interaction term accounted for $8.5 \%$ of the adjusted initial learning variance. This is an educationally significant amount.

## Replication of Hypothesis Three

Null hypothesis three was tested on the replication group sample using analysis of partial variance and model three. When the (A X CE) set was added to model 2, it accounted for an increment of $2.1 \%$ of the total initial learning variance, or $5.3 \%$ of the adjusted initial learning variance. Under model 3 initial learning was adjusted for covariate, student ability and CE differences. The F value for this test was 1.251 with 6 and 134 degrees of freedom.

The observed significance level of this test was . 28 , and the power of the test was .50. The above test does not meet the . 05 criterion of significance; so the present author concluded that there was not enough evidence to reject null hypothesis 3. However, the reader should be cautioned again that the power of the test was low and there was only a $50 \%$ chance of finding a significant result when it existed. Both tests of null hypothesis 3 failed to reject this hypothesis. The power of both tests was low, and there was some evidence of an interaction in the experimental sample. For these reasons the present author suggested that more powerful research be directed at this null hypothesis.

## Hypothesis Four

Null hypothesis four states that:

The interaction of grade level and the classroom average of the perceived psycho-social classroom environment is not a significant predictor of initial classroom learning when initial classroom learning has been adjusted for the interaction of general ability and the classroom average of the perceived psycho-social classroom environment, the classroom average of the perceived psycho-social classroom environment, general ability, and a set of covariates. $I_{(G X C E)}=0$.

An analysis of partial variance was performed to test this null hypothesis. The ( $G \times C E$ ) set was added hierarchically to model 3. This interaction set contained three variables: (GXz1); (G x z4); ( $\mathrm{G} \times \mathrm{Z}$ ) . Model 4 states that: $\mathrm{L}=\mathrm{COV}+\mathrm{A}+\mathrm{CE}+(\mathrm{AXCE})+(\mathrm{GXCE})$.

When the ( $G \times C E$ ) set was added to model 4 for the experimental group, it accounted for an increment of $0.05 \%$ of the total initial learning variance, or $0.1 \%$ of the adjusted initial learning variance
see Table XLI.). The F value for this increment was 0.040 with 2 and 119 detrees of freedom. The observed significance level was 1.0, and the power of the test was .015. The observed significance level was larger than the .05 significance level; so the present author concluded that there was not enough evidence to reject null hypothesis four. However, there was only a $1.5 \%$ chance of finding a significant result with an effect this small.

Replication of Hypothesis Four

Null hypothesis four was tested for the replication group using analysis of partial variance. When the (GXCE) set was added to model 3 , it accounted for $1.7 \%$ of the total initial learning variance, or $4.5 \%$ of the adjusted initial learning variance (see Table XLI). The $F$ value for this increment was 2.08 with 3 and 133 degrees of freedom. The observed significance level was . 10 and the power of the test was . 536 .

Since this test did not meet the .05 significance level, the present author concluded that there was not enough evidence to reject null hypothesis four. However, the reader should be cautious in failing to reject null hypothesis four for the following reasons:
(a) The $F$ test is testing the average effect of each variable in the set; if one of the variables in the set is ineffective, then this will reduce the average effect tested by the $F$ test. This appears to be the situation for the control gorup. The ( $\mathrm{G} \times \mathrm{Z} 4$ ) variable is redundant with the set of independent variables analyzed by this model. If this variable had not been included, the observed significance level of the $F$ test would have been raised to .03 .
(b) Null hypothesis four could have been tested by a different model of learning. For example, $L=C O V+A+C E+(G X C E)$. This model might have yielded more positive results. This model was not tested because it would have competed with model 3 used in the present study. Model 3 was used because it was central to the purpose of the present study.
(c) Finally, the eighth grade classes in the experimental group were of questionable value, since all of these students were learning disabled. These students may not have been representative of all eighth grade students.

Regression Homogeneity Check for the Model of Initial Classroom Learning

As mentioned earlier, in order for the results of the analysis of partial variance to be valid, it was necessary to check for interactions between the covariate set and the research factor set. The interaction of these two sets produced 15 variables, i.e. the interaction of the three covariates with the five variables in the research factor set: factor 2, factor 3, Z1, Z4, and Z5. Only first order interactions were tested; so, the (A X CE) set was not included in the research factor set.

When a significant interaction is found between the covariate set and the research factor set, then the analysis of partial variance cannot be applied. For example, a non-significant interaction between grade level and ability suggests that any covariate adjustments made to the initial learning scores of high ability eighth grade students should also be made to the initial learning
scores of high ability high school students. That is, the covariate adjustments are uniform for all groups in the sample. However, a significant covariate by research factor interaction demands that the initial learning scores of some groups receive a greater adjustment than other groups.

Regression Homogeneity Check for the Experiment-

## al Group

When the ( $C O V X R$ ) set was added to model 3 , this set accounted for an increment of $6.3 \%$ of the total initial learning variance, (see Table XLI) or $12.6 \%$ of the covariate adjusted learning variance. The $F$ value for this test was 1.356 with 12 and 112 degrees of freedom. The observed significance level was . 21 , and the power of the test was .77. The present author concluded that there was no evidence to reject the null hypothesis of regression homogeneity for the experimental group analysis. That is, the APV for the experimental group is a valid analysis.

Regression Homogeneity Check for the Control Group

The $F$ value when the ( $C O V \mathrm{x} R$ ) set was added to model 3 for the replication group was 1.452 , with 8 and 128 degrees of freedom. The observed significance level was . 20 and the power of the test was .664. Based on this test there was not enough evidence to reject the regression homogeneity hypothesis for the replication group analysis.

Since the regression homogeneity hypothesis was confirmed by both the experimental group data, and the replication group data, the
present author concluded that the results of the analysis of partial variance were valid for both sets of data.

## Hypothesis Five

Table XLII shows that the covariate set accounted for $16.4 \%$ of the retention variance. The $F$ value for this test was 5.61 with 3 and 86 degrees of freedom. The observed significance level was . 002 , and the power of the test was .98.

TABLE XLII
REGRESSION MODEL OF RETENTION FOR THE EXPERIMENTAL GROUP


The present author concluded that the covariate set accounted for a significant proportion of the retention variance. This was a much lower proportion than the adjustment made to either of the initial learning samples.

Null hypothesis five states that:
$H_{5}$ : General ability is not a significant predictor of
classroom retention when retention has been adjusted for
a set of covariates. $I_{A}=0$. Model 5: $R=\operatorname{COV}+A$.
When the ability set was added to the covariate set it accounted for an increment of $9.8 \%$ of the total retention variance, or $11.8 \%$ of the covariate adjusted retention variance. The $F$ value for this test was 5.595 with 2 and 84 degrees of freedom. The observed significance level was . 004, and the power of the test was .87 . The present author concluded that the student ability set and model 1 accounted for a significant proportion of the covariate adjusted retention variance, and $H_{5}$ was rejected. The reader should note that the ability set accounted for a slightly smaller proportion of the covariate adjusted retention variance than initial learning variance.

## Hypothesis Six

Null hypothesis six states that:
$\mathrm{H}_{6}$ : The clasroom average of the perceived psycho-social classroom envionment is not a significant predictor of classroom retention, when retention has been adjusted for general ability and a set of covariates. $I_{C E}=0$. Model 6: $R=C O V+A+C E$.

An analysis of partial variance was performed to test this hypothesis. When the CE set was added to Model 5 it accounted for an increment of $10.0 \%$ of the retention variance, or $13.6 \%$ of the adjusted retention variance. The $F$ value for this test was 4.249 with 3 and 81 degrees of
freedom. The observed significance level was . 008, and the power of the test was .86. The present author concluded that the CE set accounted for a significant proportion of the adjusted retention variance, and $H_{6}$ was rejected.

Hypothesis Seven

Null hypothesis seven states that:
$\mathrm{H}_{7}$ : The interaction of general ability and the classroom average of the perceived classroom environment is not a significant predictor of classroom retention, when retention has been adjusted for the classroom average of the perceived psycho-social environment, general ability and a set of covariates. $I_{(A X C E)}=0$. Model 7: $R=C O V+A+$ $C E+(A X C E)$.

This hypothesis was tested using analysis of partial variance. When the (A XCE) set was added to model 6 , it accounted for $5.3 \%$ of the retention variance, or $8.3 \%$ of the adjusted retention variance. The $F$ value for this test was 1.137 with 6 and 75 degrees of freedom. The observed significance level of this test was greater than .25, and the power of the test was .46; so the present author concluded that there was not enough evidence to reject null hypothesis seven. Because there was only a $46 \%$ chance of finding a significant result when it existed, the present author suggested that an experiment with more power be conducted.

In failing to reject null hypothesis seven the reader is cautioned that the ( $A \mathrm{XCE}$ ) set accounted for $8.3 \%$ of the adjusted retention variance. This was a promising result. Six interaction terms were tested under this hypothesis; fewer interaction terms would produce a more powerful test. Since this $F$ test was testing the average interaction effect, limiting the set of interaction terms to the most probable


#### Abstract

interactions could raise the significance of the interaction set by eliminating unproductive interaction terms. This would only happen if, for example, two of the six interaction terms were truly significant. If all of the interaction terms accounted for approximately the same proportion of variance, then the results of this significance test would not change by eliminating interaction terms. One of the best ways to eliminate interaction terms would be by combining factor 2 and factor 3 to form one measure of general ability. This procedure would eliminate three interaction terms with the loss of little information.


## Hypothesis Eight

## Null hypothesis eight states that:

> $\mathrm{H}_{8}$ : The interaction of grade level and the classroom average of the perceived psycho-social classroom environment is not a significant predictor of clasroom retention, when retention has been adjusted for the interaction of general ability and the classroom average of the perceived psychosocial classroom environment, the classroom average of the perceived psycho-social classroom environment, general ability, and set of covariates. $I_{(G X C E)}=0$.

> This hypothesis was tested using analysis of partial variance.

When the ( $\mathrm{G} \times \mathrm{CE}$ ) set was added to model 7, it accounted for an
increment of $0.06 \%$ of the total retention variance, or $0.1 \%$ of the adjusted retention variance. The $F$ value for this test was .076 with 1 and 74 degrees of freedom. The observed significance level was greater than . 25 , and the power of the test was .01. The present author concluded that there was not enough evidence to reject the null hypothesis. However, there was little chance of finding a significant result when it existed.

# Regression Homogeneity Check for the Retention Sample 


#### Abstract

When the (COV $X R$ ) set was added to model 7 , it accounted for $7.0 \%$ of the total retention variance, or $12.1 \%$ of the adjusted retention variance. The $F$ value for this test was . 834 with 11 and 67 degrees of freedom. (Three variables were dropped from this set because they were redundant with the other variables in this set, i.e. their multiple correlation with the other independent variables was greater than .9999). The observed significance level of this test was greater than . 25 , and the power of the test was .48. The present author concluded that there was not enough evidence to reject the regression homogeneity hypothesis, and concluded that the analysis of partial variance was valid. However, the reader should note that there was only a $48 \%$ chance of rejecting this hypothesis when it was false.


## Significant Independent Variables

There are two different methods for examining significant independent variables: The best method is to look at the proportion of variance accounted for when the variable of interest is added to the model, i.e. variance components. For any of the three groups examined in the present study, this requires testing 17 variance components or 51 significance tests for the complete study. With this many comparisons there is an $88.4 \%$ chance of spuriously finding significance at alpha equals .05. This approach was rejected because of the uncertainty it would introduce into the study.

However, the reader should note that this was the only way to uniquely partition the total variance. These results are presented in Table XLIII; no significance levels were reported because they would be misleading.

An alternative method to the variance components method described above, is to examine the significance level of each independent variable in each of the proposed models of learning. It is only appropriate to look for significant independent variables when the set of variables was determined to be significant. Since the ability set, and the CE set were the only sets of variables which were significant in the present study, it is appropriate to look only at the independent variables in these two sets.

To determine if an independent variable is significant, it is necessary to look at the $t$ value for the variable in the model being considered. It is important to note that the observed significance level of each independent variable depends on the model you are examining. For example, Factor 2 might be significant under model one, but not under model three. This unusual situation occurs because the regression coefficients produced by each model are partial regression coefficients. That is, the values of all other variables in the model are held constant, when a regression coefficient is calculated. This means that as you add variables to a model, new variables may steal variance from previously significant variables. Thus, when an independent variable is declared significant, it is necessary to specify which model was examined for significance.

In addition to the regression coefficient of the independent variables, the squared semi-partial and partial correlations for each

## TABLE XLIII

VARIANCE COMPONENTS FOR A REGRESSION MODEL OF LEARNING AND RETENTION

| Variable | $\text { Cumulative } \mathrm{R}^{2}$ |  |  | Proportion of Variance |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Initial <br> Learning | Learning Replication | Retention | Initial <br> Learning | Learning Replication | Retention |
| Grade Level | . 2500 | . 4096 | . 1520 | . 2500 | . 4096 | . 1520 |
| Instructional Time | . 2710 | . 4845 | . 1579 | . 0210 | . 0749 | . 0059 |
| Class size | . 2907 | . 4861 | . 1637 | . 0197 | . 0016 | . 0058 |
| F2 (Non-verbal Ability) | . 3289 | . 5621 | . 1983 | . 0382 | . 0760 | . 0346 |
| F3 (Verbal Ability) | . 3892 | . 5768 | . 2621 | . 0603 | . 0147 | . 0638 |
| Z1 (Student-centered) | . 4468 | . 5972 | . 3514 | . 0576 | . 0204 | . 0893 |
| z4 (High Structure) | . 4533 | . 5980 | . 3535 | . 0065 | . 0008 | .0021 |
| z5 (High Discipline) | . 4581 | . 6004 | . 3624 | . 0048 | . 0024 | . 0089 |
| ( $\mathrm{F} 2 \times \mathrm{z} 1$ ) | . 4582 | . 6038 | . 3628 | . 0001 | . 0034 | . 0004 |
| ( $\mathrm{F} 2 \times \mathrm{z4}$ ) | . 4731 | . 6063 | . 3796 | . 0149 | . 0025 | . 0168 |
| ( $\mathrm{F} 2 \times \mathrm{z5}$ ) | . 4763 | . 6089 | . 3806 | . 0032 | . 0026 | . 0010 |
| (F3 x z 1 ) | . 4803 | . 6164 | . 3806 | . 0040 | . 0075 | . 0000 |
| (F3 x Z4) | . 4872 | . 6174 | - 3809 | . 0069 | . 0030 | . 0003 |
| (F3 $\times \mathrm{Z} 5$ ) | . 5037 | . 6217 | . 4156 | . 0165 | . 0047 | . 0347 |
| N | 137 | 149 | 90 |  |  |  |

independent variable can also be calculated. However, all three of these coefficients are based on the same significance test. So that, if one coefficient is significant, all three coefficients will be significant.

## Significant Aptitude Variables

Since the ability set was significance under the 5 th order models and the 8 th order models for all three sets of data, then at least one of the independent variables in the ability set should be significant.

Factor 2-Initial Learning Model. Factor 2 had an observed significance level less than .05 for model 1 and model 2 (see Table XLIV, Appendix L). So, the present author concluded that Factor 2 was a significant predictor of classroom learning. However, the magnitude of this relationship varies from sample to sample, and model to model. In general, the higher the order of the model, the lower proportion of variance factor 2 accounted for. The squared semi-partial correlations for factor 2 ranged from .029 to . 058 . Thus, factor 2 accounted for approximately $4 \%$ of the initial learning variance.

Factor 2-Retention Model. Factor 2 met the .05 significance level for model 5 but nor for model 6. This raises some doubt about the stability of factor 2 as a predictor of retention when other variables were included in the model. In spite of this, the present author concluded that factor 2 was a significant predictor of retention. This decision was based primarily upon the variance component for factor 2; it showed that factor 2 accounted for $3.5 \%$ of the retention variance. The squared semi-partial correlation ranged from . 017 to .043 .

The present author concluded that factor 2 was a significant predictor of both initial learning and retention, and the magnitude of this relationship was approximately $4 \%$ of the variance.

Factor 3-Initial Learning Model. Factor 3 was tested four times for significance as a predictor of initial learning: twice under model 1 and twice under model 2. The observed significance level of all four tests was less than . 05. Thus, the present author concluded that factor 3 was a significant predictor of initial learning.

The squared semi-partial correlations ranged from . 012 to . 060 . The variance component for the two samples ranged from . 015 to . 060 . The average variance component was .0375. Thus the present author concluded that factor 3 accounted for roughly $4 \%$ of the initial learning variance.

Factor 3-Retention Model. Factor 3 had an observed significance level less than .05 for model 5 , but was not significant under model 6. This finding casts some doubt on the stability of factor 3 as a predictor of retention when CE variables are also considered. Despite this doubt the present author concluded that factor 3 was a significant predictor of retention.

The squared semi-partial correlations ranged from . 02 to . 064 . The variance component estimated that factor 3 accounted for $6.4 \%$ of the retention variance. Thus, the present author concluded that factor 3 accounted for approximately $6 \%$ of the retention variance (see Table XLIV, Appendix L).

## Significant Classroom Environment Variables

Since the CE set was significant for all three samples, it was appropriate to look for significant independent variables. There were three independent variables in the CE set. None of these variables was significant at the .05 level for any of the three samples. When this situation occurs, Cohen and Cohen (1975) suggest selecting the most significant independent variable.

Classroom Environment Variables in the Initial Learning Model.
In the experimental group the most substantial classroom environment variable was factor 4; the observed significance level was .l7. In the control group the most substantial classroom environment variable was factor 1 ; the observed significance level was .12.

The inconsistent results and the general lack of significance could be due to the existence of suppressor variables. For the experimental group, factor 1 was a net suppressor, and factor 5 is a cooperative suppressor. For the replication group factors 1,4 , and 5 were all net suppressor variables. The present author suggested that the existence of this suppression has lowered the significance levels in the 8 th order partials for the CE set, so that none of them meet the required significance level, even though a significant relationship was shown to exist. Thus, it seems appropriate to look at the variance components in Table XLIII for a significant classroom environment variable.

As discussed earlier, it would be inappropriate to discuss the observed significance level of these variance components. However, Factor 1 was clearly the most significant of the three factors. It
accounted for $5.7 \%$ of the total learning variance in the experimental group, or $9.4 \%$ of the adjusted initial learning variance. That is, it was approximately of the same magnitude as either ability measure!

Factor 1 accounted for $2 \%$ of the initial learning variance of the replication group, or $4.8 \%$ of the adjusted initial learning variance. Factor 1 accounted for twice as much of the adjusted initial learning variance in the experimental group as in the control group. Thus factor 1 seemed to be an important variable for classroom learning, but the magnitude of its relationship to learning is variable. Factor 1 seemed to be the only substantial CE variable; however, factor 1 presented a serious problem of interpretation. The magnitude of its relationship to initial learning is approximately the same order for both samples, but the direction of the relationship is reversed! For the experimental group, classes high on factor l learn more, and for the replication group, classes low on factor 1 learn more. The present author had no explanation for this phenomenon, and can only suggest that it was the result of the large number of suppressor variables in both samples.

Classroom Environment Variables in the Retention Model. None
of the three classroom environment variables met the .05 significance level for the retention model. However, factor 1 had an observed significance level of .075; neither of the other variables were close to the required . 05 significance level. Since the sample for the retention model is drawn from the same group as the experimental group, it was surprising to find that factor $l$ was substantial in the retention sample, but not significant for the experimental group sample.

Since factor 1 had the highest significance level, it was chosen as the only substantial variable in the $C E$ set. The variance components support this decision; factor 1 accounted for $8.9 \%$ of the retention variance. Its semi-partial and partial correlations were . 026 and .038 respectively.

Suppressor variables affected the results of the retention model also. Factor 4 was a net suppressor, and factor 1 was a classical suppressor

The present author concluded that factor $l$ was the only substantial independent variable in the classroom environment set, and it accounted for most of the retention variance attributed to the CE set.

## CHAPTER V

## DISCUSSION

Major Findings

## Initial Learning Model

Evaluation of the Proposed Model of Classroom Learning. The general model of classroom learning proposed in the introduction to the present study was not confirmed by the data. Model 2 was the best model of classroom learning supported by the data. That is, the present study found that classroom learning was a function of general ability and the classroom average of the student's perception of the classroom environment. The present study did not support the hypothesis of an ability by classroom environment interaction.

The present study found that model 2 ( $L=C O V+A+C E$ ) accounted for $23.6 \%$ of the covariate adjusted initial learning variance for the experimental group, and $22.2 \%$ of the covariate adjusted initial learning variance for the replication group. These estimates were remarkably consistent with each other, and supported the stability of this finding. Model 2 accounted for an average of $22.9 \%$ of the covariate adjusted learning variance. The present author concluded that this model was moderately successful. This was an educationally significant result but at the same time, it demonstrated the limits of our understanding of classroom learning. Approximately, $75 \%$ of the adjusted learning variance remained unexplained by the proposed model.

In evaluating the proposed model of classroom learning, the reader should consider the reliability of the initial learning tests. The average reliability was .78; thus approximately $39 \%$ of the learning test scores were unreliable. When this fact was considered, the explanatory power of the above model improved. The above model explained $37.7 \%$ of the reliable initial learning variance, i.e. 23\%/61\%. This still leaves approximately $62 \%$ of thee adjusted learning variance unexplained. Perhaps, this result helps to explain why it is so difficult to specify what effective teaching is.

Evaluation of the Classroom Environment Variables. The classroom average of the student's perception of the classroom environment accounted for between $5.6 \%$ (replication group) and $11.3 \%$ (experimental group) of the adjusted initial learning variance. Thus, the present study demonstrated that the student's perceptions were effective predictors of classroom learning. That is, students learned better in some types of perceived environments than others.

Three factor scores were used to describe the student's perception of the classroom environment. However, no effort was made to verbally describe these factors. Verbal descriptions or labels of factor scores can be misleading, and so were avoided until now.

However, at this time verbal labels for the factor scores are needed to enhance the discussion. The reader should be cautious in interpreting the verbal labels that are presented in the sequel. These labels go beyond the data, and may be either too broad or too narrow. There is very little empirical evidence to validate these labels against. Future research is needed to determine the exact verbal meaning of these factors.

Table XLV contains the factor loadings for each of the CES factors produced by three different factor analyses. Column $l$ presents the factor loadings for the total sample. Column 2 presents the factor loadings for the experimental sample, and column 3 presents the factor loadings for the replication sample.

Only the results of the overall factor analysis (column l) were used in the present study. But the results from column two and three were used in naming the factors. These two analyses were performed to determine how stable the factor loadings in column $l$ were. Only factor loadings which were replicable were used to name factors. That is, the results of column two should be in agreement with column three; both factor loadings should be greater than .25 , and of the same sign. Variables marked with an asterisk did not meet these criteria. These variables were not considered in formulating the verbal label for each factor because the factor loadings did not occur under replication, and thus were specific to the present analysis.

Appendix $M$ contains a list of the verbal statements used to describe each of the three CES factors. These statements were selected from each of the CES scales which had a high loading on each factor. For example, the student involvement scale has a high factor loading on factor 1. One of the dominant themes in this scale was "students show an interest in class activities." Therefore, this statement was included in the descrip tion of factor 1. Finally, the statements listed in Appendix $M$ were synthesized by the present author into a verbal label which was descriptive of a classroom environment. Joyce and Weil (1972) was very valuable for formulating these labels.

Factor 1 was described as "a student centered environment"

## TABLE XXLV

FACTOR LOADINGS FOR THE THREE CLASSROOM ENVIRONMENT FACTORS PRODUCED BY THREE DIFFERENT FACTOR ANALYSES

| CES Scales that had <br> Significant Factor <br> Loadings on each Factor | Factor Loadings |  |  |
| :---: | :---: | :---: | :---: |
|  | Total <br> Sample | Experimental Group | Replication Group |
| Factor 1 |  |  |  |
| Student Involvement | . 688 | . 766 | . 490 |
| Teacher Support | . 679 | . 743 | . 542 |
| Teacher Innovation | . 636 | . 726 | . 544 |
| Student Affiliation | . 634 | . 653 | . 710 |
| **V-1 | -. 134 | -. 257 | -.031* |
| **Rule Clarity | .176* | .072* | . 265 |
| Proportion of Total Variance Accounted |  |  |  |
| for by Factor 1 | 12.68 | 14.9\% | 10.2\% |
| Factor 4 |  |  |  |
| Order and Organization | . 749 | . 468 | . 780 |
| Task Orientation | . 623 | . 742 | . 566 |
| Rule Clarity | . 433 | . 380 | . 383 |
| **Student Involvement | . 377 | .112* | . 580 * |
| Teacher Support | . 225 | -.053* | . 374 |
| Proportion of Total |  |  |  |
| Variance Accounted |  |  |  |
| for by Factor 4 | 9.3\% | 7.2\% | 10.8\% |
| Factor 5 |  |  |  |
| Teacher Control | . 964 | . 963 | . 857 |
| Rule Clarity | . 374 | . 415 | . 384 |
| Student Competition | . 274 | .194* | . 415 |
| **Teacher Support | -.148* | .019* | -. 323 |
| Proportion of Total <br> Variance Accounted |  |  |  |
|  |  |  |  |
| for by Factor 5 | 8.3\% | 8.2\% | 8.4\% |
| Total N | 375 | 172 | 204 |
| Proportion of Variance |  |  |  |
| Accounted for by all |  |  |  |
| Three CE Factors | 30.28 | 30.3\% | 39.4\% |

[^7]Rogers 1969). Factor 4 was described as a "high structure environment," and factor 5 was described as a "high structure/teacher control environment." Factor 5 was distinguished from factor 4 by factor $5^{\prime} s$ large emphasis upon discipline. A high factor score indicated that the classroom environment was perceived as high on the specified characteristics. Since these three dimensions were independent, a classroom could be high on all three dimensions. Empirical evidence is needed to demonstrate the actual range of classroom average factor scores.

As mentioned previously the class average of the student's perception of the classroom environment was an effective predictor of classroom learning. For the experimental group, it accounted for approximately the same amount of adjusted initial learning variance as the ability set! However, the existence of suppressor variables made the interpretation of these factors difficult. The evidence suggested that the perceived student centered environment (Factor l) was the most promising CE variable for future research. It accounted for almost all of the adjusted learning variance attributed to the CE set.

Evaluation of the Ability Variables. Verbal labels were determined for factor 2 and factor 3 using the procedures described above (see Table XLVI). Factor 2 had high factor loadings on all four Culture Fair subscales, and a low loading (.33) on V-2. The V-2 loading accounted for $7 \%$ of the factor 2 variance. Since $V-1$ did not have a significant factor loading on factor 2, this suggested that the V-2 loading was related to the format of the $V-2$ scale, rather than BY THREE DIFFERENT FACTOR ANALYSES

|  |  | Factor Loading |  |
| :---: | :---: | :---: | :---: |
| Ability Tests that had Significant Factor Loading on Each Factor | Total <br> Sample | Experimental Group | Replication Group |
| Factor 2 |  |  |  |
| G1 | . 624 | . 826 | . 577 |
| G3 | . 566 | . 750 | . 504 |
| G4 | . 545 | . 474 | . 639 |
| G2 | . 521 | . 486 | . 503 |
| ** V-2 | . 330 | . 230 * | . 279 |
| ** V-1 | . 200* | .129* | . 418* |
| Total Proportion |  |  |  |
| of Total Variance |  |  |  |
| Accounted for by |  |  |  |
| Factor 2 | 10.0\% | 12.5\% | 10.48 |
| Factor 3 |  |  |  |
| $\mathrm{V}-1$ | . 962 | . 862 | . 516 |
| V-2 | . 601 | . 754 | . 958 |
| Proportion of |  |  |  |
| Total Variance |  |  |  |
| Accounted for |  |  |  |
| By Factor 3 | $9.3 \%$ | $10.1 \%$ | 8.7\% |
|  | 375 | 172 | 204 |
| Total N |  |  |  |
| Proportion of Total |  |  |  |
| Variance Accounted for |  |  |  |
| By the Ability Factors | $19.3 \%$ | $23.6 \%$ | 19.18 |
| Proportion of Total |  |  |  |
| Variance Accounted for |  |  |  |
| By all Five Factors | $49.5 \%$ | $53.1 \%$ | $48.5 \%$ |

* Variables with loadings of less than . 25 were considered non-significant.
** These variables were not included in the descriptions used to generate a verbal label for each factor.
the verbal content of $V-2$. For both of these reasons $V-2$ was not considered in naming factor 2. Because of the high loadings on the Culture Fair tests, factor 2 was referred to as non-verbal intelligence.

Factor 3 had high factor loadings on both verbal scales: Vl and V2. Therefor, it seemed appropriate to label it verbal ability. Factor 3's high correlation with grades and posttest supported the proposition that this factor was measuring verbal ability.

The ability set accounted for $13.8 \%$ of the covariate adjusted initial learning variance in the experimental group, and $17.6 \%$ of the covariate adjusted initial learning variance in the replication group. This was considerably lower than would be expected, based on the simple correlations of factors 2 and 3 with initial learning, i.e. around $25 \%$. This suggested that some of the ability variance was attributed to the covariate set. Factor 3 had a significant correlation with Grade level, (-.689) and classize (-.396) in the experimental group. Both factor 2 and factor 3 had a significant relationship with all three covariates ( $\mathbf{r}=$ approximately .4) in the replication group.

A difference in verbal ability for eighth grade and high school students was expected. However, since non-verbal ability, i.e. fluid intelligence, reaches a ceiling around age l4, no relationship was expected between grade level and non-verbal ability. Surprisingly, high school students in the control group, had greater non-verbal ability than eighth grade students, ( $\mathrm{r}=-.410$ ). This relationship was not observed in the experimental group.

Whenever there was a significant relationship between a covariate and an ability variable, this relationship reduced the size of the proportion of adjusted variance attributed to the ability set. Despite
this variance stealing, student ability still accounted for a sizeable proportion of the adjusted initial learning variance, i.e. approximately $15 \%$.

Evaluation of the Ability by Classroom Environment Interaction. As discussed earlier the ability by CE interaction set was not significant; so, under the assumptions of the protected $t$ test, it was not possible to examine the simple interaction terms. However, it was appropriate to discuss these simple interactions since they were the focus of much of the study.

The reader should be extremely cautious in his acceptance of the following discussion. The purpose of this discussion was to stimulate future research, and to explore why the interaction set was not significant. Occassionally, significance levels will be referred to; these significance levels were reported for descriptive purposes only, not to prove the existence of significant interactions. The present author still concluded that there was not enough evidence to reject the hypotheses about interactions.

When a set of variables is tested for significance, the proportion of variance accounted for by the set, is averaged over all variables in the set. If there are many variables in a set, this averaging process may obscure the significance of a single independent variable. The present author suggested that this may be happening in the interaction set of the experimental group. This set accounted for $4.6 \%$ of the total initial learning variance, and $8.5 \%$ of the adjusted initial learning variance (see Table XLI). The observed significance level of the $F$ test was .09, and the power of the $F$ test was .71 .

In a simpler experiment, i.e. one with fewer comparisons, the present author would have used the .10 significance level for this test, because of the exploratory nature of this hypothesis. Under these conditions this null hypothesis would have been rejected. An F value this large would occur only 1 out of ten times by chance alone. This seemed to be adequate protection for an exploratory hypothesis. The above $F$ value was unlikely enough (i.e. not the result of chance) to make the present author suspicious. Also, the interaction set accounted for $8.5 \%$ of the adjusted initial learning variance. This was certainly an educationally significant proportion of variance.

If the above result were replicated, the present author would be much more confident of having discovered a significant interaction. However, the replication group did not yield an interaction set of the same magnitude as in the experimental group. For the replication group, the interaction set accounted for $2.1 \%$ of the total initial learning variance, and $5.3 \%$ of the adjusted initial learning variance. The observed significance level of this $F$ test was . 28 and the power of the test was .50 .

A look at the simple interaction terms revealed conflicting results. Three of the six interaction terms in the experimental group each accounted for more than $1 \%$ of the total initial learning variance, which was approximately $3 \%$ of the adjusted initial learning variance (see Appendix L). These three sizable interactions were: (Factor $2 \mathrm{X} \mathrm{Z4)}, \mathrm{(Factor} 3 \mathrm{X} \mathrm{Z4)} ,\mathrm{and} \mathrm{(Factor} 3 \mathrm{XZ}$ ) . However, none of these interactions were sizable in the replication group (see Appendix L). In fact, none of the interaction terms for the replica-

## tion group were very large; the largest proportion of variance acounted for by any of these terms was .7\%. <br> If the sizable interactions in the experimental group were also found in the replication group, the present author would have concluded that a substantial interaction was very probable. With the present set of findings, the reader should be cautious about failing to reject the null hypothesis of no interaction. <br> Three alternative explanations of the above findings were possible:

1. Ability by perceived classroom environment interactions truly do not exist. The sizable interactions found in the experimental group were the result of chance variations.
2. The interactions observed in the experimental group were true. An unknown factor in the replication group caused the interactions in this sample to be suppressed.
3. The interactions observed in the experimental group were true, but unstable. That is, these interations appear under some conditions, but not others. Thus, some unknown factor in the experimental group caused these interactions to appear.

It was difficult to find evidence to support any of the above alternatives. The best evidence in favor of alternative 1 was that few replicable ability by environment interactions have been found.

Two lines of evidence supported alternative 2. There were only three teachers in the replication group, and the range of two of three CE variables was approximately $50 \%$ greater in the experimental group than in the replication group, i.e. $\mathrm{Z1}$ and $\mathrm{Z4}$. It seems possible that the restriction of range on these variables attenuated any interactions which were present.

Conventional wisdom supports two of the interactions which were found. The two ability by Factor 4 interactions, i.e. (factor 2 X Z4), and (factor 3 X Z4), suggested that low ability students would learn most from a highly structured environment. The third sizable interaction term, (factor 3 X Z5) offered a surprising interpretation. It suggested that high verbal ability students would learn best in a highly disciplined environment, and that the learning of low verbal ability students was impeded by high discipline.

Thus alternative 2 found some support for the sizable interactions in conventional wisdom, and some support from the restriction of range observed in the replication group.

The support for alternative 3 was based on the notable differences between the experimental and replication group. The most notable difference between these groups was the presence of a large number of learning disabled students in the experimental group. This difference alone was enough to question the generalizability of any interactions.

Finally, the present author could not find any compelling evidence in favor of the three alternatives listed above. However, the present author believed that alternative 2 was the most promising explanation for the inability to replicate the sizable interactions found by the present study. Faith in this point of view played a role in this evaluation.

Evaluation of the Grade by Classroom Environment Interaction. These interactions were not significant for either sample, but the interactions present in the replication group approached signficance,
i.e. the observed significance level was . 10. Because of conflicting results from the experimental and replication groups, the reader should be cautious in failing to reject the null hypothesis.

The large differences between the eighth grade classes in the experimental group and the eighth grade classes in the replication group made the present author suspicious of the experimental group's eighth grade classes. The replication group's eighth grade classes were much more representative of eighth grade classes. Since all three interaction terms tested under the replication group were significant, i.e. observed significance level less than .05. The present author concluded that there was enough evidence in favor of these interactions to warrant further research in this area.

The Retention Model

Evaluation of the Proposed Model of Classroom Retention.
In general all of the statements made about the initial learning model apply to the retention model. That is, the ability set and the perceived classroom environment set were both significant. The interaction set, the developmental set, and regression homogeneity check were not significant. Model 6 was the best model for predicting retention. Model 6 is comparable to model 2 for initial learning.

The present study found that model 6 accounted for $36.2 \%$ of the total retention variance, and $23.7 \%$ of the covariate adjusted retention variance. The proportion of covariate adjusted retention variance accounted for by model 6 is remarkably similar to the average proportion of covariate adjusted variance accounted for by
model 2 , i.e. 22.9\%. The major difference between the two models was in the total proportion of variance accounted for. Model 2 accounted for $45.8 \%$ and $60.0 \%$ of the initial learning variance; model 6 accounted for $36.2 \%$ of the retention variance. This difference is almost completely accounted for by the fact that grade level was a much better predictor of initial learning (25.0\% and 40.1\%) than of retention (13.2\%).

In terms of the other covariates, instructional time was unrelated to retention ( $r=.41$ ) and did not account for a significant proportion of the retention variance ( $0.6 \%$ ). In contrast instructional time was a significant predictor of initial learning (2.1\% and 7.5\%). This suggested that once something was learned, retention was not influence by how long it took to learn it. Class size was not a significant predictor of either initial learning or retention under any of the models tested.

Evaluation of the Ability Variables. Both ability variables were significant under model 5 but not under model 6; this was a very surprising result. The present author has no explanation except to note the power of the test under model 6 was low, approximately . 35. Increasing the sample size would increase the power of the test, and possible the significance level of the variables.

In spite of this difficulty the variance component of factor 2 accounted for $3.5 \%$ of the retention variance, and the variance component of factor 3 accounted for $6.4 \%$ of the retention variance. It is interesting to note that verbal ability accounted for approximately twice as much of the retention variance as non-verbal ability did. The reader should also note that the ability set
accounted for less of the covariate adjusted retention variance (11.8\%) than it accounted for under model 2 , i.e. $13.8 \%$ and $17.6 \%$ for the experimental and replication groups respectively.

Evaluation of the Classroom Environment Variables. The CE set was a significant predictor of retention, just as it was for initial learning. The CE set accounted for $13.6 \%$ of the covariate adjusted retention variance as opposed to $13.8 \%$ (experimental group) and $5.6 \%$ (replication group) of the covariate adjusted initial learning variance. Thus the $C E$ set was approximately twice as good a predictor of retention as of initial learning. However, none of the three CE predictors were significant at the . 05 level. Suppressor variables may be responsible for this lack of significance.

The perceived client centered environment (Z1) was the most substantial of the three CE variables. This variable was also the most substantial CE variable in the initial learning model. Its variance component accounted for $8.9 \%$ of the retention variance as opposed to $5.8 \%$ (experimental group) and $2.0 \%$ (replication group) of the variance of initial larning. Thus, the present author concluded that perceived client centered environment was more important in predicting retention than in the prediction of learning.

Evaluation of the Ability by Environment Interaction. The (A X CE) interaction set was not a significant predictor of retention, despite the fact that it accounted for $8.3 \%$ of the adjusted retention variance. However, the power of this test was low, and the sample size was relatively small ( $\mathrm{N}=90$ ). If an effect this
large were found with a sample size of 200 it would be significant.
Only one of the six interaction terms in the ( $\mathrm{A} \times \mathrm{CE}$ ) set was sizable, i.e. (factor $3 \times \mathrm{z}$ ). The verbal ability by high discipline interaction accounted for approximately $5.6 \%$ of the adjusted retention variance (see Table XLIII). This interaction term was also sizable for initial learning in the experimental group, but was not significant for the replication group. Thus, the reader is faced with the dilemma of which sample to believe.

Since the students in the retention sample were also in the experimental group for initial learning, it was not surprising to find this interaction sizable in both samples. This interaction suggested that high verbal ability students would learn best from perceived environments high in discipline, and that low verbal ability students would learn best in perceived environments low in discipline.

Evaluation of the Grade Level by Classroom Environment Interaction. No evidence for a developmental interaction was found in the retention sample. The power of this test was low, and the sample size was small, so the reader should be cautious about failing to reject this hypothesis; larger sample sizes were recommended for future research.

## Implications for Future Research

This section discussed three areas: implications for educational/psychological theory, implications for the practice of education, and implications for educational research.

Implications for Educational/Psychological Theory. An examination of Table XXIII in Appendix $I$ shows that classes retained $96.6 \%$ of what they learned on the initial learning test. For each of the nine classes which had both initial learning and retention scores the average percentage retained ranged from $81.5 \%$ to $109.2 \%$. Three classes had retention scores greater than their posttest class average; the present author suggested that these classes learned about acid-base theory during the retention interval. The reader should be wary of this type of change/gain score; it is notoriously unreliable. However, the present author believed this was a significant finding, because it was consistent in direction and magnitude over all nine classes.

The present author suggested that the observed high degree of retention implies that meaningful learning and retention processes were utilized by the average student in these classes. If rote learning and retention was the dominant learning process, then interference theory suggested that a much lower rate of retention was expected, i.e. $10 \%$ to $30 \%$. This should not imply that all students adopted a meaningful learning set, but only that the average student did.

The presence of meaningful learning and retention in the schools is a sign that schools are succeeding in their goals, but more important, it argues for more educational research on meaningful learning and retention. For example, are rules and verbal information retained in the same way? Or does student ability play the same role in the meaningful learning and retention of verbal information and rules as it does in classroom learning?

The present study confirmed the existence of two ability fac-
tors as Cattell suggested. These ability factors had factor loadings which Cattell associated with fluid and crystalized intelligence. Both of these factors were significant predictors of classroom learning. Since the unit of instruction was very heavily weighted toward verbal abilities, e.g. reading and listening to lectures, it was surprising that the fluid intelligence factor was significant. The present author suggested that future research pay more attention to the fluid intelligence factor in education.

However, the present study cannot confirm that it is educationally worthwhile to make this distinction. To test this proposition, it was necessary to add the fluid and crystalized intelligence factors together, and then reanalyze the data. If this new model accounts for roughly the same proportion of variance of the dependent variable, then the present author would conclude that the fluid/ crystalized intelligence distinction was not educationally significant. This debate is really a question of which model best fits the data. The present study assumed that the fluid/crystalized distinction was necessary.

The present study found that the classroom average of the students' perception of the classroom environment was a significant predictor of classroom learning. The data from the present study gave conflicting results on the types of perceived environments which were most conducive to learning. These conflicting results may have been the result of small sample sizes. In spite of these problems the present author believed that the students' perception of the classroom environment was a significant determinant of classroom learning which should be explored in greater detail.

Future research should also explore the relationship between the perceived classroom environment and the objectively measured classroom environment. At present it is difficult and time consuming to objectively measure the classroom environment with techniques like Flander's interaction analysis. It is possible that the perceived environment is a more important variable than the actual environment in determining classroom learning. If this were true, it would make educational research in the classroom somewhat easier.

It is also possible that the perceived classroom environment and measures of the acatual classroom environment are redundant measures of the same phenomenon. If this were true, paper and pencil tests such as the CES, could become the method of choice, because they are much less reactive than objective measures of the classroom environment.

The tests for interactions in the present study were disappointing because they were so inconclusive. It is possible that a larger sample size would yield conclusive results. The present author still believes that it is important to look for ATI's in education, and it is recommended that future research continue the search for educationally significant ATI's. The present author believes that the search will produce a sounder understanding of educational phenomenon, even if ATI's prove to be theoretical illusions.

The models developed in the present study are both gratifying and disappointing. In general the models accounted for approximately $50 \%$ of the variance of the dependent variable. This suggested that


#### Abstract

our basic understanding of classroom learning and retention is essentially correct. This is a gratifying thought for an educational theorist.


However, the models also leave approximately $50 \%$ of the variance of classroom learning and retention unexplained, i.e. error variance. This is very disappointing for an educational practitioner. The harshness of this reality can be softened somewhat by observing that the dependent variables only contained $61 \%$ reliable variance; more reliable dependent variables may improve the explanatory power of educational models. In the final analysis the present author believes that the models developed in the present study are encouraging for the researcher, but discouraging for the practitioner searching for educational prescriptions.

Finally, the present author suggests that future research look for interactions which involve the mode of instruction utilized by the teacher. The present study collected data on the amount of class time the teacher spent using different instructional modes. There was enough variability between teachers to make this a plausible environmental variable. For example, high ability students might do better in educational environments which demanded high verbal skills, e.g. lecture and outside reading.

Implications for Educational Practice. Cronbach and Snow
(1977) suggested that any treatment which produced an improvement of . 4 s.d. in the dependent variable was an educationally significant treatment. One way to evaluate the effectiveness of the unit of instruction in the present experiment is to apply this standard to
each class. The mean and standard deviation of the pretest were 12.1 and 4.88 respectively. All of the classes had posttest averages greater than 14.05 , i.e. . 4 s.d. greater than the pretest mean. In fact all but two classes had posttest class averages greater than 1 s.d.; both of these classes were eighth grade classes. Twelve classes had posttest class averages greater than 2 s.d. above the pretest mean. By Cronbach and Snow's standard the unit of instruction was highly effective.

In attempting to evaluate the effectiveness of the unit of instruction, the reader should also note the degree of variability in the amount learned by different classes from different teachers. All classes learned form the instruction, but some classes learned much more than others. This result was probably due to the different ability levels of the classes at the start of instruction.

Finally, the present author suggests that school systems and teacher education programs devote more attention to teaching teachers how to construct classroom achievement tests. It is commonly suggested that the reliability of teacher made tests is approximately .60, i.e. 36\% of the test variance is reliable variance. The present author used a table of specifications, and an operational definition of learning to produce the achievement tests used in the present study. The reliability of these tests was approximately . 80, i.e. 64\% of the test variance was reliable variance. This is an improvement of 28\%. Since classroom grades play such an important part in the student's future, it seems very worthwhile to strive for a more reliable measure of classroom learning. The test construction process may also make the goals of
instruction clearer to the teacher.

Implications for Educational Research. The present study has two major implications for educational research. First, regression analysis is the data analytic strategy of choice because it permits the investigator to look at the interdependence of independent variables found in educational environments, i.e. multicolinearity of the independent variables is an acceptable research condition. Regression analysis also permits the researcher to analyze continuous independent variables, and does not force him to truncate continuous variables to fit the cross-classification of a factorial design.

The present study illustrates the power of the above approach by demonstrating that: (a) field studies in normal classrooms are possible, and that the results are analyzable. (b) The teaching environment can be described by a continuous quantitative variable, and does not need to be described in qualitative terms such as student centered or lecture. (c) Teaching environments can be described in terms of several variables rather than one global term, i.e. a multivariate description. For example, a teaching environment could be described as being both highly structured, and student centered.

The second major implication of the present study was: the reseacher, with a limited number of subjects, should be very selective in terms of the regression model used to analyze the data. That is, the present author believes that a less ambitious model would have produced more stable results for the present study. For example, a model which did not distinguish between fluid and crystaized intelligence, but which added these variables
together to form a general ability measure, would have yielded a more powerful test of the research hypotheses by eliminating four degrees of freedom from the model.

Table XLVII illustrates the benefits of increasing the sample size using the full model of classroom learning described earlier. This sample was obtained by pooling the cases from the experimental and control groups. The problem with this approach is that the two samples used similar but different dependent variables. Since the two tests were approximately parallel, and since they appear to be measuring the same thing, it seemed reasonable to pool these samples as an exploratory effort.

The increased sample size has made two very important changes in the results: (a) The significance level of the previously significant independent variables has increased dramatically; this implies that the associated partial correlations also increased. (b) The tolerance level of most variables has also increased. Tolerance is the complement of multiple correlation (1 - tolerance $=R^{2}$ ) and thus is a measure of the redundancy or multicolinearity of the independent variables. Increasing the tolerance means that the independent variables are less redundant, and estimates of their regression coefficients are more stable. The increase in tolerance was probably a result of the increased variability caused by the larger sample size.
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APPENDIX A

TEST MATERIALS

# Test of "g": CULTLRE FAIR Scele 2, Form A 

Prepared by R. B. Ca:tell ond A. K. S. Caitell
Name First Sast Sex

Name of School (or Address) $\qquad$

Today's Date $\qquad$ Grade (or Class) $\qquad$

M.
Q.


## TEST 1


1.
6.






Answers
$\square$
 $\Delta$ $\left\lvert\, \begin{aligned} & \cdots \\ & \vdots \\ & \cdots \\ & \cdots\end{aligned}\right.$
1
$\square \square$
$\square$
2
$\checkmark \checkmark$
$\checkmark$
$\checkmark$

4
$x_{x} x^{x}$
$x^{2}$


8.


9.

「….....


10.

. $\theta, D$

12.


End of Test 1

## TET 2


3.


STOP! Do not turn the poge until told to do so.

## Tizs 3

Examples

$\begin{array}{lllll}1 & \left.\begin{array}{lll}2 & 3 & 4 \\ 0 & 0 & 0 \\ 0 & 0 & \begin{array}{l}0 \\ 0\end{array} \\ \hline & \text { Answers } \\ 0 & 3\end{array}\right]\end{array}$
1.

2.

3.

4.


3
$\begin{array}{cc}4 & 5 \\ x & + \\ \end{array}$

5.
6.

7.

2
0


8. | ${ }^{0} O_{0}$ | $e^{0}$ |  |
| :---: | :---: | :---: |
| $0^{0}$ |  |  |


0


 5

12.






11.


 End of Test 3
6.

## TEET 4




| page 6 |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| vocabulary test i | vocabutary |  |  | test |  | II | Letter sets |  |  | test |  |  |
|  |  |  |  |  |  | A. | NOPO | D) ${ }^{2}$ | $A D C D$ | HIJK | uvix |
| A. | $\wedge$. | 1 | 2 | 3 | 4 |  | 5 | 8. | NLIK | ELIK | OLIK | 呚似 | VLIK |
| 1. | 1. | 1 | 2 | 3 | 4 | 5 | 1. | appo | нemm | titu | Dnne | MLMM |
| 2. | 2. | 1 | 2 | 3 | 4 | 5 | 2. | BCDP | FGut | .TкLM | prest | vixix |
| 3. | 3. | 1 | 2 | 3 | 4 | 5 | 3. | :3vzc | rvag | .1vek | priou | SVET |
| 4. | 4. | 1 | 2 | 3 | 4 | 5 | 4. | scref | fgit | STrix | cifg | POST |
| 5. | 5. | 1 | 2 | 3 | 4 | 5 | 5. | вcca | gffg | LMmL | QRR2 | b.xxt: |
| 6. | 6. | 1 | 2 | 3 | 4 | 5 | 6. | Mapp | ccris | QQbs | eett | EDSs |
| 7. | 7. | 1 | 2 | 3 | 4 | 5 | 7. | A 3 D | FGFit | I.JK | OPRQ | uvxw |
| 8. | 8. | 1 | 2 | 3 | 4 | 5 | 8. | crit | nitv | finxz | BUDO | hupr |
| 9. | 9. | 1 | 2 | 3 | 4 | 5 | 9. | paisu | Spet | vini: | copd | fuzg |
| 10. | 10 | 1 | 2 | 3 | 4 | 5 | 10. | CFCR | .jeve | cgcs | crixc | ксй |
| 11. | 11 | 1 | 2 | 3 | 4 | 5 | 11. | xDBk | tnll | vfge | pfec | zagz |
| 12. | 12 | 1 | 2 | 3 | 4 | 5 | 12. | camz | CEIL | cioz | cqvz | cauz |
| 13. | 13 | 1 | 2 | 3. | 4 | 5 | 13. | vfit | rgdv | 2 IFX | KxVH | mzxJ |
| 14. | 14 | 1 | 2 | 3 | 4 | 5 | 14. | AFbG | TJFK | gkim | PSOT | $\mathrm{Rtis} \times$ |
| 15.- | 15 | 1 | 2 | 3 | 4 | 5 | 15. | KGDB | DFIM | Kifb | hJma | LHEC |
| 16. |  | 1 | 2 | 3 | 4 | 5 |  |  |  |  |  |  |
| 17. |  | 1 | 2 | 3 | 4 | 5 |  |  |  |  |  |  |
| 18. | 18 | 1 | 2 | 3 | 4 | 5 |  |  |  |  |  |  |

## Page 1

## VOCABULARY TFST I

This is a test of your knowleतge of word meanings. Look at the sample below. One. of the four numbered words has the same meaning or nearly the same meaning as the word at the left. Indicate your answer by writing the number of the word you select on the answer sheet.
attempt 1-run 2-hate 3-try 4-stop

The answer to the item is number 3; you should have a "3" written on your answer sheet.

Your score will be the number marked correctly minus a fraction of the number marked incorrectly. Therefore, it will not be to your advantage to guess unless you are able to eliminate one or more of the answer choices as wrong.

You will have 4 minutes to complete this test. Kemember, do not write in the test booklet.

Page 2
DO NOT WRITE ON TEST BOOKLFTT

| 1. | airtight | $\underset{4-\mathrm{plane} \text { sick }}{\text { 2-hermetically sealed }}$ |
| :---: | :---: | :---: |
| 2. | pecide | 1-tattle 2-cheat 3-misrepresent 4-sell |
| 3. | raicer | $\begin{aligned} & \text { 1-frontiersman } 2 \text {-pluncierer } 3 \text {-murderer } \\ & \text { 4-cynic } \end{aligned}$ |
| 4. | energetically | $\begin{aligned} & \text { 1-inspiringly 2-skillfully 3-delightfully } \\ & \text { 4-vigorously } \end{aligned}$ |
| 5. | implicate | 1-inrolve 2 -remove 3 -retaliate 4-exaygerate |
| 6. | gloaming | $\begin{gathered} \text { 1-autumn 2-micinight 3-twilight } \\ \text { 4-daybreak } \end{gathered}$ |
| 7. | legibleness | $\begin{aligned} & \text { 1-crookedness 2-amity 3-plainness } \\ & \text { 4-carelessness } \end{aligned}$ |
| 8. | laceration | 1-cut 2-oration 3-tumor 4-flogging |
| 9. | follification | 1-capitulation 2-merrymaking 3-emancipation 4-teasing |
| 10. | willowy | 1-1ithe 2-wincy 3-quiet 4-£ickle |
| 11. | feline | $\begin{aligned} & \text { 1-guileless 2-fabulous 3-equine } \\ & \text { 4-catlike } \end{aligned}$ |
| 12. | cispiritediy | ```l-neglectfully 2-conspicuously 3-ciisnonorably 4-iejectedily``` |
| 13. | intricacy | ```1-delicacy 2-complexity 3-invisibility 4-hostility``` |
| 14. | excerpt | 1-accept 2-extract 3-curtail 4-deprive |
| 15. | arrogance | 1-contrariness 2-insubordination 3-haughtiness 4-vivacity |
| 16. | gallivant | $\begin{gathered} \text { 1-serenacie } 2 \text {-gaç about 3-plunder } \\ \text { 4-espouse } \end{gathered}$ |
| 17. | sheik | 1-priest 2-casque 3-shepherd 4-chief |
| 18 | exorbitance | ```1-excessiveness 2-तissicence 3-unanimity 4-gaiety'``` |

## Page 3

## 

This is a test of your knowleçge of worc meanings. Look at the sample below. One of the iive numbered woros has the same meaning or nearly the same meaning as the word above the numbered worss. riark your answer by putting an $x$ on your answer sheet through the number you select.

jovial<br>l-refreshing<br>2-scare<br>3-thickset<br>4-wise<br>5-jolly

The answer to the sample item is number 5; you shoulc have put an $X$ through number 5 on your answer sheet.

Your score will be the number narked correctly ininus a fraction of the number marked incorrectly. Therefore, it will not be to your acivantage to guess unless you are able to eliminate one or more of the answer choices as wrong.

You will have 4 minutes to complete this test. Remember, ro not write in the Test 3ooklet.

DO NOT TURN THIS $2 T G E$ UNTIL ASKED TO DO SO.

| 1．handicraft | 7．unobservent | 13．inclecent |
| :---: | :---: | :---: |
| 1－cunning | 1－analytic | 1－balmy |
| 2－fast boat | 2－conclusive | 2－happy |
| 3－utility | 3－heedless | 3－righteous |
| 4－manual skill | 4－uninformed | 4 －severe |
| 5－guild | 5－timid | 5－apprehensive |
| 2．resistant | 8．perambulator | 14．access |
| 1－confusing | 1－coffeepot | 1－abundance |
| 2－conjunctive | 2－drunkard | 2－evaluation |
| 3－systematic | 3－baby carriage | 3－approach |
| 4－assisting | 4－11ar | 4－extremes |
| 5－opposing | 5－camel | 5－foes |
| 3．ejection | 9．masticate | 15．bland |
| l－restoration | 1－chew | 1－disatreeable |
| 2－expulsion | 2－massage | 2－pale |
| 3－reformation | 3－manufacture | 3－soothing |
| 4 －bisection | 4 －create | 4－expty |
| 5－exposition | 5－pollute | 5－musical |
| 4．yawl | 10．poignancy | 16．collusion |
| 1－tropical storm | l－peignoir | 1－nerve |
| 2－fozhorn | 2－gloominess | 2－rest |
| 3－carouse | 3－keenness | 3－preyer |
| 4－sailboat | 4 －gluitony | 4－corsziracy |
| 5－turn | 5－barony | 5－disõuise |
| 5．Iistless | 11．salaam | 17．degraie |
| 1－aggressive | 1－salivation | 1－10wer in rank |
| 2－adaptable | 2－salmon | －2－beri downinard |
| 3－indifferent | 3－salutation | 3－disこらree |
| 4－sorrowful | $4-\mathrm{ransom}$ | 4 －sort |
| 5－ugly | 5－brigand | 5－uplift |
| 6．acceptable | 12．compatible | 18．evolve |
| 1－affected | 1－abridged | 1－develop Enacually |
| 2－suitaiole | 2－coneenial | 2－spin |
| 3－attractive | 3－comvelling | 3－end sudicerly |
| 4－genial | 4 －related | 4－implicate |
| S－noteworthy | リ，－combined | 5－inclucie |

DO NOT TURN TIII：PAGE UNTIL ASKED TO 20 SO．

## Page 5

## LETT. S CTS TEST


#### Abstract

Each golem in this test has five sets of letters with four letters in cark set. Fou: of the sets of letters are alike in sone way. You are to find the rule that makes these four sets alike. The filth letter set is different from them and will not fit this rule. Draw an $X$ on your answer sheet through the set of letters that is different.

NOTP: The rules will not be based on the sounds of sets of letters, the shapes of letters, or whetiner letter combinations form bores or parts of worcis.


## Fi:anples:

A. HOP?
c) KL
A.30D
HIT
uris
3. WLIK PLIK OLIK THIK VLIK

In Example $A$, four of the sets have letters in alphabetical order. In $\therefore$ has therefore been drawn tingouci DEF . In Frample 3, four of the sets contain the letter $\mu$. Therefore, an $X$ hes seen drawn through Till.

You: score on this test :ill be the number of problems marked correctly minus a fraction of the number marked incorrectly. Therefore, it will not be to your advantage to cuss unless you are aisle to eliminate one or more of the letter sets.

You will be allowed 7 minutes to complete this test. semembe:, co not write in the test booklet.
70. In the first few weeks the teacher explained the rules about what students could and could not do in this class.
71. The teacher wiil put up with a good denl.
72. Students can chcose where they sit.
73. Siudents sometimes do extra work on their own in the class.
74. Tlicte are groups of students who don't get along in class.
75. This teacher does not trust students.
76. This chass is more a social hour than a place to learn something.
77. Sometimes the class breaks up inio fiouns to compete with each other.
78. Activities in this class aro clearly and carefully planned.
79. Students arer.'t always sure if something is against the rules or not.
80. The teacher will kick a student out of class if he acts up.
81. Students do the same kind of homework almost every diay.
82. Students really enjoy this class.
83. Some studenis in this class den't like each other.
84. Students have to watch what they say in this class.
85. The teacher sticks to classwork and doesn't get sidetracked.
86. Students usually pass even if they don't do much.
87. Students don't interrupt the teacher when he's balking.
88. The teacher is comsistent in dealing with students who break the rules.
89. When the teacher makes a rule, he means it.
90. In this class, students are allowed to make up their own projects.

## 

##  Qodant



INSTRUCTIONS

There are 90 statements in this booklet. They are statements about high schout and iunior high school classrooms. You are to decide which of these statemenss are true of your chassroom and which are false

Make all your marks on the separate answer shect. If you think a statenient is true or mostly true of your ciass, mine an $X$ in the box labeled $T$ (eruc). If you think the statement is faise, or mostly false, make an $X$ in the bux libeled $F$ (false).

Do not make any marks on this booklet.


## CONSULTING PSYCHOLOGISTS PRESS, INC. 577 College Ave., Palo Alto, California 94306

O Copyrisht 1974 by Consulting Psycholokists Press, Palo Al:o, CA 94305. All dghls reservecs. This terr, or parts thereor, may not be reproduced in any form whithout pernibsion of the pubilither.

1．Siendents put a lot of energy into what they do here．
 khew erth what ex．lls well．
3．This teather peondsers tittle

4．Nmest sll chan time is spent on the lesonolor the dis．
5．Studentidunt fect presured tocompole hets．

7．There in a dess set of rules for

8．Theresrever few rules to follow．

9．Niew ides are dwass being licd otithere．
10．Students dis deam a bot in 1his c！小又
11．Stuckens in this a lass aren＇t sい interntedmsetting to know other stextent．
 interevi in student．
13．Students， stich for chmooth in this chass．
14．Srukents in had to get the bos grate．
15．Simkent，ate amont alw．iys quic！in this clas．
16．Rulw in this cliss seem to change a lot．
17．If a student breahs a rule in thiv llos，he＇s sure to get in touble．

18．Whitt students do in class is ver）different on dilferent d．as．
19．Students are often＂clock． wathing＇in this class．

20．A lot ef frienchaps have been made in this class
21．The tencher is mere lines friend thon an atherith．
22．We often spend more time discusing untuide stuk andivities than chaserebled monterial．
23．Sume students alw．ipaliy to ace who simb answer yuevtions fits．

24．Students fool ，round a lot in this chas．
25．The teacher enplains wh．at will happen if a student becahs a rule．
26．The tianher is nut sery stime
27．New and different．＂．s． s ！ powhing de mol ticd wen oflem in this clas
28．Miow student int this dass rally pay attention to what the tewher $\begin{gathered}\text { s．r．sing．}\end{gathered}$
29．It＇s easy to bet a groun logether for a prombl．
30．The teathe gos ant of his wid to help atudents．
31．Cieltin！a certain amement of closwonh dome is very impor laml in this class．
32．Students denit compete with with each uther here．

33．This class is often in an uproar．
34．The teather explains what the rules are．

35．Stusents cant get in trouble with the temper for talkings when therere not sunnosed in
36．The ieacher likes students to iry unusual projects．

37．Very feu students tahe part in class diactussions or activities．
38．Students enjoy warhing tes． gether on projects in this chass．
39．Semetimes the lowher ember． Pasers students for not hoowing the right answer．
40．Students don＇t do mush worh in this class．
41．Ansudemts grade is lowered if has sels homework in late
42．The bencher harally wer has tu）tell stmbents to get bath in their seals．
43．The testhes makes a point of sticking tu the inles he＇s made
4．4．Students den＇t alwas have to slich io the rules in this chas．
4．5．Stuchents have vers litule to saty about how chas time iv spent．
16．Alat of vtudents＂derdic＂or possomes．
47．Student enjuy helping each other with homework．
48．This lescher＂t，1ths dorwn＂to जladents．
49．We usu，illy do as much as we set ext to do．
50．（itseles are met very important in this class．
51．The teacher offen has to tell students to calm down．
52．Whether or not students can get away with something depends on how the teacher is feeling that day．
53．Students sel in trouble if Hey＇re not in their seats when die class is suppensed to statt．
54．The leacher lhimhs up unusual proiects for slidents in do

55．Students sometimes present sonething they ve worked on In the class．
56．Siudents don＇t have much of a chance lo gel to hnow caci other in thin class

57．If studemes want io tath about something this teacher will find time to doit．

58．If a stulemt missers dars for a couple of diss，it bhes some eflotit＂catch up．
59．Students here den＇t care about what grades the other students are gelting．
60．Assignments are usually clear so everjone knows what to do
61．There are cel ways of ivorking on things．
62．It＇s easier to get in remuble her than in alot of ather clusses．

63．Students are expected to follow set rules in doing their work．
64．A lu：of students seem to be only half awake during this class．
65．It takes a long time to get to know everybody hy his first name in this class．

66．This tedcher wants to know whit students themselves wan to learn about．
67．This teasher often takes time out from the lesson plan to talh abuut other things．
68．Students have to werk for a grod suade in this class．
69．This class haddly ever starts on time．

## ctassnoom enuironment scate

## DIRECTIONS

Look at your test booklet and check the rorm printed on It here:

$$
\text { Form } R_{\ldots} E_{\ldots}
$$

Please provide the information requested below.

| Shinot $\qquad$ Sex: M F <br> Gr.ade $\qquad$ Classroom (circle) |  |
| :---: | :---: |
|  |  |
| How lung have you been in this school? |  |
| ycars | months |
| How long have you been in this classroom? |  |
| Y(21s | months |
| Today's Dise ___ Oilicr |  |

Now, plesse read each statement in your boohlet and then, in the boxes on the uther side of this sheet, mark $T$ (true) if you think the statement is true of your clasnivon, and $F$ (fjise) if the stalement is noltrue of your classroom.
Use a hesuy $X, 2 s$ in the example: Please use a pencil with
an eraser, not a per. Be sure to match each number in the
buohlet with each one on this sheet.

## Designect by Rudol ioos <br> - Corriant, 1974, cy Cuncuiting Piyehotogists Piess, Inc. Reproduction of imbs form is ittest mithoul wrilten ocrmission.



## INVOLVEMENT

1. Students put a lot of energy into what they do here. TRUE
2. Students daydream a lot in this class. FALSE
3. Students are often "clock-watcining" in this class. FALSE
4. Most stuaents in this class really pay attention to what the teacher is saying. TRUE
5. Very few stucents take part in class discussions or activities. FALSE
6. A lot of stucients "doodle" or pass notes. FiLSE
7. Students sometimes present something they've worked on to the class. TRUE
8. A lot of students seem to be only half awake during this class. FALSE
9. Stucients sometimes co extra work on their own in the class. TRUE
10. Stucients really enjoy this class. TRUE

## AFFILIATION

2. Students in this class get to know each other really well. TRUE
3. Stucents in this class aren't very interested in getting to know other stucients. FALSE
4. A lot of friencships have been made in this class. TRUE
5. Its easy to get a group togetier for a project. TRUE
6. Stucents enjoy working tocether on projects in this cless. TRUE
7. Stucents enjoy helping eaci other with homework. TRUE
8. Stucients con't have much of a chance to get to know each other in this class. FALSE.
9. It takes a long time to get to know everybody by his first name in this class. FALSE.
10. There are groups of students who don't get along in this class. FALSE
11. Some students in this class con't like each other. FaLSE

TEACHER SUPPORT
3. This teacher spends very little time just talking with students. FALSE
12. The teacher takes a personal interest in stucients. TRUE
21. The teacher is more like a friend than an authority. TRUE
30. The teacher goes out of his way to help stucents. Prue
39. Sometimes the teacher embarasses stucients for not knowing the right answer. FinSE
48. This teacher talks cown to stucents. Filse
57. If stucients want to talk about sonething this teacher will find time to do it. TRUE
66. This teacher wants to know what stucients themselves want to learn about. TRUE
75. This teacher does not trust stucients. FALSE
84. Students have to watch what they say in this class. FALSE

## TRSK ORIENTATION

4．Almost all cless time is spent on the lessor for the day．TRUE
13．Stucients $a=e$ expectec to stick to classwork in this class．TRUE
22．he ozten spend more time discussing outside student activities than class－zelated ruaterial．FijSE
31．Getting a certain anount of classwork done is very important in this ciass．aide
40．Stucents con＇t co fuch work in this class．ralse
49．he usually co as much as we set out to co．TRUE
58．If a stucie：さ nisses class for a couple of cays，it takes some eEミo＝：to catch up．TMUE
67．This teacie＝often takes time out from the lesson plan to talk azout other things．FRLSE
76．This class is mave a social hour than a place to leam something FALSE．
85．Tre teacinez sticks to classwork and doesn＇t get sicetracked．TRUE

## COMPETITION

5．Stucients £eel pressured to compete here．FixSE
14．Students t＝f hare to get the jest gracie．TRuE
23．Some stucier：＝s always try to see who can answer questions first．TRUE
32．Stucents cion＇t compete with each other here．FilSE
41．A stucient＇s gacie is iowered if he gets honework in late．TRUE
50．Gracies are not very important in this class．FrJSE
59．Stucients jeze con＇t care about what gracies the other students are cettias．FiLSE
68．Stucents えave to work for a gooc grade in this class．TRUE
77．Sone亡imes tiee class b＝eaks tp into croups to compete with each other．TR
86．Stucents usually pass even ī they cion＇t co much．Filse

ORDER AND ORGANIZATION

6．This is a well organized class．TRUE
15．Stucients aze almost always guiet in this class．TRUE
24．Stucents 三ovi around a lot in this class．FaLSE
33．This ciass is cEten in an up＝oz＝．FíLSE
42．The teacine harciy ever has to tell stucents to get back in their sects．TREE
51．The teacier OEten has to tell students to caln down．FALSE
60．hssign－ments are usuミIly clear so evervone knows what to co．TRUE
69．This class inarcivever starts on time．Finis三
78．Activites in tinis cless are clearly anc cazeiully planned．TRUE
87．Stucents con＇t interrupt the teacher when he is talking．TRUE

## RULE CIARITY

7. There is a clear set of rules for stucients to follow. TRUE
8. Rules in this class seem to change a lot. FFISE
9. The teacher explains what will iappen if a stucient breaks a rule. TRUE
10. The teacher explains what the rules are. TRUE
11. The teacher makes a point of sticking to the rules he's made. TRUE
12. linether or not stucients can get away with something cepenas on how the teacher is feeling that day. FALSE
13. There are set ways of working on things. Taus
14. In the first few weeks the teacher explained the rules about whet stucents coulc and could not do in tinis class. TaUE.
15. Stucents aren't always sure if sometning is against the rules or not. FiLSE
16. Tne teaciner is consistent in dealing with stucents wno break the rules. Trus

## TEACHER CONTROL

8. There are very few rules to follow. FiLSE
9. If a stucient brears a rule in this class, ne's sure to get in trouble. TRUL
10. The teacner is not very strict. Ff:LSE
11. Stucients can get in troujle with the teacher for talking . when they are not supposed to. Tave
12. Students cion't always have to stick to the rules in this class. FA.LSE
13. Stucents get in trouble if they're not in their seats when this class is supposec to start. TRUE
14. It's easicr to get in trouble here than in a lot of other classes. TRUE
15. The teacher will put up with a good deal. FALSE
16. The teacher will kici a stucient out of class if he acts up. True
17. When the teacher makes a rule, he means it. rave

## ININOVATION

9. New ideas are always being tried out here. TRUE
10. Winat stucents do in class is very cifferent on different days. TRUE
11. New and different ways of teaching are not triec very often in this class. FiLSE
12. The teacier likes stucients to try unusual projects. TRUE
13. Stuaents have very little to say about how class time is spent. FfiSE
14. The teacher thinks up unusual projects for stucents to cio. TRLE
15. Stucents are expected to follow set rules in coing their work. Fu,LSE
16. Stucients can choose where they sit. TRUE
17. Stucients do the same kind of nomework almost every day. FiLSE
18. In this class, stucients are allowec to make up their own projects. true

APPENDIX B

CONCEPT CHECKIIST

## CONCEPT CHECKLIST

The following is a list of most of the concepts you might teach for a unit on acids and bases. Rate each concept in terms of the emphasis or importance it hes to your presentation of the unit. Use the scale listed below for your ratincs. These ratings will help me to construct a unit test. The unit test will contain only those concepts which teachers feel are important to the goals of their unit.

Rate each concept using the following scale. Circle the most appropriate rating. Dlease return your checklist to me as soon as possible.
(1) Very Important- This is an essential concept which all stucents should know.
(2) Imporiant- host stucents shoulc understand this concept, but not all stucents will learn it.
(3) Useful- Probably only your better stucents will learn this concept. It is useful informミtion, but your average stucent can pass the course without knowing this information.
(4) N:arginally relevant- Stucents may learn this type of information but it will not be very helṗul for achieving your unit goals or course goals.
(5) Irrelevant- This is trivial iniormation wich has very little to do with a person's uncerstanding of chemical principals, e,g, the birthplace or age of a prominent scientist.

| Very |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 4 | $5$ |
| 1. Organic acies | 1 | 2 | 3 | 4 | 5 |
| 2. Inorganic acios | 1 | 2 | 3 | 4 | 5 |
| 3. Vineral acids | 1 | 2 | 3 | 4 | 5 |
| 4. Incustrial acies | 1 | 2 | 3 | 4 | 5 |
| 5. In acicl should be added to water slowly with stiring, but water should never be added to concentrated sulfuric acid. | 1 | 2 | 3 | 4 | 5 |
| 6. Arrhenius | 1 | 2 | 3 | 4 | 5 |
| 7. 3ronsted | 1 | 2 | 3 | 4 | 5 |
| 8. Lowery | 1 | 2 | 3 | 4 | 5 |
| 9. Lewis | 1 | 2 | 3 | 4 | 5 |
| 10. Theory of Ionization- Arrhenius | 1 | 2 | 3 | 4 | 5 |
| 11. Bronsted-Lowery moriel of acids and bases | 1 | 2 | 3 | 4 | 5 |
| 12. Lewis horel oí aczas and bases | 1 | 2 | 3 | 4 | 5 |
| 13. Proton cionor | 1 | 2 | 3 | 4 | 5 |
| 14. Proton acceptor | 1 | 2 | 3 | 4 | 5 |
| 15. Strong aciés | 1 | 2 | 3 | 4 | 5 |
| 16. Veak acids | 1 | 2 | 3 | 4 | 5 |
| 17. Properties of acids | 1 | 2 | 3 | 4 | 5 |
| - 13. turn litmus solution red | 1 | 2 | 3 | 4 | 5 |
| 19. has a sour taste | 1 | 2 | 3 | 4 | 5 |
| 20. neutralizes bases | 1 | 2 | 3 | 4 | 5 |
| 21. concuets an electric current | 1 | 2 | 3 | 4 | 5 |
| 22. liberates hycirojen on reacting with certain metals such as $\mathrm{il}, \mathrm{lig}$, or Zn | 1 | 2 | 3 | 4 | 5 |

## -2-

| 23. acids react with carbonates | 1 | 2 | 3 | 4 | 5 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 24. acics react with oxides of metals | 1 | 2 | 3 | 4 | 5 |
| 25. acids react with many metals | 1 | 2 | 3 | 4 | 5 |
| 26. aciocs neutralize hydroxicies | 2 | 2 | 3 | 4 | 5 |
| 27. Acids furnish protons when they react with bases. | 1 | 2 | 3 | 4 | 5 |
| 28. Honoyrotic acids | 1 | 2 | 3 | 4 | 5 |
| 29. Diprotic acids | 1 | 2 | 3 | 4 | 5 |
| 30. triprotic acics | 1 | 2 | 3 | 4 | 5 |
| 31. Naming tre traditional acids | 1 | 2 | 3 | 4 | 5 |
| 32. binary acics | 1 | 2 | 3 | 4 | 5 |
| 33. ternary acids | 1 | 2 | 3 | 4 | 5 |
| 34. Acid anhyardices | 1 | 2 | 3 | 4 | 5 |
| 35. o:iyacics | 1 | 2 | 3 | 4 | 5 |
| 36. The strength of an acid depends upon the degree of ionization in water solution. | 1 | 2 | 3 | 4 | 5 |
| 37. Tne strength of acicis can be compared by measuring their ability to conate protons to the same base, usually water. | 1 | 2 | 3 | 4 | 5 |
| 38. K- , the acid constant | 1 | 2 | 3 | 4 | 5 |
| 39. Strong acids have high $\mathrm{K}_{\mathrm{A}}$ values. | 1 | 2 | 3 | 4 | 5 |
| 40. Fycronium ion | 1 | 2 | 3 | 4 | 5 |
| 41. Lyarated proton | 1 | 2 | 3 | 4 | 5 |
| 42. Lewis acio | 1 | 2 | 3 | 4 | 5 |
| 43. Lewis base | 1 | 2 | 3 | 4 | 5 |
| 44. Hycirooly group | 1 | 2 | 3 | 4 | 5 |
| 45. hydro:ices | 1 | 2 | 3 | 4 | 5 |
| 45. Definition of acids | 1 | 2 | 3 | 4 | 5 |
| 47. Definition of bases | 1 | 2 | 3 | 4 | 5 |
| 48. Properties of bases | 1 | 2 | 3 | 4 | 5 |
| 49. bases turn Jitmus solution blue | 1 | 2 | 3 | 4 | 5 |
| 50. a base has a bitter taste | 1 | 2 | 3 | 4 | 5 |
| 51. a base neutralizes acic's | 1. | 2 | 3 | 4 | 5 |
| 52. a bese conducis an electric current | 1 | 2 | 3 | 4 | 5 |
| 53. a base feels slippery to the touch | 1 | 2 | 3 | 4 | 5 |
| 54. Chemicals ghould nover be tasted unless it is absolutely certain that they are not poisonous. | 1 | 2 | 3 | 4 | 5 |
| 55. Chericals should never be touched unless it is absolutely certain that they are not corrosive. | 1 | 2 | 3 | 4 | 5 |
| 56. Characteristics of hydroxides | 1 | 2 | 3 | 4 | 5 |
| 57. Hydroxices of the active metals furnish $\mathrm{OH}^{-}$ions in solution. | 1 | 2 | 3 | 4 | 5 |
| 53. soiuable hydrowices have bitter taste | 1 | 2 | 3 | 4 | 5 |
| 59. Solutions of hysrozices fecl slippery | 1 | 2 | 3 | 4 | 5 |
| 60. Solvable hyuroyicies affect indicators | 1 | 2 | 3 | 4 | 5 |
| 61. hycroxides neutralize acics. | 1 | 2 | 3 | 4 | 5 |
| 62. Hycroxides react with o\%ices of nonmetals. | 1 | 2 | 3 | 4 | 5 |
| 63. certain hydroxicies are amphiprotic. | 1 | 2 | 3 | 4 | 5 |
| 64. Amohiprotic | 1 | 2 | 3 | 4 | 5 |
| 65. basic anhycride | 1 | 2 | 3 | 4 | 5 |
| 66. protolysis | 1 | 2 | 3 | 4 | 5 |

67. Experimental evicence must establish the acidic or basic character of a substance.
68. Conjugate acid

1
69. conjugate base
70. conjugate acici-base pair
1
71. The stronger an acid, the weaker its conjugate base is, and the stronger a base, the weaker its conjugate acid is.
$\begin{array}{lllll}1 & 2 & 3 & 4 & 5\end{array}$
72. Protolysis reactions favor the production of the weaker acid and the weaker base.
73. : :olarity
74. Formality

| 1 | 2 | 3 | 4 | 5 |
| :--- | :--- | :--- | :--- | :--- |
| 1 | 2 | 3 | 4 | 5 |
| 1 | 2 | 3 | 4 | 5 |
| 1 | 2 | 3 | 4 | 5 |

75. Gram-equivalent
76. Aūvantages and disadvantages of having solutions expressed in molarity or normality.
77. Autoprotolysis

| 1 | 2 | 3 | 4 | 5 |
| :--- | :--- | :--- | :--- | :--- |
| 1 | 2 | 3 | 4 | 5 |

78. Acicity or alkalinity of a solution can be expressed in terms of its hydronium ion concentration.

| 1 | 2 | 3 | 4 | 5 |
| :--- | :--- | :--- | :--- | :--- |
| 1 | 2 | 3 | 4 | 5 |
| 1 | 2 | 3 | 4 | 5 |
| 1 | 2 | 3 | 4 | 5 |
| 1 | 2 | 3 | 4 | 5 |
| 1 | 2 | 3 | 4 | 5 |
| 1 | 2 | 3 | 4 | 5 |
| 1 | 2 | 3 | 4 | 5 |
| 1 | 2 |  | 4 | 5 |
| 1 | 2 | 3 | 4 | 5 |
| 1 | 2 | 3 | 4 | 5 |
| 1 | 2 | 3 | 4 | 5 |
| 1 | 2 | 3 | 4 | 5 |
| 1 | 2 | 3 | 4 | 5 |
| 1 | 2 | 3 | 4 | 5 |

79. pH
$80 . \mathrm{POH}$
80. common logarithm
.
81. Testing path wydrion paper (demonstrate)
82. Calculating pH
83. Titration
84. Demonstrate acid-base titration
85. equivalence point or enc point of titration
86. Standard solution
87. using pH incicators
88. Heasuring pii with meters
12
89. salt pro己ucing reactions
$\begin{array}{lllll}1 & 2 & 3 & 4 & 5\end{array}$
90. Salts are formed by the. replacement

| 1 | 2 | 3 | 4 | 5 |
| :--- | :--- | :--- | :--- | :--- |

95. The oxicie of a metal may react with an acic to form a salt.

12 4 5
96. The oxide of a non-metal may react with a soluable hydrowice to form a salt.
97. Aciés neutralize soluable hydroxides and form salts.

| 1 | 2 | 3 | 4 | 5 |
| :--- | :--- | :--- | :--- | :--- |
| 1 | 2 | 3 | 4 | 5 |
| 1 | 2 | 3 | 4 | 5 |
| 1 | 2 | 3 | 4 | 5 |

99. Sy ionic reactions. an acic on a carbonate.
$\begin{array}{lllll}1 & 2 & 3 & 4 & 5\end{array}$
100. Salts may be formed by the reaction between a metal o:icic and a non-metal oxicie.
101. ivaming salts.
102. 3rackets incicate moles/liter

## CALCULATIOLNS

203. Nolarity of a solution
204. Normality of a solution
205. gram equivalent of a solution
206. Calculate the pH when the a solution is known.
207. Calculate the when the ph of a solution is known.
208. Solve a titration problem using the mole method.

| 1 | 2 | 3 | 4 | 5 |
| :--- | :--- | :--- | :--- | :--- |
| 1 | 2 | 3 | 4 | 5 | Solve a titration problem using the method of equivalents.

## FORMULAS

110. $K_{W}=1 \times 0^{-14}=\left[H^{+}\right]\left[\mathrm{OH}^{-}\right] \quad 1 \quad 2 \quad 3 \quad 4 \quad 5$
111. $\mathrm{pH}^{H}=\log \frac{1}{\left[\mathrm{H}_{3} \mathrm{O}^{+}\right]}=-\log \left[\mathrm{H}_{3} \mathrm{O}^{+}\right] \quad 1 \quad 2 \quad 3 \quad 4 \quad 5$
112. $\mathrm{PH}+\mathrm{POH}=14 \quad 1 \begin{array}{lllll} & 2 & 3 & 4 & 5\end{array}$
113. $\left[\mathrm{H}_{3} \mathrm{O}^{+}\right] \times\left[\mathrm{OH}^{-}\right]=A$ ConsTH今T 1.203045

Your name $\qquad$
Your grade: High school
Bth grade

Please return to me as soon as possible.
Bob DeGuglielmo
25 Champa Rd.
Billerica, lass. 01821
667-1463
If you are having any problemi, please give me a call.

Scores on the Concept Checklist


| Term \# | Teacher Number |  |  |  |  |  | Mean | sd | Median | Eighth Grades |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 3 | 7 | 2 | 5 | 1 | 6 |  |  |  | 9 | 8 |
| 41 * | 3 | 1 | 1 | 1 | 1 | 1 | 1.33 | . 82 | 1.0 | 3 | - |
| 42 | 3 | 1 | 3 | 2 | 3 | 3 | 2.50 | . 84 |  | 5 | - |
| 43 | 3 | 1 | 3 | 2 | 3 | 3 | 2.50 | . 84 |  | 5 | - |
| 44 | 3 | 4 | 1 | 1 | 1 | 1 | 1.83 | 1.33 |  | 5 | - |
| 45 * | 1 | 1 | 1 | 1 | 1 | 1 | 1.00 | . 00 |  | 3 | - |
| 46 * | 1 | 1 | 1 | 1 | 1 | - | 1.00 | . 00 |  | 1 | 1 |
| 47 * | 1 | 1 | 1 | 1 | 1 | - | 1.00 | . 00 |  | 1 | 1 |
| 48 * | 1 | 1 | 1 | 1 | 1 | - | 1.00 | . 00 |  | 1 | 1 |
| 49 * | 1 | 1 | 1 | 1 | 1 | 1 | 1.00 | . 300 |  | 1 | 1 |
| 50 ** | 1 | 1 | 1 | 1 | 3 | 4 | 1.83 | 1.33 | 1.0 | 1 | 1 |
| 51 * | 1 | 1 | 1 | 1 | 1 | 1 | 1.00 | . 00 |  | 1 | 1 |
| 52 * | 1 | 1 | 1 | 1 | 1 | 3 | 1.33 | . 82 | 1.0 | 1 | 1 |
| 53 * | 1 | 1 | 1 | 1 | 3 | 2 | 1.50 | . 84 | 1.0 | 1 | 1 |
| 54 * | 1 | 1 | 1 | 2 | 1 | 1 | 1.17 | . 41 | 1.0 | 1 | 1 |
| 55 * | 1 | 1 | 1 | 2 | 1 | 1 | 1.17 | . 41 | 1.0 | 1 | 1 |
| 56 * | 1 | 2 | 1 | 1 | 1 | - | 1.20 | . 45 | 1.0 | 3 | - |
| 57 * | 1 | 2 | 1 | 1 | 1 | - | 1.20 | . 45 | 1.0 | 3 | - |
| 58 * | 1 | 2 | 1 | 2 | 3 | - | 1.80 | . 84 |  | 3 | - |
| 59 * | 1 | 2 | 1 | 1 | 3 | - | 1.60 | . 89 |  | 3 | - |
| 60 * | 1 | 2 | 1 | 1 | 1 | - | 1.20 | . 45 | 1.0 | 3 | - |
| 61 * | 1 | 2 | 1 | 1 | 1 | - | 1.20 | . 45 | 1.0 | 3 | - |
| 62 | 1 | 4 | 3 | 4 | 2 | - | 2.80 | 1.30 |  | 3 | - |
| 63 | 1 | 4 | 3 | 5 | 3 | - | 3.20 | 1.49 |  | 4 | - |
| 64 | 3 | 4 | 3 | 5 | 3 | 3 | 3.50 | . 84 |  | 4 | - |
| 65 | 3 | 2 | 2 | 3 | 2 | 2 | 2.17 | . 41 | 2.0 | 4 | - |
| 66 | 4 | 2 | 3 | 5 | 3 | 5 | 3.67 | 1.21 |  | 4 | - |
| 67 | 3 | 2 | 2 | 1 | 3 |  | 2.20 | . 84 |  | 1 | - |
| 68 | 3 | 3 | 3 | 4 | 4 | 2 | 3.17 | . 75 |  | 4 | - |
| 69 | 3 | 3 | 3 | 4 | 4 | 2 | 3.17 | . 75 |  | 4 | - |
| 70 | 3 | 3 | 3 | 4 | 4 | 2 | 3.17 | . 75 |  | 4 | - |
| 71 | 3 | 2 | 3 | 4 | 4 | 2 | 3.0 | . 89 |  | 4 | - |
| 72 | 4 | 3 | 3 | 4 | 4 | 5 | 3.83 | . 75 |  | 4 | - |
| 73 * | 1 | 1 | 1 | 1 | 1 | 1 | 1.00 | . 00 |  | 4 | - |
| 74 * | 1 | 2 | 1 | 1 | 1 | 2 | 1.33 | . 52 |  | 4 | - |
| 75 * | 1 | 2 | 2 | 1 | 3 | 3 | 2.00 | . 89 |  | 4 | - |
| 76 * | 2 | 2 | 1 | 3 | 1 | 2 | 1.83 | . 75 |  | 4 | - |
| 77 | 4 | 4 | 3 | 5 | 3 | 5 | 4.00 | . 89 |  | 4 | - |
| 78 * | 2 | 1 | 2 | 1 | 1 | 3 | 1.67 | . 82 |  | 4 | - |
| 79 * | 1 | 1 | 1 | 1 | 1 | 3 | 1.33 | . 82 | 1.0 | 1 | 1 |
| 80 | 3 | 1 | 3 | 1 | 3 | 3 | 2.33 | 1.03 |  | 4 | - |


| Term \# | Teacher Number |  |  |  |  |  | Mean | sd | Median | Eighth Grades |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 3 | 7 | 2 | 5 | 1 | 6 |  |  |  | 9 | 8 |
| 81 | 3 | 3 | 3 | 1 | 1 | 3 | 2.33 | 1.03 |  | 4 | - |
| 82 * | 1 | 1 | 1 | 1 | 3 | 3 | 1.67 | 1.03 |  | 1 | 1 |
| 83 | 1 | 1 | 1 | 1 | 1 | 3 | 1.33 | . 82 | 1.0 | 4 | - |
| 84 * | 1 | 1 | 1 | 1 | 1 | 2 | 1.17 | . 41 | 1.0 | 4 | - |
| 85 | 1 | 1 | 1 | 1 | 1 | 2 | 1.17 | . 41 | 1.0 | 4 | - |
| 86 * | 1 | 1 | 1 | 1 | 1 | 2 | 1.17 | . 41 | 1.0 | 4 | - |
| 87 | 1 | - | 3 | 3 | 1 | 3 | 2.20 | 1.10 |  | 4 | - |
| 88 | 1 | 1 | 1 | 2 | 1 | 5 | 1.83 | 1.60 | 1.0 | 1 | - |
| 89 | 4 | 3 | 3 | 3 | 3 | 5 | 3.50 | . 84 |  | 4 | - |
| 90 * | 1 | 1 | 1 | 1 | 2 | 1 | 1.17 | . 41 | 1.0 | 1 | 1 |
| 91 | 1 | 3 | 1 | 3 | 2 | 5 | 2.50 | 1.52 |  | 1 | 1 |
| 92 | 1 | 3 | 1 | 2 | 1 | 5 | 2.17 | 1.60 |  | 1 | 1 |
| 93 | 1 | 4 | 1 | 1 | 2 | 5 | 2.33 | 1.75 |  | 1 | - |
| 94 | 1 | 4 | 1 | 1 | 1 | 5 | 2.16 | 1.83 |  | 1 | - |
| 95 | 1 | 4 | 2 | 3 | 1 | 5 | 2.67 | 1.63 |  | 1 | - |
| 96 | 1 | 4 | 2 | 3 | 1 | 5 | 2.67 | 1.63 |  | 1 | - |
| 97 | 1 | 4 | 1 | 1 | 1 | 5 | 2.16 | 1.83 |  | 1 | - |
| 98 | 3 | 4 | 1 | 5 | 3 | 5 | 3.50 | 1.52 |  | 5 | - |
| 99 | 3 | 4 | 2 | 5 | 3 | 5 | 3.67 | 1.21 |  | 1 | - |
| 100 | 3 | 4 | 2 | 5 | 3 | 5 | 3.67 | 1.21 |  | 1 | - |
| 101 | 3 | 4 | 1 | 3 | 3 | 5 | 3.17 | 1.33 |  | 1 | - |
| 102 | 3 | 1 | 3 | 1 | 2 | 5 | 2.50 | 1.52 |  | 5 | - |
| 103 * | 1 | 1 | 1 | 1 | 1 | 1 | 1.00 | . 00 |  | 5 | - |
| 104 * | 1 | 2 | 1 | 1 | 1 | 2 | 1.33 | . 52 |  | 5 | - |
| 105 | 1 | 2 | 3 | 1 | 3 | 3 | 2.17 | . 98 |  | 5 | - |
| 106 * | 3 | 1 | - | 1 | 1 | 3 | 1.80 | 1.10 |  | 5 | - |
| 107 * | - | 1 | - | 2 | - | 3 | 2.00 | 1.00 |  | 5 | - |
| 108 | 1 | 1 | 1 | 4 | 3 | 2 | 2.00 | 1.26 |  | 5 | - |
| 109 | 3 | 2 | 3 | 4 | 1 | 3 | 2.67 | 1.03 |  | 5 | - |
| 110 | 4 | 1 | 1 | 3 | 4 | 4 | 2.50 | 1.64 |  | 5 | - |
| 111 | 4 | 3 | 3 | 1 | 2 | 3 | 2.67 | 1.03 |  | 5 | - |
| 112 | 4 | 1 | 1 | 1 | 2 | 3 | 2.00 | 1.26 | 1.5 | 5 | - |
| 113 | 2 | 1 | 3 | 1 | 2 | 4 | 2.17 | 1.17 |  | 5 | - |

* These terms were accepted into the subject matter domain. **These terms were added to the subject matter domain to increase the number of eighth grade terms.


## TERMS SELECTED FROM THE CONCEPT CHECKLIST FOR THE LEARNING TEST DOMAIN

| Verbal Information Terms | Defined Concept Terms | Rule Terms |
| :---: | :---: | :---: |
| 5 | 13* | 31 * |
| 10 * | 14 * | 82. |
| 11 * | 15 | 83:* |
| 12 * | 16 | 85 * |
| 17 | 32 * | 103 * |
| 18 | 33 * | 104 * |
| 19 ** | 40 * | 106 * |
| 20 | 41 * | 107 * |
| 21 | 45 * |  |
| 22 | 46 | 8 (total ) |
| 25 | 47 |  |
| 26 | 73 * |  |
| 27 * | 74 * |  |
| 36 * | 75 * |  |
| 48 | 79 * |  |
| 49 | 84 * |  |
| 50\%** | 86 * |  |
| 51 | 90 |  |
| 52 |  |  |
| 53 | 18 (total) | . |
| 54 |  |  |
| 55 |  |  |
| 56 * |  |  |
| 57 * |  |  |
| 58 * |  |  |
| 59 * |  |  |
| 60 * |  | . |
| 61 * |  |  |
| 76 * |  |  |
| 78 * |  |  |
| $\overline{30(t o t a l)}$ |  |  |

* These terms were only appropriate for high school students. ** These terms were added to the test domain to increase the number of eighth grade terms.

APPENDIX C

LEARNING TEST CONSTRUCTION

TABLE OF SPECIFICATIONS FOR TEST 2 *

|  | Learning Outcomes |  |  | Total |
| :---: | :---: | :---: | :---: | :---: |
| Grade <br> Level | Verbal Information | Defined Concepts | Rules |  |
| Eighth |  |  |  |  |
| Grade | 5,17,18,19,21, | 15,16,45, |  |  |
|  | 22,25,26,48,49, | 46,90 |  |  |
|  | 50,51,52,53,54 |  |  |  |
| Subtotal | 15 | 5 | 0 | 20 |
| High |  |  |  |  |
| School | 10,11,27,36,58, | 32,33,73, | 82,83, |  |
|  | 61 | 74,75,79, | 85,103, |  |
|  |  | 84,86 | 104,106 |  |
| Subtotal | 6 | 8 | 6 | 20 |
| Total | 21 | 13 | 6 | 40 |

TABLE OF SPECIFICATIONS FOR TEST 1 *

| Grade <br> Level | Learning Outcomes |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Verbal <br> Information | Defined Concepts | Rules | Total |
| Eighth | 5,17,18,20, | 15,16,46, |  |  |
| Grade | 21,22,25,26, | $47,90$ |  |  |
|  | 48,49,50,51, |  |  |  |
|  | 53,54,55 |  |  |  |
| Subtotal | 15 | 5 | 0 | 20 |
| High | 10, 11, 12,59, | 13,33,40, | 31,82, |  |
| School | 60\% 78 | 41,73,74, | 85,103, |  |
|  |  | 79,86 | 104,106 |  |
| Subtotal | 6 | 8 | 6 | 20 |
| Total | 21 | 13 | 6 | 40 |

## APPENDIX D

LEARNING TESTS AND ITEM ANALYSIS

ITEM ANALYSIS FOR TEST \# 1 *

| Item \# | Discrimination Index | Difficulty <br> Index |
| :---: | :---: | :---: |
| $\overline{1}$ | . 15 | . 21 |
| 2 | . 36 | . 16 |
| 3 | . 23 | . 12 |
| 4 | . 28 | . 48 |
| 5 | . 49 | . 40 |
| 6 | . 08 | . 12 |
| 7 | . 44 | . 39 |
| 8 | . 23 | . 15 |
| 9 | . 28 | . 63 |
| 10 | . 49 | . 28 |
| 11 | . 44 | . 34 |
| 12 | . 51 | . 37 |
| 13 | . 39 | . 23 |
| 14 | . 28 | . 18 |
| 15 | . 38 | . 16 |
| 16 | . 31 | . 36 |
| 17 | . 41 | . 34 |
| 18 | . 46 | . 20 |
| 19 | . 44 | . 21 |
| 20 | . 49 | . 40 |
| 21 | . 33 | . 26 |
| 22 | . 38 | . 24 |
| 23 | . 28 | . 46 |
| 24 | . 21 | . 44 |
| 25 | . 54 | . 40 |
| 26 | . 26 | . 55 |
| 27 | . 38 | . 58 |
| 28 | . 41 | . 50 |
| 29 | . 51 | . 37 |
| 30 | . 54 | . 38 |
| 31 | . 15 | . 40 |
| 32 | . 51 | . 45 |
| 33 | . 20 | . 51 |
| 34 | . 18 | . 64 |
| 35 | . 36 | . 69 |
| 36 | . 44 | . 36 |
| 37 | . 23 | . 45 |
| 38 | . 36 | . 52 |
| 39 | . 33 | . 29 |
| 40 | . 51 | . 38 |

ITEM ANALYSIS FOR TEST \# 2 *

| Item \# | Discrimination Index | Difficulty <br> Index |
| :---: | :---: | :---: |
| 1 | . 37 | . 10 |
| 2 | . 07 | . 09 |
| 3 | . 55 | . 37 |
| 4 | . 30 | . 21 |
| 5 | . 63 | . 24 |
| 6 | . 59 | . 26 |
| 7 | . 82 | . 47 |
| 8 | . 59 | . 20 |
| 9 | . 26 | . 11 |
| 10 | . 33 | . 27 |
| 11 | -. 16 | . 43 |
| 12 | . 15 | . 01 |
| 13 | . 07 | . 64 |
| 14 | . 19 | . 03 |
| 15 | . 30 | . 20 |
| 16 | . 07 | . 12 |
| 17 | . 70 | . 43 |
| 18 | . 48 | . 17 |
| 19 | . 37 | . 17 |
| 20 | . 52 | . 21 |
| 21 | . 52 | . 30 |
| 22 | . 82 | . 51 |
| 23 | . 77 | . 30 |
| 24 | . 70 | . 42 |
| 25 | . 55 | . 17 |
| 26 | . 66 | . 37 |
| 27 | . 55 | . 32 |
| 28 | . 37 | . 67 |
| 29 | . 20 | . 69 |
| 30 | . 41 | . 44 |
| 31 | . 22 | . 62 |
| 32 | . 30 | . 67 |
| 33 | . 03 | . 68 |
| 34 | . 37 | . 68 |
| 35 | . 44 | . 18 |
| 36 | . 26 | . 33 |
| 37 | . 37 | . 34 |
| 38 | . 07 | . 69 |
| 39 | . 37 | . 53 |
| 40 | . 33 | . 47 |

[^8]DIRECTICNS: Virite your answers on the answer sheet provided. You shoulà co all of your calculations on tinis test, and not on the answer sheet.

1. Which of the following statements is true?
A) In acic should be adced to water quickiy so that the acid will not $\overline{\text { wip }}$ as you pour it.
B) In acid shoulc be added to water slowly with stirring, but water should never be adaed to concentrated sulfuric acid.
C) Fater should be added to an acic slowly witn stirring.
D) Water should be adced to an acici slowly with stirring, but concentrated sulfuric acid should never be acied to water.
2. Which of the following is a property of an acid?
A) Ficicis turn reci when they are mixed with salt.
B) Acicis feel slippery.
C) Acic̄s have a sour taste.
D) Both $B$ and $C$ are true.
3. Acids...
A) neutralize salts to produce a base.
B) neutralize salts.
C) neutralize bases.
D) con't neutralize; they buirn if you touch them.
4. Acids react with...
K) Many metals
B) all metals
C) many salts
D) all salts
5. Acides neutralize...
A) some hydroxides
B) most hydroxides
C) all hydroxices
D) none of the above
6. Bases neutralize...
A) litmes solution
B) acids
C) A and B
D) none of the above
7. Which of the following is a property of a base?
i) Turns litmus inciicator solution red.
B) Reacts with certain metals to prociuce hydrogen
C) $A$ and $B$
D) none of the above
8. Chemicals should never be tasted...
A) unless your friend tastes it first and says its safe.
3) uncer any circumstances, because they migit be poisonous.
C) unless it is absolutely certain that they are not poisonous.
D) because you might taste one that woula taste terrible.
9. Chemicals should never be touched...
Z) because you coulci contaminate the chemicals and ruin your experiment.
B) unless it is absolutely certain that it is safe to touch them.
C) uncer any circumstances
D) because your hancis mignt be stained by them.

Four statements are listed below. Match each statement with the rescrivtions in colum in. You may use any statement more than once. 211 of the descriptions in Column A shoulc be matched with one of the following statements.
2.) Property of both an Acid and a Base. B) property of an acid. c) Property of a jase. D) not a property of a base or an acia.

## Column A

10. Turns litmus solution indicator red.
11. Concucts an electric current.
12. Reacts witin certain metals, such as magnesium, to produce hyarouen gas.
13. Turns litmus incicator solution blue.
14. tastes bitter.
15. feels slippery when touched.

Classify each of the solutions listed in column $A$ as
2) a strong acid B) a weak acid
C) a salt disolved in water
D) a base
E) an acid of unknown strength

One of the tests described below uses an electric light bulb which is connected to a battery and a pair of electrodes. The electroces are then placed in the test solutions.

## Column A

16. The electric ligint glows brightly. The solution does not feel slippery, or taste sour, and the solution does not react with magnesium to produce hydrogen.
17. The electric light glows brightly. A few drops of Congo Red placed in the solution turn blue; the pH is less than 3.0.
18. The electric light glows brightly. The solution feels slippery when it is touched.
19. The electric light is very dim when it is placed in the solution. Litmus solution turns red.
20. When magnesium is adaed to the unknown solution, hydrogen gas is prociuced.

Match the theories listec in column $A$ with the descriptions in column $B$.
column A
21. Lewis model of acids
22. Bronstec-Lowery mociel of acids
23. Arrhenius mociel of acids

Column B
2.) All acids ionize in water to form hycrogen ions.
B) An acid is a suistance that can accept pairs of electrons.
C) In acid is simply a proton conor, i.e. it gives up protons to another substance.
D) None of the above.
24. When hydroxides are disolved in water, the solution will be...
A) slightly aciciic B) a strong acid c) a weak base D) basic
25. When hydroxices are disolved in water, they...
A) will cause litmus to turn from red to blue.
B) will cause litmus to turn from blue to red.
C) will not cause litmus to change color.
D) should be mixed slowly as this could cause a violent reaction.
26. The hydronium ion concentration of a solution can be used to express the solution's...
A) A.cidity B) Alkalinity $\quad$ C) both $A$ and $B \quad$ D) none of the above.
27. What do $2 l l$ three of the following solutions have in common?
( I ) a solution of HCl disolved in water
(II) a solution of $\mathrm{HNO}_{3}$ cisolved in water
(III) a solution of $\mathrm{H}_{2} \mathrm{SO}_{4}$ disolved in water.
A) All contain hycrogen gas
B) All contain hydroxyl ions.
C) All contain nycronium ions
D) none of the above.
28. Which of the solutions listed in $\# 27$ contain a hydrated proton?
A)Solution I B) Solution II C) Solution III D) All three solutions
29. Which of the solutions listed in $\# 27$ will be a proton donor? A) Solution I B) Solution II C) Solutions I, II, and III D) None
30. Which of the following is a ternary acid? D) $\mathrm{H}_{2} \mathrm{SO}_{4}$ B) HCl C) HBL D) $A$ and $B$
.The following list of answers should be used with \#31 and \#32.
A) Noles of solutef kilogram of solvent
B) Moles of solute/ liter of solution
C) gram-ecuivalents of solute/liter of solution
D) grams of solute/liters of solution
E) Holes of solute/ liters of solvent
31. Which of the above expressions best describes molarity?
32. Which of the above expressions best describes normality?
33. Wich of the following could be used to describe the pH of a solution:
A) a logrithmic function of the hydronium ion concentration
B) the hycronium ion concentration
C) $\log \left(1 /\left[\mathrm{H}_{3} \mathrm{O}^{+}\right)\right.$
D) 2.11 of the above
34. The end point of titration occurrs when...
A) equivalent quantitics of $\left[\mathrm{H}_{3} \mathrm{O}^{\top}\right]$ and $\dot{\mathrm{OH}}{ }^{-}$are present in the same solution
B) Z suitable incicato changes color curing titration
C) the moles of the stancard solution ecual the moles of the unknown solution
D) 7 . and $B$

## -4-

35. Select the steps in correct order for testing the pH of an unknown solution using pH paper ( Hydrion paper)
36. Place the pH paper in the test solution.
37. Compare the color of the test paper to the rydrion color chart.
38. Place a crop of solution on the pH paper.
39. liait at least 5 minutes before you compare the color of the test paper with the color of the Hycrion color chart. You need to be sure that the neutralization reaction is complete.
40. Compare the color of the test solution to the colors on the Hycrion color chart.
A) 1,5
B) $2,4,5$
e) $3,4,2$
D) 3,2
41. Select the steps in the correct order for doing an acid-base titration.
42. Always use the same indicator for titrations.
43. pour a known quantity of the stancarc solution into a flask.
44. Choose the best indicator for the chemical reaction.
45. Put a few drops of incicator into the standarc solution.
46. Pour a measurec quentity of the unknown solution into a flask.
47. Put a few arops of incicator into the unknown solution.
48. Titrate a few drops of the unknown solution into the stancarc solution.
49. Titrate a few crops of the standard solution into the unknown solution.
50. Continue the titration until the indicator no longer changes color.
51. Continue the titration until the indicator changes color.
A) $3,2,6,7,9$
B) $1,2,6,7,10$
C) $3,2,4,7,10$
D) $3,-2,4,7,9$
52. What is the molarity of a solution containing 98 g of $\mathrm{H}_{2} \mathrm{SO}_{4}$ in 500 ml of water?
A) 2 M
B) .002 m
C) 4 M
D) .004 M
53. Calculate the normality of the solution in question \#37.
A) 2 N
B) 4 N
C) .004 N
D) 1 N
54. Calculalate the pH of a solution which has a $\left[\mathrm{H}_{3} \mathrm{O}^{+}\right]$of $1.0 \times 10^{-5}$.
A) less than 2.0
B) between 4.0 and 6.0
C) between 8.0 and 10.0
D) greater than 12.0

Given that:
Sulfuric acid is $\mathrm{H}_{2} \mathrm{SO}_{4}$ Bromic acid is $\mathrm{HBrO}_{3}$
Cloric acid is $\mathrm{HClO}_{3}$
40. Which of the following acics is named incorrectly?
A) Percloric acid is $\mathrm{HClO}_{4}$
B) Bromous acid is $\mathrm{HBrO}_{2}$
C) Sulfurous acid is $\mathrm{H}_{2} \mathrm{So}$
D) Hypobromous acid is HBrO

DIRECTIONS: Write your answers i.: the spaces proviced in this
test booklet, anc also on the answer sheet. You should do all
of your calculations on this test, anc not on the answer sheet.

Match each description in Column $A$ with one of the following answers.
A) Property of an acid B) property of a base
C) Property of both acids and bases
D) Not a property of either an acid or a base

Column A

1. This solution turns litmus solution red.
2. This solution turns litmus solution green
3. This solution tastes bitter.
4. This solution tastes sour
5. This solution conducts an electric current.
6. This solution does not conduct an electric current.
7. This solution neutralizes a salt solution.
8. This solution neutralizes hydroxides.
9. This solution feels slippery to the touch.
10. This solution will liberate hydrogen when it reacts with certain metals such as magnesium.
11. This solution will react with many metals.
12. It is safe to taste a chemical.,...
A) if it looks and smells like water.
B) if you are sure it is an acid.
C) if you are sure it is a•base.
D) when your teacher tells you it is safe, but the safest thing to do is not to taste chemicals.
13. Which of the following is true?
A) Never add water to a concentrated acid, e.g. sulfuric acid.
B) Always add acics to water.
C) $A$ and $B$
D) None of the above is true.
14. Which of the following is a property of an acid?
A.) Acids are always red.
B) Pcicis always smell sweet.
C) Both A and B are correct.
D) None of the aoove are correct.
15. Which of the following is a property of a base?
A) Bases conduct an electric current.
B) Bases neutralize acics.
C) Both $A$ and $B$ are correct.
D) None of the above.

Column 7 below describes 5 different solutions. Classify each of the solutions listed in Column $A$ as:
f.) an acia of unknown strength
B) A strong acid $\quad$ C) $A$ weak acid
D) A hycroxide solution
E) A salt solution
**Note--some of the tests described below use an electric light bulb winch is connected to a battery and a pair of electrodes. The electroces are then placed in the test solution.
16. The electric light is very dim, when it is placed in the test solution. The solution tastes milily sour.
17. The electric light glows brightly. the solution has a milaly sweet taste.
18. The electric light glows brightly, and the solution is very slippery.
19. The electric light glows brightly, and a few drops of Congo Red placed in the solution turn blue. The pH is less 3.0.
20. When a few drops of litmus solution are added, the test solution turns red.
21. Arrhenius developed the theory of ionization. This theory concluces that:
A) all substances form ions when they are mixed with water. B) All acicis ionize in water solutions to form nycirogen ions. C) all acids ionize in water solutions to form hycroxice ions. D) all bases ionize in water solutions to form hydrogen ions.
22. Soluable hydroxides ...
A) have a bitter taste
B) have a sour taste
C) neutralize bases
D) none of the above
23. Hydroxices..
A) react with certain metals to produce hydrogen.
B) are water molecules with an extra proton.
C) furnish protons winen they react with bases.
D) neutralize acios.
24. Acids...
A) neutralize hydronium ions.
B) react with oxides of non-metals.
C) furnish protons when they react with bases.
D) $\mathbf{B}$ and C
25. The Bronsted-Lowery model of acids suggests that ...
A) acicis are proton conors B) acic's are proton acceptors
C) acics are proton ecceptors and bases are proton donors
D) acics anc bases are proton conors.

## -3-

26. The strength of an acid depends upon...
A.) its ability to accept protons
B) its ability to conate protons
C) the ciegree of ionization in water solutions
D) $B$ and $C$
27. Six substances are listed below: winich of the following are binary acids?
(I) $\mathrm{H}_{2} \mathrm{~S}$
(II) HF
(III) $\mathrm{H}_{2} \mathrm{CO}_{3}$
(VI)
(IV) $\mathrm{HNO}_{3}$
(V) KOH
A) $I, I I, V$
B) I,.II,III,IV
C) III, IV,VI $\cdots$
D) I,II
E) II
28. Which of the substances listed in $\# 27$ are ternary acids?
A) $I, V, I V$
B) $I, I I I, I V, V, V I$
C) III,IV,V,VI
D) III,IV,VI
E) $I I I$

The following list of answers should be used with questions $\ddagger 29$, 出 30 , and 華31.
A) Moles of solute/liter of solution
B) Moles of solute/liter of solvent
C) Soles of solute/ kilogram of solvent
D) grams of solute/liter of solution
E) gran-equivalents of solute/liter of solution
F) gram-equivalents of solvent/ liter of solution
29. Which of the above expressions best describes normality?
30. Vinich of the above expressions best describes molarity?
31. Which of the above expressions best describes gram-equivalent?
32. Which of the following descriptions best describes titration?
A) titration cetermines the volumes of acicic and basic solutions which are chemically equivalent.
B) Titration measures the quantity of an unknown solution that will combine with a quantity of a known solution.
C) $A$ and $B$
D) None of the above.
33. Which of the following measurements could help you cetermine the approximate pH of an unknow solution?
A) Normality of the solution.
B) Molarity of tise solution.
C) Gram-equivalent of the solution.
D) None of the above.
34. Vinich of the following measurements could help you determine when the end point of a titration fas reacned?
A) the molcs of the stanciard solution are equal to the moles of the unknown solution.
B) Equivalent quantities of $\left[\mathrm{H}_{3} \mathrm{O}^{r}\right]$ and oH are present.
C) $A$ anci $B$
D) None of the above.

## -4-

35. Calculate the pH of a solution which has $\mathrm{a}\left[\mathrm{H}_{3} \mathrm{O}^{\dagger}\right]$ of $1.0 \times 10^{-13}$
A.) less than 2.0
B) between 4.0 and 6.0
C) between 8.0 and 10.0
D) greater than 12.0
36. Calculate the hydronium ion concentration of a solution
with a pH of $91^{0}$ and $10^{-3}$
B) between $10^{-4}$ and $10^{-7}$
C) between $10^{-8}$ and $10^{-10}$
D) between $10^{-11}$ and $10^{-13}$
37. Calculate the molarity of a solution containing $98 g$ of $\mathrm{H}_{2} \mathrm{SO}_{4}$. in 250 ml of solution.
A) 1
B) 4
C) 25
D) 250
38. Calculate the normality of the solution in question \#37.
A) 1
B) 4
C) 8
D) 16
39. Select the steps in the correct order for testing the pH of an unknown solution using pH paper (Hycrion paper).
40. place a drop of solution on the pir paper.
41. Place the fi paper in the test solution.
42. Compare the color of the test paper to Hyarion color, chart.
43. Wait at least 5 minutes defore you compare the color of the test paper with the color of the Hydrion color chart. You need to be sure that the neutralization reaction is complete.
44. Compare the color : of the test solution to the colors on the Hydrion color chart.
A) 2,5
B) $2,4,5$
C) 1,3
D) $1,4,3$
45. Select the steps in the correct order for doing an acid-base titration.
46. Ilways use the same indicator for titrations
47. Pour a known quantity of the standard solution into a flask.
48. Choose the best indicator for the chemical reaction.
49. put a few drops of inaicator into the stancara solution.
50. put a few drops of indicator in the unknown solution.
51. pour a measured quantity of the unknown solution into a flask.
52. Titrate a few drops of the unknown solution into the standarc solution.
53. titrate a few drops of the standard solution into the unknown solution.
54. continue the titration until the indicator changes color.
55. continue the titration until the indicator no longer changes color.
A) $3,2,5,7,10$
B) $1,2,5,7,9$
C) $3,2,4,7,9$
D) $3,2,4,7,10$

## ANSWER SHEET 2



DIRECTIC:S: Place an $x$ through the correct answer.


## APPENDIX E

## FORMULAS

## Multiple Correlation Formulas

1. $R_{Y .1,2}^{2}=\left(r_{Y 1}^{2}-r_{Y 2}^{2}-2 r_{Y 1} r_{Y 2} r_{12}\right)^{2}$

$$
=\left(B_{Y 1.2} r_{Y 1}-B_{Y 2.1} r_{Y 2}\right)^{2}
$$

2. $R_{Y, 1,2,3 \ldots k}^{2}=B_{i} r_{Y i}$ p. 94 *

$$
\begin{aligned}
& =\quad B_{i}^{2}-2 B_{i} B_{j} r_{i j} \\
& =s d_{Y}^{2} / s d_{Y}^{2}
\end{aligned}
$$

Semi-partial Correlation
3. $\left.s r_{i}^{2}=t^{2} \frac{\left(1-R^{2}\right)}{(n-k-1)}=\frac{p r^{2}}{\left(1-\operatorname{pr}^{\prime}\right.} 2_{i}\right)\left(1-R^{2} Y .1,2 \ldots k\right) p .96 *$

$$
=B_{i}^{2}\left(1-R_{i .1,2, \ldots(i) \ldots k}^{2} \quad\right. \text { p.96* }
$$

$$
=R_{Y .1,2, \ldots k}^{2}-R_{Y .1 \nmid 2,3 \ldots(i) \ldots k \quad p .95^{2}}
$$

4. $s R_{B}^{2}=R_{Y}^{2}(B, A)-I_{B}=R_{Y, A B}^{2}-R_{Y . A}^{2}$

## Partial Correlation

5. $\mathrm{pr}^{2}{ }_{i}=\mathrm{t}_{\mathrm{i}}^{2} /\left(\mathrm{t}_{\mathrm{i}}{ }^{2}-\mathrm{n}-\mathrm{k}_{\mathrm{A}}-\mathrm{k}_{\mathrm{B}}-1\right)$
p.348*
$=s r_{i}^{2} /\left(1-R^{2}\right)$
p.96*
6. $p R_{B}^{2}=I_{B} /\left(1-R_{Y . A}^{2}\right)$

Standardized Regression Coefficient
7. $B_{i}=b_{i}\left(s d_{i} / s d_{Y}\right)$
8. $B_{Y 1.2}=r_{Y 1}-r_{Y 2} r_{12} /\left(1-r_{12}^{2}\right)$

Raw Score Regression Coefficient
9. $b_{Y X}=r_{Y X}\left(s d_{Y} / s d_{X}\right)$
10. $b_{i}=b_{Y i .1,2,3 \ldots(i) \ldots k}=B_{i}\left(s d_{Y} / s d_{i}\right)$

Significance Tests For:
11. $R^{2} \quad F=\frac{R^{2}(n-k-1)}{\left(1-R^{2}\right) k}$
with def $=k$ and ( $n-k-1$ )
plo*
12. $\operatorname{sr}^{2}{ }_{i} F=\frac{s r^{2}{ }_{i}(n-k-1)}{\left(1-R^{2} Y .1,2,3 \ldots k!\right)}=t^{2}$
with $d f=1$ and $(n-k-1) \quad$ plo 7*
13. $\mathrm{SR}_{\mathrm{B}}^{2} \mathrm{~F}=$
$\frac{I_{B}}{\left(1-R_{Y, A, B}^{2}\right)} \quad X \frac{\left(n-K_{A}-K_{B}-1\right)}{K_{B}}$
with $d f=K_{B}$ and $\left(n-K_{A}-K_{B}-1\right) \quad$ p. $136 *$
14. $\quad B_{i} \quad t=B_{i} / S E_{B_{i}}$

$$
S E_{B_{i}}=\frac{1-R_{Y}^{2}}{n-k-1} \quad X \frac{1}{1-R_{i}^{2}}
$$

with $d f=n-k-1$
p.112*

Investigationwise Error Rate
15. = approximately 1 - ( 1-alpha) ${ }^{C}$ where $C$ is the number of significance tests
performed.
p. 163

## Power Analysis For:



Item Analysis Formulas
20. Discrimination Index
$=\frac{\text { Upper group } N-\text { Lower Group } N}{\text { Upper group } N}$

## 21. Difficulty Index

$=\frac{\text { Total } N-\text { Correct } N}{\text { Total } N}$

* These page numbers refer to Cohen and Cohen (1975).


## APPENDIX F

TREATMENT DESCRIPTION FORM


APPENDIX G

DIRECTIONS FOR ABILITY TEST ADMINISTRATION

## DIREOTIONS FOR ADMINISTRETION


This test battery contains a total of 7 subtests; these
tests shoulc take approximately 40 minutes to complete. However,
I have not given these tests in a classroon so it is possible
that they may reguire more than 40 minutes. If you are running
out of class time, please treat the seventh subtest, letter sets (2.5),
as optional. That is, co not acminister the letter sets test
unless you have approximately seven minutes left in your period.
Before you begin acministering the test battery, tell your
class that they will be taking some ability tests tociay. Explain
that you are helping a frienc do some research on chemistry classes.
and he is studying the ability level of high school chemistry stucients.
Please, co not mention that they are part of an experiment, or that
an experinental unit vill follow. You shoulc also explain that
these scores will go to the guicance counselors, anc that they can
talk to him about their sccres in about two months. It shoulc take
about two months to get the tests scored and returned to you.
You shoulc read the test directions to yourself several times
beforchand, in order to familiarize yourself with the test
seguences, the timing, and the instructions. Host people are
curious to know their own I.2.; so if you wanted to take this
test beforehanc, I would be glad to score it for you ano talk
to you about the results. I would also be willing to co this for
your family.
It is c'esireable to begin the testing session with some
appropriate intzoiuctory remarks to put your stucients at ease,
ara to motivate then to co as vell as zossible. The test
instructions should be read exactly as they are given, in an unhurried, fxienaly conversational manner, so that the stucents are preparea to enjoy the test and to co their best. Be especially careful at the beginning of the test to see that the examples nave been marised in the right places.
PLENSE KEEP IN MIUD.THAT:
(1) my: LI:UITS MUST 3E STRICTLY f.DHERED TO A:RD UVEER NC CIMNUSSTANES ALERED TO RLLOH FE:ER OR HORE PERSONS TO COMPLETE 2. GIVES SUふEST.
 fron the instructions may seriously affect the results.
Before distributjng the test booklets and answer sheets, caution the class that the booklets are not to be opened until they are told to do so. Place the booklet on the desk with the front cover facing up. Have then fill in the information at the top of the answer sheet. On the line labled SCiOOL, have the class enter your name, and the class period they belong to. For example, SCiOOL DEGUGLIET: GO 2 perior
PRELIIINAPY INSTRUCTIONS ( Pen or pencil can be used on the answer sheet)
:hen everyone has filled in his name, etc. on the answer sheet say:
" Put cown your pencils anc I'll tell you a little bit ȧout what you're going to co. In this booklet there are four tests which are like four cizferent ganss or puzzles. There are no words in themonly crawings. Fach of the tests has some e:amples for you to practice on so that you can sec how to ro it. First, we'll look at the examples together and then you'll be asked to go ehead

## -3-

on your own. Some of the questions at the end of each test may be quite hard to do but try as many as you can. Even when you're not sure mark the answer you think might be rigint, rather than none It's perfectly all right to guess if you co not know the answer. You con't lose points for wrong guesses, and you might guess right.

Please cion't turn any page until I tell you. You are to mark all your answers on the answer sheet you've been given, and not in the test booklet. Now, quickly check your test booklet for stray marks or answers. If your booklet has been marked in, ask for a new test booklet. Now read the instructions on the answer sheet and see if you uncerstand them. Then we'll go over the examples together and you'll have a chance to mark some answers for practice. If you have any questions raise your hand. ( Pause) "
step? (Wait for an answer) Yes, it will bend to the right. Number 3 is correct. Pick up your pencil and in the second example on the answer sheet, fill in the box under the 3 .

Now, the third example. See how the black part moves. It begins at the top and moves around the circle. Look at the five choices for the right answer. (Pause) Which one is it? (Wait for an answer) Yes, it's number 1. Miark it on your answer sheet by filling in the box under 1.

You can see that none of the other choices in all three examples would have been quite right. When 1 tell you to start, go on and do the rest yourself. Eegin with the first row just below the line and work through this page to the botiom of the next. (Point io both pages) In eact: row choose just one of tine five boxes on the right that fits correctly in the empty box. Then mark it on your answer sheet. You might not have time to finish them all. but work as quickly and carefully as you can. You are allowed to change your answer if you change your mind, but be sure to erase carefully. Ready? Go!

## After exactly 3 minutes say Srop! Pencils down.

## Verbatim Instructions for Scalo 2

## FURM A

Now open the booklet to the first page, Test 1. At the top of the page are three examples. Look at the first example. (Point) Notice that the first three boxes have black lines that keep getting ionger. Then there is a dorted empiv box (Fointi, followed by five more boxes. (Point) Ot the five choose the one that would be right to put inio the empty box. (Pause) For this exarnple, the correct answer has been given to you. It is 1 . Look at your answer sheet. Notice that under Test 1 , in the first example, the tox under the 1 has been filled in. That shows 1 is the correct answer of the five you have to choose from.

Look at the second example. See how the little curvect line bends to the lett, then to the right, then to the lett. What will it do at the next

Now turn to Test 2. (Check that all bookleis are turned is the richt page.) Look at the first example. (Pause) There are five figures in a row. Four are the same and one is different. In this row. which one is different in some way from all the others? (Pause) The fourth one is different, so the box under 4 has been filled in on the answer sheet. Why is that one different? (Permit an answer)

Let's do the second example now. Which one is the different one here? (Permit an answiel) Yes, it's the first one. It's black and all the others are white. Of course. the others are different sizes but they are all white so you can't pick out one of those. On your enswer sheet fill in the box under 1 in the second example.

When I tell you to start, I want you to choose one picture in each row which does not belong with the others. Remember, only ons
picture in each row is different in some way from all the others. W'oris quickly and carefully to try to finish as many as you can on the two pages before I tell you to siop. Ready? Gol

## After exactly 4 minutes say Stop! Pencils down.

TEST 3 Turn to Test 3. Look at the first example. (Pause and check) There are four small boxes in the large square (Poin:) à the left. One of them is dotted and empty. Which one of these five boxes over here (Foin:) is the correct one to fill in the doted empty box? (Pause for answer) Yes, it's the third. If we put that one in the empty box, it would look right. Do you see on your answer sheet that the box under the 3 has been tilled in?

Now look at the second example. |Pause and check) Which one shall we out into the empty box to make it look right? (Fermit an answerl Yes, it's 1 , isn't it? Mark this on your enswer sheet.

Let's take the third example. You chooso the right answer. Which is it? (Pause for answer) Yes, it's 4. Mark it on your answer sheet.

When I say 'Go,' start with number 1, here. just below the line. (Point) Look first at the large square with the four boxes. (Point) Then look at the row of five boxes and pick out the one box that would look right in the dotted empiy box. See what number it is and on your answer sheet. fill in the little box under that number. Do both pages. Work as carefully and es fast es you can. Ready? Go!

## After exactly 3 minutes say <br> Stop! Pencils down.

TEST 4 Turn to Test 4. Look at the first example. (Poiri) In the box at the top that's by itself (Point, check) you see that there is a circle, and in the circle there are a dot and a square. (Pause, checi.) The dot is inside the circle, but outside the square. Now look over here at the five boxes on the right. (Point) We must find
one where we can do just the same thing: puta dot inside the circle but outside the square. What about the first one? No, because any dot in the circle would be in the square tco. Would the second do? (Permit answer) No-because a dot in the circle would also be in the square. The third? Yes, you see the dot is inside the circle but outside the square. The dot was put in for you to show you that answer 3 would te right. (Fausel it is the only one where we can co tha same as in the separate box on the lett, here. (Point) So the box under the 3 has been filled in for the first example on your answer sheet.
look at the second example. In the sepsrate box at the left (Point), the dot is inside the egg-shaped figure, but under the line. Now wo have to find another box where we cen do just the same. Which one is it? (Pause) Yes, the second. That's the only right one. Fill in box 2 ror the second example on your answer sheet.

Now look at the third example. (Pause) This time one dot must be in both squares at once. but outside the circle. In the first box over here (Poinii, you could not put a dot in both squares at once, could you? (rause) In the second box. the dot could go in both squares, but it would be inside the circle, so it won't do. What about the third? (Pause) Yes, the third is the only one where we can put the dot in both squares, but outside the circle. Mark the enswer on your enswer sheet.

When I say, 'Go!'start at the first one under the line. (Point) Look carefully at the separate box to see just where the dot is. Then find the box where you could do just the same, and mark that number on your answer sheet. Please do not make any dots or marks on the test booklet.

You will have almost as much time for this one page as you had for the two pages in the last test. See how many you cando. Ready? Go!

## After exaclly $212 m$ inutes say Stop! Pencils down.

[^9]
## DIRECTIONS FOR SECOND TEST 3OOKLET

Each student should receive two test booklets at the beginning of the test period: a CULTUPE FiIR test booklet, and the booklet titled VOCFBUIFRY TEST I. The CULTRUS FAIR test should be aḍninistered first." The answer sheets for both tests are on the front and back of the same sheet of paper.
lihen students have completed the CULTURE FiIR test, proceed imnediately to the second test booklet, anc VOCNBULFRY TEST I. Begin VONFBUIERY TEST I by reading the directions on page 1 of the test booklet. lhen the time for VOCABLLRY TEST I is up, read the directions for VOCl.3ULFPY TEST II on page 3 of the test booklet. ihen the four minutes for VOCRBULr:RY TEST II is up, check to see if you have enough time to do the LEATER SETS TEST on page 5. This test takes 7 minutes. If you have enough tine, then turn to page 5 and read the dixections to the class.

TEST TIIES

CULTURE FFIR
test $1 \quad 3$ minutes
test $2 \quad 4$ minutes
test 3 minutes
test 4
 VOAR. 3ULFA: XY TEST II LEMmOR SETS TEST
$2 \frac{1}{2}$ minutes
4 minutes
4 minutes
7 minutes (OPTIOI:L, IF YOU HIVE TIUE)

APPENDIX H

DATA AVERAGED ACRQSS TEACHERS

TABLE XXIX

## DEMOGRAPHIC DATA ON ALL CLASSES TAUGHT BY EACH TEACHER

| Variables | Experimental Group |  |  |  |  |  | Replication Group |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Teacher Number |  |  |  |  | Group <br> Total | Teacher Number |  |  |  | Group Total |
|  | 1 | 3 | 4 | 7 | 8* |  | 2 | 5 | 6 | 9 |  |
| Total N | 70 | 12 | 14 | 75 | 54 | 225 | 82 | 62 | 38 | 98 | 280 |
| Sex |  |  |  |  |  |  |  |  |  |  |  |
| Male | 28 | 6 | 9 | 28 | 23 | 94 | 40 | 27 | 24 | 46 | 137 |
| Female | 41 | 6 | 5 | 47 | 30 | 129 | 37 | 34 | 14 | 52 | 137 |
| Race |  |  |  |  |  |  |  |  |  |  |  |
| White | 54 | 9 | 12 | 71 | 53 | 199 | 0 | 60 | 38 | $\cdots$ | 98 |
| Black | 7 | 1 | 1 | 3 | 0 | 12 | - 0 | 1 | 0 | , 0 | ' 1 |
| No Info. | 0 | 2 | 0 | 0 | 0 | 3 | 82 | 0 | 0 | 98 | 180 |
| Age |  |  |  |  |  |  |  |  |  |  |  |
| 13 | 0 | 0 | 0 | 0 | 31 | 31 | 0 | 0 | 0 | 61 | 61 |
| 14 | 0 | 0 | 0 | 0 | 23 | 23 | 0 | 0 | 0 | 34 | 34 |
| 15 | 4 | 0 | 2 | 1 | 0 | 7 | 2 | 0 | 25 | 3 | 30 |
| 16 | 40 | 5 | 6 | 33 | 0 | 84 | 38 | 39 | 12 | 0 | 89 |
| 17 | 15 | 7 | 1 | 36 | 0 | 60 | 27 | 18 | 0 | 0 | 45 |
| 118 | 6 | 0 | 1 | 3 | 0 | 10 | 7 | 1 | 0 | 0 | 8 |
| 19 | 0 | 0 | 0 | 0 | 0 | 0 | 2 | 0 | 0 | 0 | 2 |
| 20 | 1 | 0 | 0 | 0 | 0 | 1 | 1 | 0 | 0 | 0 | 1 |
| No Info. | 3 | 0 | 4 | 2 | 0 | 9 | 5 | 4 | 1 | 0 | 10 |
| Grade Level 0 |  |  |  |  |  |  |  |  |  |  |  |
| 8th | 0 | 0 | 0 | 0 | 54 | 54 | 0 | 0 | 0 | 98 | 98 |
| 10th | 5 | 0 | 3 | 1 | 0 | 9 | 3 | 0 | 38 | 0 | 41 |
| 11th | 55 | 7 | 10 | 49 | 0 | 121 | 60 | 61 | 0 | 0 | 121 |
| 12 th | 10 | 5 | 1 | 25 | 0 | 41 | 19 | 1 | 0 | 0 | 20 |

* Class 682 ( $N=14$ ) was dropped from the analysis due to missing data.

TABLE XXX

MEAN AND STANDARD DEVIATION OF THE RAW DATA FOR STUDENTS AVERAGED ACCROSS EACH TEACHER

| Variables | Experimental Group |  |  |  |  | Replication Group |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Teacher Number |  |  |  |  | Teacher Number |  |  |  |
|  | 1 | 3 | 4 | 7 | 8* | 2 | 5 | 6 | 9 |
| Culture |  |  |  |  |  |  |  |  |  |
| Fair I.Q. | 113 | 115 | 125 | 114 | 110 | 106 | 109 | 118 | 100 |
| sd | 15.1 | 16.1 | 18.9 | 15.4 | 15.8 | 17.3 | 16.0 | 14.8 | 12.3 |
| N | 63 | 11 | 10 | 73 | 63 | 69 | 43 | 37 | 90 |
| V-1 | 11.7 | 9.8 | 13.9 | 11.9 | 3.1 | 8.7 | 11.1 | 13.1 | 7.6 |
| sd | 3.9 | 4.1 | 2.4 | 3.2 | 1.6 | 4.1 | 2.8 | 2.6 | 2.9 |
| N | 59 | 11 | 10 | 73 | 62 | 56 | 43 | 37 | 91 |
| V-2 | 9.4 | 7.7 | 12.4 | 10.4 | 6.5 | 6.9 | 8.6 | 10.5 | 6.2 |
| sd | 3.3 | 2.6 | 3.2 | 2.9 | 2.5 | 2.7 | 2.9 | 2.5 | 2.2 |
| N | 59 | 11 | 10 | 72 | 66 | 56 | 43 | 37 | 90 |
| I-1 | 11.8 | - | 12.9 | - | 10.1 |  | 11.2 | - | - |
| sd | 2.6 | - | 1.1 | - | 2.9 | - | 2.1 | - | - |
| N | 59 | 0 | 10 | 0 | 66 | 0 | 43 | 0 | 0 |
| Fourth Term |  |  |  |  |  |  |  |  |  |
| Grade | 72.5 | 75.8 | 87.3 | 78.7 | - | - | 81.7 | 84.0 | 76.6 |
| sd | 17.3 | 11.5 | 8.3 | 10.1 | - | - | 12.7 | 6.4 | 13.7 |
| N | 65 | 12 | 9 | 74 | 0 | 0 | 60 | 37 | 98 |
| Final Grade |  |  |  |  |  |  |  |  |  |
| Grade | 79.8 | - | 88.8 | 80.1 | - | - | 79.9 | 83.1 | 78.7 |
| sd | 13.4 | - | 6.5 | 8.9 | - | - | 13.4 | 6.1 | 9.9 |
| N | 64 | 0 | 9 | 74 | 0 | 0 | 61 | 37 | 98 |
| Total N | 70 | 12 | 14 | 75 | 54 | 82 | 62 | 38 | 98 |

* Class 682 (Nm 14) was dropped from the analysis.

TABLE XXXI
MEAN, STANDARD DEVIATION, AND PERCENTILE OF STUDPNT"S CRS SCORES AVLFAGED

ACROSS EACH TEACHER

| Variables | Teacher Number |  |  |  |  |  |  |  |  | Total |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 3 | 4 | 7 | 8 | 2 | 5 | 6 | 9 |  |
| Sample N | 70 | 12 | 14 | 75 | 68 | 82 | 62 | 38 | 98 | 519 |
| Involve- |  |  |  |  |  |  |  |  |  |  |
| sd | 3.0 | 3.0 | 4.0 | 2.7 | 4.3 | 2.9 | 2.9 | 2.6 | 2.2 | 3.0 |
| ¢.E.* | -46 | 46 | 52 | 41 | 46 | 46 | 38 | 41 | 34 | 44 |
| Affilia- |  |  |  |  |  |  |  |  |  |  |
| tion | 5.0 | 5.6 | 6.1 | 5.1 | 4.3 | 5.5 | 5.7 | 6.5 | 5.7 | 5.4 |
| s | 3.1 | 3.3 | 4.4 | 2.8 | 4.3 | 3.7 | 3.2 | 2.7 | 2.4 | 3.3 |
| s.s.* | . 38 | 42 | 46 | 38 | 34 | 42 | 42 | 50 | 42 | $42^{\prime}$ |
| Teacher |  |  |  |  |  |  |  |  |  |  |
| Support | 6.5 | 6.3 | 6.1 | 5.4 | 4.2 | 6.0 | 6.5 | 5.0 | 4.3 | 5.4 |
| sd | 3.2 | 3.5 | 4.1 | 2.6 | 4.2 | 3.6 | 3.0 | 2.6 | 2.4 | 3.3 |
| s.s.* | 49 | 49 | 46 | 42 | 33 | 46 | 49 | 39 | 36 | 42 |
| Task Ori- |  |  |  |  |  |  |  |  |  |  |
| entation | 6.8 | 6.1 | 4.9 | 7.8 | 4.2 | 5.7 | 7.0 | 6.9 | 6.3 | 6.3 |
| sd | 3.2 | 3.5 | 4.1 | 2.6 | 4.2 | 3.5 | 3.1 | 2.6 | 2.3 | 3.3 |
| s.s.*. - | 54 | 48 | 42 | 60 | 36 | 45 | 54 | 54 | 51 | 51 |
| Competi- |  |  |  |  |  |  |  |  |  |  |
| tion | 4.1 | 5.4 | 3.9 | 5.5 | 3.0 | 3.9 | 4.5 | 5.7 | 5.3 | 4.6 |
| $\therefore \mathrm{d}$ | 2.4 | 2.9 | 3.1 | 2.4 | 3.1 | 2.6 | 2.5 | 2.4 | 2.0 | 2.7 |
| s.s.* | . 40 | 52 | 40 | 52 | 32 | 40 | 44 | 52 | 52 | 44 |
| Order \& Or- |  |  |  |  |  |  |  |  |  |  |
| ganization | 6.9 | 6.8 | 2.3 | 6.7 | 4.5 | 4.5 | 5.2 | 5.6 | 3.8 | 5.2 |
| sd | 3.3 | 3.5 | 2.0 | 3.0 | 4.5 | 3.1 | 2.9 | 2.8 | 2.2 | 3.4 |
| s.s.* | 56 | 56 | 32 | 5343 |  | 43 | 45 | 48 | 40 | 45 |
| Rule |  |  |  |  |  |  |  |  |  |  |
| clarity | 6.4 | 5.1 | 4.2 | 6.8 | 3.5 | 5.0 | 5.1 | 4.4 | 6.3 | 5.5 |
| sd | 3.3 | 2.9 | 3.3 | 2.8 | 3.6 | 3.3 | 3.0 | 2.6 | 2.7 | 3.2 |
| s.s.* | 54 | 43 | 36 | 5.8 | 33 | 43 | 43 | 40 | 54 | 47 |
| Teacher 54 |  |  |  |  |  |  |  |  |  |  |
| control | 3.4 | 2.4 | 1.8 | 3.6 | 2.0 | 2.4 | 2.8 | 2.9 | 5.8 | 3.4 |
| sa | 2.4 | 1.7 | 2.0 | 2.2 | 2.3 | 1.9 | 2.2 | 2.2 | 2.7 | 2.1 |
| s.s.* | 48 | 42 | 39 | 48 | 39 | 42 | 45 | 45 | 64 | 48 |
| Innovation | 4.1 | 4.8 | 4.7 | 2.4 | 3.1 | 3.9 | 3.7 | 4.1 | 4.5 | 3.8 |
| sd | 2.7 | 2.8 | 3.4 | 1.7 | 3.4 | 2.8 | 2.5 | 2.0 | 1.8 | 2.6 |
| s.s.* | 44 | 50 | 47 | 36 | 38 | 44 | 41 | 44 | 47 | 44 |

* The stancard scores listed have a mean of 50 and a stercard deviation of 10. The conversion tajle provicied by Moos and Trickett (1974) lists rav scores to the nearest 0.5 zaw score point. Saw scores were rouncea to the nearest table entry before being converted to stanciard scores.

APPENDIX I

DATA AVERAGED AGROSS CLASSES

TABLE XXXXII

## MEAN AND STANDARD DEVIATION OF STUDENT SCORES ON THE INDEDENDENT AND DEPDNDENT VARIABLES USFD IN REGRESSION MODFL AVERAGRD ACROSS CLASSES

| Variables | Enocher $\frac{\text { Experimontal Group }}{}$ |  |  |  |  |  |  |  |  | 8 * |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | - |  |  |  | 3 | 4 |  | 7 |  |  |  |  |
|  | 111 | 112 | 113 | 114 | 131 | 141 | 271 | 272 | 273 | 681 | 682** | 683 |
| Classize | 17 | 19 | 18 | 16 | 12 | 14 | 23 | 26 | 26 | 29 | 14 | 25 |
| Posttest | 22.9 | 27.5 | 20.1 | 22.8 | 21.9 | 29.8 | 24.5 | 26.3 | 29.8 | 18.2 | 18.5 | 17.4 |
| sa | 4.3 | 6.1 | 4.1 | 6.3 | 5.7 | 4.5 | 4.8 | 5.1 | 6.1 | 1.2 | 0.5 | 2.2 |
| N | 13 | 19 | 16 | 12 | 11 | 11 | 12 | 16 | 19 | 20 | 13 | 17 |
| Retention | 20.4 | 26.6 | 20.2 | 22.3 | 21.5 | 24.3 | 22.1 | - | - | 19.4 | 18.7 | 19.0 |
| sd | 4.1 | 4.7 | 4.9 | . 6.5 | 5.0 | 6.9 | 5.6 | - | - | 0.9 | 0.6 | 0.9 |
| is | 10 | 17 | 16 | 12 | 6 | 9 | 13 | 0 | 0 | 26 | 13 | 20 |
| Factor 1 | -. 31 | . 87 | -. 19 | -. 12 | . 28 | 2.17 | -. 53 | -. 63 | -. 56 | 1.09 | . 66 | . 97 |
| sd | . 26 | . 69 | . 60 | . 80 | . 81 | . 64 | . 82 | . 73 | . 65 | . 54 | . 59 | . 34 |
| N*** | 8 | 18 | 12 | 14 | 9 | 10 | 19 | 23 | 25 | 16 | 3 | 14 |
| Factor 2 | . 28 | . 37 | . 21 | . 01 | . 16 | . 60 | .17 | . 04 | . 35 | . 70 | -2.20 | . 14 |
| sd | . 30 | . 55 | . 94 | . 53 | . 81 | . 65 | . 56 | . 82 | . 62 | . 44 | 1.26 | . 49 |
| Factor 3 | . 45 | .84 | -. 01 | . 53 | . 04 | 1.03 | . 13 | . 31 | . 64 | -1.62 | -1.24 | -1.56 |
| sd | 1.11 | . 88 | . 98 | . 84 | . 87 | . 60 | . 68 | . 75 | . 83 | . 40 | . 68 | . 60 |
| Factor 4 | . 60 | . 12 | . 79 | . 62 | . 19 | -. 86 | . 87 | . 30 | . 48 | . 56 | . 56 | . 73 |
| sd | . 47 | . 41 | . 50 | . 53 | . 47 | . 61 | . 52 | . 84 | . 68 | . 42 | .25 | . 45 |
| Factor 5 | 0.00 | . 13 | -. 17 | . 25 | -. 49 | -. 21 | -. 07 | -. 18 | -. 10 | -. 13 | . 44 | -. 16 |
| sa | 1.14 | . 81 | . 95 | . 98 | . 58 | . 90 | . 95 | 3.06 | . 70 | . 78 | . 80 | . 68 |

TABLE XXXII CONTINUED

| Variables | 121 | 122 | 2 | Replication Group <br> Number and c]ass Number |  |  |  |  |  |  | $\overline{591}$ | 9* |  | 594 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  | 5 |  |  | 6 |  |  |  |  |
|  |  |  | 123 | 124 | 125 | 351 | 352 | 353 | 461 | 463 |  | 592 | 593 |  |
| Classize | 16 | 17 | 14 | 16 | 19 | 20 | 22 | 20 | 20 | 18 | 25 | 24 | 24 | 25 |
| Pretest | 10.2 | 10.8 | 9.7 | 10.0 | 10.5 | 15.7 | 14.1 | 15.1 | 16.7 | 15.9 | 10.0 | 8.9 | 9.0 | 10.7 |
| sd | 3.5 | 4.5 | 3.2 | 2.8 | 2.9 | 5.0 | 3.7 | 5.2 | 4.6 | 4.6 | 3.3 | 2.7 | 5.2 | 3.4 |
| N | 10 | 6 | 7 | 13 | 12 | 19 | 20 | 18 | 19 | 16 | 22 | 21 | 24 | 24 |
| Posttest |  |  |  |  |  | 25.1 | 24.2 | 21.6 | 28.9 | 29.4 | 20.2 | 17.8 | 14.5 | 15.9 |
| sd |  |  |  |  |  | 5.7 | 4.8 | 5.0 | 3.7 | 3.3 | 5.4 | 4.7 | 3.9 | 3.8 |
| N | 0 | 0 | 0 | 0 | 0 | 18 | 18 | 17 | 20 | 17 | 24 | 24 | 24 | 22 |
| Factor 1 | -. 26 | - | . 75 | . 48 | . 39 | -. 41 | . 15 | . 48 | -. 18 | -. 22 | -. 71 | -. 19 | -. 37 | -. 41 |
| sd | . 99 | - | . 64 | . 79 | . 85 | . 64 | . 54 | . 89 | . 75 | . 72 | . 70 | . 54 | . 69 | . 54 |
| N** | 11 | 0 | 11 | 12 | 12 | 11 | 11 | 16 | 19 | 15 | 23 | 19 | 22 | 22 |
| Factor 2 | -. 37 | - | -. 85 | . 04 | -. 27 | . 30 | -. 27 | -. 18 | . 42 | . 65 | -. 28 | -. 30 | -. 48 | -. 67 |
| sd | . 85 | - | 1.07 | . 96 | . 67 | . 72 | . 99 | . 52 | . 61 | . 42 | . 64 | . 62 | . 85 | . 78 |
| Factor 3 | . 22 | - | -. 83 | . 23 | -. 32 | . 23 | . 66 | . 02 | . 64 | . 60 | -. 25 | -. 55 | -. 33 | -. 50 |
| sd | . 88 | - | . 85 | . 65 | . 94 | . 76 | . 69 | . 52 | . 79 | . 65 | . 72 | . 61 | . 66 | . 74 |
| Factor 4 | -. 37 | - | -. 40 | -. 01 | . 07 | -. 04 | . 35 | . 00 | . 04 | -. 51 | -. 82 | -. 58 | -. 61 | -. 90 |
| sd | . 63 | - | . 43 | . 87 | 1.06 | . 83 | . 82 | . 55 | . 74 | . 68 | . 68 | . 65 | . 81 | . 67 |
| Factor 5 | -. 66 | - | -. 09 | -. 49 | -. 41 | -. 74 | . 04 | -. 51 | -. 17 | -. 49 | 1.10 | . 64 | . 55 | . 44 |
| sc | . 72 | - | . 66 | . 68 | . 61 | . 97 | . 93 | . 83 | . 99 | . 85 | 1.09 | 1.21 | 1.08 | . 91 |

* These four classes were eighth grade classes.
** This $N$ applies to all five factors.

MEAN AND STANDARD DEVIATION OF THE RAN DATA FOR EACH STUDENT AVERAGED ACROSS CLASSES

| Variable | Experimental Group: |  |  |  | Teacher Number and CJass Number |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | - 1 |  |  |  | 3 | 4 | $\frac{7}{7}$ |  |  | - $8^{\text {\% }}$ |  |  |
|  | 111 |  | 113 | 114 | 131 | $\overline{141}$ | 271 | 272 | 273 | 681 | 682** | 683 |
| Clessize | 17 | 19 | 18 | 16 | 12 | 14 | 23 | 26 | 26 | 29 | 14 | 25 |
| Culture Fair |  |  |  |  |  |  |  |  |  |  |  |  |
| I.Q. | 114 | 117 | 111 | 109 | 115 | 125 | 112 | 113 | 116 | 120 | 89 | 109 |
| sd | 14 | 15 | 18 | 13 | 16 | 19 | 17 | 15 | 14 | 13 | 11 | 9 |
| N |  |  |  |  |  |  |  |  |  |  |  |  |
| $\mathrm{V}-1$ - $\mathrm{V}-2$ | 23.3 | 23.6 | 16.7 | 21.1 | 17.5 | 26.3 | 20.0 | 22.0 | 24.2 | 10.4 | 7.0 | 9.7 |
| sa | 6.6 | 6.7 | 5.5 | 6.1 | 6.2 | 5.2 | 4.3 | 5.8 | 6.2 | 2.9 | 2.8 | 3.4 |
| N |  |  |  |  |  |  |  |  |  |  |  |  |
| Fourth Term |  |  |  |  |  |  |  |  |  |  |  |  |
| Grade | 60.6 | 20.9 | 70.8 | 74.7 | 75.8 | 87.3 | 78.9 | 75.1 | 82.0 | - | - | - |
| sd | 22.1 | 11.0 | 11.6 | 18.8 | 12.5 | 8.3 | 6.9 | 12.1 | 9.4 | - | - | - |
| N | 14 | 19 | 17 | 15 | 12 | 9 | 23 | 25 | 25 | 0 | 0 | 0 |
| Einal Grade | 58.5 | 87.2 | 79.1 | 82.3 | - | 88.8 | 81.1 | 77.3 | 33.8 | - | - | - |
| sal | 13.1 | 8.0 | 8.3 | 11.4 | - | 6.5 | 5.4 | 11.0 | 8.1 | - | - | - |
| N | 14 | 18 | 17 | 15 | 0 | 9 | 23 | 25 | 26 | 0 | '0 | 0 |
| * These are cignth gracie classes. |  |  |  |  |  |  |  |  |  |  |  |  |
| ** This class | was d | ropped | due to | miss | ng da |  |  |  |  |  |  |  |

TABLE XXXIII CONTINUED

| Variable | Replication Group |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 2** |  |  |  |  | -5 |  |  | 6 |  |  | 9*** |  |  |  |
|  | 121 | 122 | 123 | 124 | 125 | 351 | 352 | 353 | 461 | 462* | 463 | 591 | 592 | 593 | 594 |
| classize | 16 | 17 | 14 | 16 | 19 | 20 | 22 | 20 | 20 | 22 | 18 | 25 | 24 | 24 | 25 |
| Culture Fair |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| I.Q. | 102 | 109 | 99 | 113 | 103 | 114 | 109 | 106 | 117 | 105 | 119 | 101 | 98 | 98 | 98 |
| sd | 13 | 26 | 13 | 17 | 10 | 11 | 20 | 10 | 16 | 25 | 14 | 12 | 2.3 | 14 | 13 |
| N | 13 | 13 | 14 | 15 | 14 | 15 | 12 | 16 | 20 | 21 | 17 | 24 | 21 | 24 | 22 |
| $V-1 * V-2$ | 18.2 | - | 10.2 | 19.7 | 13.9 | 21.2 | 20.6 | 17.6 | 23.1 | 19.5 | 24.0 | 14.8 | 13.3 | 13.5 | 13.5 |
| sd | 5.7 | - | 3.5 | 4.8 | 5.3 | 6.0 | 4.7 | 4.1 | 4.3 | 5.0 | 4.0 | 4.6 | 2.7 | 5.3 | 4.2 |
| N | 13 | 0 | 14 | 15 | 14 | 15 | 12 | 16 | 20 | 21 | 17 | 24 | 21 | 24 | 22 |
| Fourth Term |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Grade | - | - | - | - | - | 80.7 | 86.5 | 77.2 | 83.1 | - | 85.1 | 80.2 | 80.3 | 70.6 | 69.2 |
| sd | - | - | - | - | - | 13.6 | 8.3 | 14.5 | 6.8 | - | 5.9 | 13.2 | 13.2 | 13.0 | 13.1 |
| N | 0 | 0 | 0 | 0 | 0 | 18 | 22 | 20 | 20 | 0 | 17 | 25 | 24 | 24 | 25 |
| Final Grade | - | - | - | - | - | 79.5 | 84.3 | 75.2 | 81.9 | - | 84.4 | 81.0 | 81.8 | 78.0 | 74.0 |
| sà | - | - | - | - | - | 14.0 | 10.6 | 14.6 | 6.1 | - | 6.0 | 9.1 | 10.9 | 9.4 | 8.9 |
| N | 0 | 0 | 0 | 0 | 0 | 20 | 22 | 19 | 20 | 0 | 17 | 25 | 24 | 24 | 25 |

* This class was dropped due to missing both dependent variables.
** These classes were missing a posttest. They were used for the internal validity check, but not in the regression models.
*** All of these classes are eighth grade classes.


## TABLE XXXXIV

MEAN, STANLAKD DEVIATION, AND PERCENTILE OF STUDENT GES SCORES AVRPAGED ACROSS
CIASSES

| Vaxpabic | 1 |  |  |  | 3 | 4 |  |  |  | 8 \% |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 111 | 217 | 113 | 114 | 1.31 | $\overline{111}$ | 271 | 272 | 273 | 681 | 083 | 683 |
| Classize | 17 | 19 | 18 | 16 | 12 | 14 | 23 | 26 | 26 | 29 | 24 | 25 |
| in for ces | 14 | 18 | 23 | 14 | 10 | 10 | 20 | 23 | 26 | 16 | 4 | 15 |
| Invoivement | 4.9 | 6.3 | 4.8 | 4.3 | 5.3 | 7.7 | 5.0 | 3.4 | 3.5 | 8.6 | 7.5 | 8.3 |
| saj | 2.2 | 2.6 | 2.4 | 2.7 | 2.4 | 2.0 | 2.2 | 2.5 | 2.5 | 1.0 | 1.3 | 0.9 |
| porcentile | 35 | 76 | 35 | 35 | 53 | 88 | 35 | 18 | 18 | 96 | 88 | 93 |
| Afsiliation | 4.3 | 7.5 | 5.1 | 5.6 | 6.7 | 6.5 | 6.5 | 5.1 | 5.3 | 8.7 | 5.8 | 8.6 |
| Sa | 2.4 | 2.0 | 2.2 | 2.3 | 2.3 | 2.1 | 2.5 | 2.3 | 2.5 | 1.3 | 0.5 | . 1.2 |
| percentile | 12 | 79 | 12 | 22 | 66 | 9. | 50 | 12 | 22 | 98 | 34 | 94 |
| Tcach. Support | 7.7 | 8.6 | 7.0 | 7.3 | 7.5 | 8.5 | 5.2 | 6.3 | 6.1 | 8.2 | 7.5 | 8.5 |
| sc? | 1.5 | 1.3 | 1.7 | 2.0 | 2.1 | 1.1 | 1.9 | 2.1 | 2.1 | 1.4 | 1.3 | 1.0 |
| percontile | 69 | CG | 58 | 69 | 69 | 86 | 14 | 49 | 40 | 70 | 69 | 86 |
| Tosk Oricnt. | 8.9 | 7.1 | 8.2 | 3.6 | 7.3 | 6.8 | 9.1 | 8.6 | 7.8 | 7.6 | 8.8 | 8.5 |
| 5 S | 1. 3 | 1.1 | 1.3 | 1.4 | 1.5 | 1.8 | 1.0 | 1.5 | 1.3 | 1.9 | 1.3 | 1.4 |
| percentile | 96 | 65 | 92 | 92 | 76 | 65 | 96 | 94 | 92 | 76 | 96 | 24 |
| Competition | 4.4 | 5.3 | 4.8 | 4.1 | 6.5 | 5.4 | 6.0 | 6.0 | 6.2 | 5.6 | 7.2 | 5.8 |
| sil | 1.6 | 1.9 | 1.7 | 1.4 | 1.7 | 2.2 | 1.5 | 1.6 | 2.1 | 1.8 | 1.0 | 1.3 |
| percenilic | 28 | 71 | 43 | 28 | 84 | 58 | 73 | 73 | 73 | 58 | 92 | 73 |
| ore?er \& Oryan. | E. 5 | 7.6 | 8.8 | $\xi .2$ | 8.2 | 3.2 | 0.1 | 6.0 | 7.7 | 9.1 | 7.3 | 9.1 |
| ธส | 1.5 | 1.4 | 1.4 | 1.7 | 1.7 | 11.6 | 1.7 | 2.5 | 2.2 | 0.7 | 1.0 | 0.6 |
| percentile | 91 | 72 | 96 | 86 | 86 | 7 | 86 | 54 | 72 | 90 | 73 | 96 |
| Rula claxity | 7.2 | 7.0 | 7.8 | 7.4 | 6.1 | 5.9 | 7.9 | 7.0 | 7.4 | 7.1 | 7.2 | 6.3 |
| s d | 2.0 | .1:9 | 1.5 | 2.0 | 1.9 | 2.3 | 1.6 | 2.3 | 2.0 | 2.0 | 0.5 | 1.8 |
| percontile | 79 | 93 | 94 | 86 | 54 | 54 | 94 | 79 | 86 | 79 | 79 | 54 |
| Tcacher cont. | 4.3 | 3.6 | 3.8 | 4.6 | 2.9 | 2.5 | 4.1 | 3.8 | 3.8 | 3.7 | 5.8 | 3.8 |
| Sul | 2.4 | 1.8 | 1.8 | 2.4 | 1.4 | 2.0 | 2.0 | 2.5 | 1.9 | 2.8 | 1.5 | 1.5 |
| percentile | 66 | 42 | 54 | 70 | 31 | 21 | 54 | 54 | 54 | 42 | E6 | 54 |
| Innovation | 4.1 | 6.7 | 3.5 | 4.4 | 5.8 | 6.6 | 2.5 | 2.5 | 2.9 | 6.2 | 6.0 | 6.1 |
| sd | 1.4 | 1.9 | 1.5 | 2.1 | 1.8 | 1.6 | 1.9 | 1.8 | 1.3 | 2.1 | 1.4 | 1.9 |
| percentile | 28 | 82 | 19 | 39 | 73 | 82 | 5 | 5 | 12 | 73 | 73 | 73 |


| Teacher $\frac{\text { Replication Group }}{}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | 2 |  |  |  |  | 5 |  |  | 6 |  |  | 9. |  |  |  |
| Variable | 121 | 122 | 323 | 124 | 125 | 351 | 352 | 353 | 461 | 462 | 463 | 591 | 592 | 593 | 594 |
| Classize | 16 | 17 | 14 | 16 | 19 | 20 | 22 | 20 | 20 | 22 | 18 | 25 | 24 | 24 | 25 |
| N for Ces | 14 | 10 | 11 | 13 | 15 | 16 | 20 | 18 | 20 | 19 | 15 | 24 | 22 | 22 | 25 |
| Invoivemen | 4.7 | 5.7 | 6.5 | 5.3 | 5.9 | 2.6 | 5.6 | 6.0 | 4.1 | 3.0 | 4.0 | 2.4 | 3.8 | 3.1 | 2.0 |
| sal | 1.9 | 1.5 | 1.8 | 1.8 | 2.3 | 2.1 | 2.4 | 2.5 | 2.1 | 2.0 | 1.9 | 2.5 | 2.4 | 2.2 | 1.6 |
| percentile | 35 | 53 | 76 | 58 | 66 | 8 | 58 | 66 | 28 | 12 | 23 | -8 | 38 | 12 | 5 |
| Affiliation | 7.4 | 6.4 | 7.9 | 6.8 | 7.3 | 4.9 | 6.8 | 7.7 | 7.0 | 6.6 | 7.0 | 5.8 | 6.2 | 6.3 | 5.8 |
| sc. | 2.5 | 2.2 | 1.6 | 3.0 | 2.4 | 2.1 | 2.2 | 2.0 | 2.5 | 2.4 | 2.3 | 2.1 | 2.4 | 2.2 | 1.6 |
| percentile | 79 | 50 | 88 | 72 | 79 | 12 | 66 | 79 | 65 | 50 | 66 | 34 | 34 | 50 | 34 |
| Teacher Suppor | tr 7.1 | 7.6 | 7.5 | 8.4 | 8.1 | 7.1 | 7.5 | 7.9 | 5.9 | 5.7 | 4.9 | 4.0 | 4.6 | 4.9 | 4.6 |
| s | 2.5 | 1.4 | 1.6 | 1.6 | 1.5 | 1.9 | 1.9 | 1.4 | 2.1 | 2.1 | 2.1 | 1.9 | 2.3 | 2.0 | 2.3 |
| percertile | 58 | 69 | 69 | 83 | 79 | 58 | 69 | 79 | 40 | 25 | 14 | 5 | 8 | 14 | 8 |
| Task Orient. | 6.9 | 7.8 | 7.0 | 7.5 | 7.9 | 7.7 | 8.5 | 8.0 | 7.8 | 6.7 | 7.3 | 5.6 | 6.8 | 6.8 | 6.6 |
| sd | 1.7 | 1.7 | 1.9 | 1.9 | 1.7 | 2.0 | 1.5 | 1.4 | 1.5 | 1.7 | 1.7 | 2.0 | 1.8 | 2.0 | 1.7 |
| percentile | 65 | 84 | 66 | 76 | 84 | 76 | 92 | 84 | 84 | 54 | 76 | 54 | 65 | 66 | 54 |
| Competition | 4.6 | 5.5 | 5.8 | 5.5 | 4.3 | 4.4 | 5.7 | 5.6 | 6.4 | 5.1 | 6.0 | 5.3 | 6.0 | 5.3 | 5.0 |
| sor | 1.8 | 1.9 | 1.2 | 1.8 | 1.4 | 1.6 | 2.0 | 1.0 | 1.7 | 1.8 | 1.8 | 1.7 | 1.6 | 1.9 | 1.6 |
| percentile | 28 | 58 | 73 | 58 | 28 | 28 | 58 | 58 | 78 | 43 | 73 | 58 | 73 | 58 | 58 |
| Order \& Organ. | 4.9 | 6.6 | 4.5 | 6.5 | 6.5 | 5.8 | 6.6 | 5.7 | 6.6 | 6.2 | 5.5 | 4.2 | 4.0 | 4.3 | 3.7 |
| sd | 1.8 | 2.4 | 1.2 | 2.5 | 2.5 | 2.1 | 2.5 | 1.9 | 2.3 | 2.3 | 2.3 | 2.2 | 1.6 | 2.4 | 2.0 |
| percentile | 38 | 6224 |  | 6262 |  | 54 | 62 | 42 | 62 | 54 | 42 | 16 | 16 | 24 | 10 |
| Rule Clarity | 6.5 | 6.3 | 6.7 | 6.1 | 6.9 | 4.9 | 6.1 | 6.8 | 5.8 | 6.8 | 3.7 | 6.2 | 7.0 | 6.8 | 6.5 |
| sd | 1.9 | 1.9 | 1.8 | 2.2 | 2.4 | 1.9 | 2.5 | 2.4 | 2.1 | 1.8 | 1.6 | 2.6 | 2.5 | 1.8 | 2.3 |
| percentile | 65 | 66 | 77 | 54 | 79 | 24 | 54 | 79 | 54 | 79 | 7 | 54 | 79 | 79 | 66 |
| Tcacher Cont. | 2.3 | 3.3 | 4.1 | 2.8 | 3.1 | 2.8 | 3.7 | 2.9 | 3.5 | 4.1 | 2.6 | 7.0 | 6.2 | 5.7 | 5.7 |
| sd | 1.2 | 1.1 | 1.3 | 1.9 | 1.6 | 2.1 | 1.9 | 2.0 | 2.3 | 2.1 | 2.0 | 2.5 | 2.1 | 2.1 | 2.0 |
| percentile | 18 | 42 | 54 | 31 | 31 | 31 | 54 | 31 | 42 | 54 | 21 | 98 | 92 | 86 | 86 |
| Innovation | 4.6 | 5.3 | 5.7 | 5.3 | 4.5 | 3.2 | 4.5 | 4.8 | 4.2 | 4.7 | 4.8 | 4.5 | 4.8 | 4.6 | 5.2 |
| sc. | 2. | 1.9 | 1.9 | 1.9 | 2.4 | 1.7 | 1.8 | 2.8 | 1.9 | 1.7 | 1.3 | 1.6 | 1.3 | 1.6 | 1.4 |
| percentile | 38 | 62 | 62 | 62 | 38 | 12 | 38 | 50 | 28 | 38 | 50 | 38 | 50 | 38 | 50 |

* These are eighth grade classes.


## APPENDIX J

CORREIATION COEFFICIENTS FOR
ALL NARTABLES

| Variable Number | $\begin{gathered} \text { Va=i=ijle } \\ \text { Name } \end{gathered}$ | Expancica <br> Nome | Source |
| :---: | :---: | :---: | :---: |
| 4 | Involve | Involvement | CES |
| 5. | Effiliaも | Afsjliation | CES |
| 6. | Suミロロエt | Sameher Support | CES |
| 7 | Tasts | Tasz Orientation | CES |
| 8 | compete | Competition | CES |
| 9 | Orcier： | Order and Organ－ ization | CES |
| 10 | Rule | Rule Clarity | CES |
| 11 | Control | fjeacher control | CES |
| 12 | Innovate | Innovation | CES |
| 13 | Race | Race | $\begin{aligned} & 1=\text { White } \\ & 2=\text { Black } \\ & 3=\text { Other } \end{aligned}$ |
| 14 | LD | Learning Disa：， Dility | $\begin{aligned} & 0=\text { absent } \\ & 1=\text { present } \end{aligned}$ |
| 15 | ESL | English as a Second Language | 0 m absent <br> 1 m present |
| 16 | Fourth | Fcurth Term Grade | Teacher Report |
| 17 | Einal | Final Grace | Teacher Report |
| 18 | Age | Age | CES or Culture <br> Fair Test |
| 21 | Years | Years in the present school | CES |
| 22 | honths | Fonths in the present class | CES |
| 29 | Sex | Sex | $\begin{aligned} & 0=\text { yemale } \\ & 1=\text { Nale } \end{aligned}$ |
| 20 | Age | Age | culture Fair test or CES |
| 23 | G］． | Test l Sexies | Culture Eair Test |
| 24 | G2 | Test 2：Classi－ Ejcations | Culture Fair Test |
| 25 | G3 | Test 3：latrices | Culture Fair Test |
| 26 | G4 | Test 4：Concitions （Topology） | Culture Fair Test |
| 27 | IQ | I．Q． | Culture Eair Test |
| 28 | V1 | V－1 | Kit of Factor Ref：renced rests |
| 29 | Guessl | The number of wrong answers to $\mathrm{V}-1$ |  |
| 30 | V2 | $\mathrm{V}-2$ | Kit of Factor Referericed Tests |
| 31 | Guess2 | The numoes of wro ancrices to $\mathrm{V}-$－ ． | $2 c$ |


| Variable Number | Variable Name | Expanced Name | Source Source |
| :---: | :---: | :---: | :---: |
| 32 | Induct | Induction I-1 | Kit of Factor Referenced Tests |
| 33 | Guess 3 | The number of wrong |  |
| 34 | Dscale | This scale was constructed by the author to measure ability to follow directions |  |
|  |  |  | ```O = Followed Directions I = Did not Fol#ow Directions``` |
| 35 | Xscale | This scale was constructed by the author to measure motivation or personality. Some students made comments about the testing process. $0=$ no comments $; 1=$ comments |  |
| 219 | TOMALI | This is the total score for unit Test l. For the epxerimental group this was a posttest; this was a pretest for the control group. |  |
| 120 | TOTAL2 | This is the to test 2. This for the exper posttest for | score for unit a retention test tal group, and a control group. |
| 123 | CITY1 | This is a composite of factor 2 and factor 3. |  |
| 124 | SCHOOII | This is a composite of scroes from $\mathrm{V}-1$ and $\mathrm{V}-2$. |  |
| 152 | FACTOR1 | Factor 1 | Factor Analysis |
| 153 | FACTOR2 | Factor 2 | Factor Analysis |
| 154 | FACTOR3 | Factor 3 | Factor Analysis |
| 155 | FRCTOR4 | Factor 4 | Factor Analysis |
| 156 | FACTOR5 | Factor 5 | Factor Analysis |


|  <br>  <br>  <br>  |
| :---: |
|  |  |







TABLE XNXV CONTINUED

fr．－QuEnCy TASLE

|  |  | $\operatorname{LVE}_{4} A$ | $A F F I L I A T^{-}$ | SUPDORT | TASK | 7 | COMPETE | USODE： | 9 | RULE | 10 | CONTROL | INNOVAIE | RACF | 13 | LD | 14 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ：NVVILVt | 4 | 4？ 24 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Atrilliat ${ }^{\text {a }}$ | $\checkmark$ | 42.2 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| ：い！rrbot | 8 | 424 | $4 \% 4$ | 429 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| t A：K | 7 | $4 \div 4$ | 424 | 42.4 |  | 424 |  |  |  |  |  |  |  |  |  |  |  |
| C゙にない Tた | $\stackrel{3}{3}$ | $4<4$ | ．．－ $4 \times 4$ | $\ldots .424$ |  | 424 | －－．． 424 |  |  |  |  |  |  |  |  |  |  |
| O以いどて | ＂ | $4 \cdot 4$ | － 424 | － 424 |  | 424 | $4 \%$ | $\cdots$ | $4 \% 4$ |  |  |  |  |  |  |  |  |
| に！ | 10 | $4 \leq 3$ | $3{ }^{3} 3$ | 423 |  | 423 | 423 |  | 423 |  | 42.3 |  |  |  |  |  |  |
| cu：blinc | 11 | $4: 4$ | $4{ }^{4} 4$ | $4{ }^{2} 4$ |  | 424 | $4{ }^{1} 4$ |  | $4 \mathrm{~K} / 4$ |  | 423 | 42.4 |  |  |  |  |  |
| finulivate． | 17 | $4 \cdot 4$ | ． $3^{2} \cdot 4$ | －4．34 |  | $\hat{3}$ | 4：＂ |  | $4{ }^{\text {8 }}$ |  | ¢） | $49^{3}$ | 424 |  |  |  |  |
| にがく | 13 | $4 \dot{4} 4$ | 4＜4 | －42n |  | 424 | 424 |  | 424 |  | 43.3 | $4 i 4$ | 420 |  | 505 |  |  |
| し！ | 14 | 424 | 成䢒 | $4{ }^{4} 4$ |  | 424 334 | 424 |  | $4{ }^{4} 4$ |  | 423 | 424 | 4 S 4 |  | $\bigcirc 05$ |  | 505 |
| t St | 13 | $4: 4$ | － 84 | 424 |  | ${ }^{4} 24$ | 434 |  | 424 |  | 423 | 429 | ＾24 |  | E05 |  | 505 |
| FM0RT：－ | $1 \%$ | $3: 3$ | －－－326 | －－320 | －．$\cdot$ | 317 | 320 |  | 22.5 |  | 32： | 320 | －26 |  | 3ts |  | $3 \sim 5$ |
| f．INAL | 17 | 317 | 317 | 427 |  | 417 | 317 |  | $3: 7$ |  | 3 ic | 3：7 | 3：7 |  | 343 |  | 3：3 |
| ¢， $1 \times$ | 1\％ | $4{ }^{4} 4$ | $4 \begin{aligned} & 42 \\ & 4 \\ & 4 \\ & 4\end{aligned}$ | 42.4 |  | 4 C | 484 |  | 4 号 |  | $4{ }^{4} 21$ |  | 422 |  | 406 |  | 4 40， |
| Clinut | $\therefore \mathrm{C}$ | 4：9 | ．．－－－ 4 － | $\sim 4: 3$ |  | 424 | $4: 4$ |  | $4: 4$ |  |  | 4.4 | 4 |  | 4127 $46 \%$ |  | 山＂7 |
| Y1 Mes | $\leq 1$ | $4: 4$ | 454 | 424 424 |  | 424 | 4.4 |  | 404 |  | $4<3$ | $4: 4$ | $44^{1} 4$ |  | －c5 |  | cos |
| Muratits | $\because$ | $4{ }^{\circ} \mathrm{C}$ | $4 \% 4$ | 424 |  | 424 | 424 |  | 4？${ }^{4}$ |  | 423 | 427 | 424 |  | 309 |  | 505 |
| i； 1 | ＜ | $\cdots$ | （3i3 | 305 |  | 36：3 | Tas |  | 306 |  | 1344 | 3： 3 | 3 ys |  | 4 4 is |  | 44 is |
| い | $2:$ | 3こい | ．．．．．．－30 -30 | －3112 |  | 3：3 | 30， | ．． | 3115 |  |  | S1：3 | F0， |  | $44 \%$ |  | 4， 415 |
| 6.1 | \％ | 30 | 3：3 | 305 |  | 3：3 | 30.5 |  |  |  | 304 | 3155 | 303 |  | 448 |  | 4 HCl |
| ＇， 1 | ＂＇s | 3：35 | 303 304 |  |  | 3050 | 345 304 |  | ？心号 |  | 3144 | 3 ys | $3: 5$ |  | 44．${ }^{\text {c }}$ |  | 9 413 |
| $\stackrel{1}{6}$ | ：7 | 4ris |  | 373 |  |  | 3：43 |  | 3193 |  | ． $3: 14$ | 3103 | 3：30 |  | 445 |  | $4 \cdot 13$ |
| Vitcsil ${ }_{\text {co．}}$ | 0 | 43.6 | 2，－－473 | －－ma ${ }^{3} 2$ |  | 43.3 | $4!3$ | ．．．．． | 4 |  | it？ | 363 | 1／ |  | $4 \therefore$ |  | $41 \%$ |
| V．1． | 30 | $3 \% 4$ | － 374 | － 374 |  | 374 | 374 |  | 374 |  | 3） 3 | 474 | 43 |  | 505 |  | 36： |
| wit Sis | 31 | A： 4 | 454 | 3：4 |  | $4 \therefore 4$ | $4{ }^{1} 4$ |  | 介 $\because$ \％ |  | $4: 3$ | 484 | $4 \div 4$ |  | 505 |  | 50， |
| buruct | 12 | 1.11 | ．．．．．． 131 | 111 |  | 121 | 1.11 |  | $1: 1$ |  | 1：11 | 1 is | 13： |  | 10 |  | 1i．＇） |
| 6，11 593 | $\therefore$ ？ | $4 \because 4$ | 424 | 424 |  | 424 | $4 \div 4$ |  | $4{ }^{1}$ |  | $4 \begin{array}{r}\text { 4 }\end{array}$ | $4 \times-4$ | 424 |  | $\leq 6$. |  | 50 |
| 1： 0 ¢ | $\therefore$ | $\rightarrow \square$ | 4 44 | 4， 4 |  | 424 | 4 |  | 4.34 |  | 493 | 4.94 | 424 |  | 503 |  | －3， 0 |
|  | 30 | $4: 9$ | 424 | 424 $3-1$ |  | 4，$<4$ | $4 \times 4$ |  | $3 \cdot 4$ |  | $4{ }^{4} 3$ | 423 | 1） 34 |  | ¢0」 |  | $\therefore$ ¢ |
| T：JM！ | 110 | $3-1$ | －－．． 351 | －3シ？ |  | 351 | 3） |  | $3: 1$ |  | $3: 10$ | $3: 1$ | 3）！ |  | 347 |  | $3 \cdot 7$ |
| 「ilatiz | 120 | ？ 0 ？ | 7267 | 26 |  | 207 372 | 207 373 |  | 667 |  | 2 C |  | 207 |  | $3: 3$ |  | 313 |
| cly | 123 | 374 | －372 | － $3 \div \frac{1}{3}$ |  | 372 373 | 373 |  | 872 |  | 375 | $3 \%$ | $37 \%$ |  | 312 |  | 3\％ |
|  | ！$\because 4$ | 373 | 3 373 |  |  | 373 | 373 |  | 373 |  | $3!2$ | 373 | 373 |  | A．261 |  | 4.1 |
| FACilnt | $\int_{15}^{2}$ | 372 | 2－－－37\％ | －－372－ | －－－ |  | $37 \%$ | －．． | 372 | －． | 312 | － 312 | シ22 |  | 372 |  | 372 |
| F ACrind tactur | 1－3 | －7\％ | －372 | $3 \% 2$ |  | 372 | 37\％ |  | 372 |  | 3ri | 172 -92 | 372 |  | 332 |  | 312 |
| F ACtura | 15 | $3 \%$ | － 372 | 312 |  | 372 | 372 |  | 372 |  | 372 | 3\％2 | 372 |  | 3：2 |  | 37 ？ |
|  | $\therefore \therefore 0$ | 475 | $6 . . . . .376$ | ．．．375 |  | 37\％． | $\pm 72$ |  | 172 |  | 372 | 372 | 372 |  | 372 |  | 312 |


|  | L： 4 | $1: \because$ | $18711_{1} F$ | FINAL | ${ }_{17} 7^{n G E}$ | 18 | stex | 19 | GMADE 20 | $\text { YEA.SS } 2$ | MONTHS 22 | 61 | 23 | 62 | 24 | 6.3 | 25 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Et | ： | sers |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Frioity | 15 | $3 \mathrm{3S}$ | 359 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| rivel | ！ | 3n⿻コ一 | 341 |  | 323 | 4186 |  |  |  |  |  |  |  |  |  |  |  |
| 風： | 10 | 尔穴 |  |  | 3年． | $4: 0$ |  | 497 |  |  |  |  |  |  |  |  |  |
| \％isot | 0 | の・\％ | － |  | 311 | nicg |  | 407 | 407 407 |  |  |  |  |  |  |  |  |
| Y＇Ane Mivtios | ？ | 吅号 | 3 |  | 3 3n3 | nuc |  |  | 87 | 50 | scs |  |  |  |  |  |  |
| 6.1 | 83 | 4兄 | 370 |  | 304 | ant |  | ABH | $0 \times 3$. | n $n$ 兄 | 448 |  | $\triangle 18$ |  |  |  |  |
| ¢．： | ${ }^{2}$ | 01414 | $三 \mathrm{EC}$ |  | い09 | $n 47$ |  | A14 | 4143 | 343 | 917 |  | 4 ng |  | 408 |  |  |
| 6.9 | ¢ | $4 \times 8$ | ＋20 |  | 3 | A17 |  | An： | 4 Ac | ก198 | 4.3 |  | An |  | ninu |  | Ans |
| ？， | － | 4 | 30 |  | 300 | 447 |  | 448 | 449 | A40 | 413 |  | 448 |  | sos |  |  |
| $\stackrel{\text { r }}{ }$ | 号 | $4 \therefore$ | ：17 |  | 36 | n 31 |  | ai？ | 43 ？ | 3.3 | $43 ?$ |  | 431 |  | 433 |  | 431 |
| 6utsol | ？ | 4 | 3is |  | $3{ }^{3 / 3}$ | nis |  |  | へ9\％ | 50， | 5：3 |  | A $\square$ |  | 978 |  | A3 ${ }^{\circ}$ |
| Vir \％ei | Si | \＃3．7 | 317 |  | 360 | ais |  |  | 4 A 7 | 505 | 505 |  | 4is |  | 4n9 |  | Anis |
| 1tavi | A |  | － 103 | －－－＞ | 100 | 100 |  | $10 \cdot 5$ | 16.5 | $10 \%$ | 10.5 |  | $16 ?$ |  | icic |  | 10.2 |
| Sil ： | ¢ | －0， | 3 S |  | $3 \times 3$ | 410 |  | nut | AリT | 505 | 405 |  | ${ }^{48}$ |  | 413 |  | $40 \%$ |
| 口天心它 | 38 | C0． | 35 |  | 343 | 1116 9106 |  | A\％\％ | $40 \%$ 907 | 5015 0.5 | 5 |  | Ans |  | 918 449 |  |  |
|  | $11 \%$ | い | B |  | い边 | 348 |  | H01 | 3＜1 | $\cdots 7$ | $3 \%$ |  | 3：2 |  | 3！？ |  | 2？ |
| 2011処 | $1 \therefore$ | 213 | $\because$ |  | 2： | $\therefore 0$. |  | $\therefore 1$ | 31, | 313 | 317 |  | 2711 |  | ご3 |  | \％89 |
| cliys， | ！ 3 | 37 | $4{ }^{6}$ |  |  | 372 |  | 413 | 372 | 372 | $3{ }^{3}$ |  | $37 \%$ |  | $3 \%$ |  | 373 |
| － 1 ？ |  | $3 \%$ | 315 |  | 306 | 312 |  | 37： | A31 | 3） | 3 312 |  |  |  | － |  | 3 378 378 |
| \％A | 1\％ |  | 203 |  | 21,1 | 312 |  | 37\％ | 312 | 375 | 372 |  | 372 |  | 377 |  | 37） |
| ractugi | 15 | 372 | 293 |  | 2 ¢ 4 | 312 |  | $3 i 2$ | 372 | 372 | 312 |  | 372 |  | 312 |  | $37 ?$ |
| raciojen | 15 | 472 | 2cs |  | 2112 | 372 |  | 372 | $3{ }^{3}$ | 372 | －372 |  | 3.2 |  | 312 |  | 372 |
| tactins： | 1 10 | sis | 243 |  | 2014 | 372 |  | 312 | 372 | 372. | 372 |  | 272 |  | 372 |  | 372 |



ANJLITY JisVELVE
yFILIAYSUBBO\＆it
1A：K

| $\begin{array}{r} 2-0 \operatorname{coc} \\ -0.2 c y \end{array}$ | 1.0000 |
| :---: | :---: |
| －0．1476 | 0．5A51 |
| r．0．14： | 0.9014 |
| －11．1．：${ }^{\text {a }}$ | 0.0013 |
|  | $0 \cdot$－190？ |
| －r－ioze | 0．－ 0 |
| － 0.01411 | 0.0109 |
| －0．11．4．0 | 1）．0： 07 |
| －0．0．0．0 | ©．：73J |
| C．114： | 0.1514 |
| －6． 0.985 | U． 1014 |
| 11.1410 | 0.1500 |
| の．：くり | －0．0．1610 |
| n．ij4 | －0．0の！ 7 |
| O．こりハ1 | －0．96） |
| 0.0110 | O．ci：3 |
| c．41： 0 | －0．4．107 |
| O．$\square^{\prime}$ と | － $1.4 .3=0$ |
| C．ArAi | $-0.3147$ |
| U．41：0 | 0．2143 |
| （1．3） 24 | 0．0etes |
| C．A．i： | －0．0．0） 4 |
| 0．101： | 0.0 .34 |
| C．4071 | O．rel 3 |
| c．：${ }^{\text {c }}$ | －0．3110 |
| －0．：391 | 0．こヶ」〉 |
| 0.780 | －0．1970 |
| －1．0．9：4 | 0.0077 |
| n．4：47 | － 1.0114 .3 |
| －0．307？ | 0．1011 |
|  | 0．3e：9 |
| 1．ce： | 0.0017 |
| 0．！ice | －0．3000 |
| 0.814 | －0．0ここy |
| －0．11：2 | 0.1207 |
| U．r． 7 \％ | $0.0 y c o s$ |
| C－133： |  |
| 0.2013 | 0.1420 |
| 0－67 |  |



000
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0.02000

$$
\begin{array}{rr}
0.0370 & 0.0710 \\
-0.0087 & -0.0050 \\
0.018, ~ 0.0 .15
\end{array}
$$



TABLE XXXVI CONTINUED


TABLE XXXVI CONTINUED

|  |  | $\begin{array}{r} \text { IOTALI } \\ \text { inc } \end{array}$ | $\begin{array}{r} \text { TOIAR } \\ 120 \end{array}$ |  | $\begin{array}{r} \operatorname{FACTOR2} \\ 153 \end{array}$ | $\begin{array}{r} \text { FACTOF: } 3 \\ 15,4 \end{array}$ | $\begin{array}{r} \operatorname{FACTORA} \\ 105 \end{array}$ | $\begin{array}{r} \text { FACIORS } \\ \text { i50 } \end{array}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| TUTAL | 119 | 1.00 co |  |  |  |  |  |  |
| TUTAL2 | 120 | cocestic | 1.0000 |  |  |  |  |  |
| fACtomi | 15 | -0.18-6 | 0.1347 | 1.0000 |  |  |  |  |
| FACtilla | 153 | 0.31447 | 0.2190 | 0.1189 | 1.0000 |  |  |  |
| racturz | 154 | 0.5350 | 0.4775 | -0.2084 | -0.0303 | 1.0000 |  |  |
| FAC $\mathrm{T}_{\text {dia }}$ | 155 | -0.34.39 | -0.3710 | -0.1033 | -0.1509 | -0.1974 | 1.0000 |  |
| VACIORE. | 156 | -0.1210 | -0.1302 | 0.0907 | -0.0226 | 0.030: | 0.2202 | 1.0000 |

f Hic nutrict iRtiE



|  |  | Total 1 115 | TOTALZ | $\begin{array}{r} \text { HACTORI } \\ 152 \end{array}$ | $\begin{array}{r} \text { } A C T O R 2 \\ 153 \end{array}$ | $\begin{array}{r} \text { FACTOR } 3 \\ 164 \end{array}$ | FACTOR4 | $\begin{array}{r} \text { FACTORE } \\ 150 \end{array}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| total | 110 | 179 |  |  |  |  |  |  |
| totalz | 120 | 124 | 142 |  |  |  |  |  |
| PActuri | 152 | 140 | 93 | 171 |  |  |  |  |
| factura | 153 | 140 | 93 | 171 | 171 |  |  |  |
| FACICR ${ }^{\text {a }}$ | 154 | 140 | 93 | 171 | 171 | 178 |  |  |
| factura | 165 | 140 | 93 | i71 | 171 | 171 |  |  |
| facture | 150 | 140 | 93 | 171 | 171 | 171 | 171 | 171 |

## Eatimatesup cukrelatiuns - allvalue



TABLE XXXVII CONTINUED


TABLE XUXVII CONTTNUED

|  | C，4 ：30 | $10 \quad 27^{\text {V1 }} 28$ | sute：il $2^{\prime \prime}$ | Va 20 | \＆UE゙SGZ 31 | $\begin{aligned} & \text { INUUCT } \\ & 32 \end{aligned}$ | GUESS3 33 | $\text { DSCALE }{ }_{34}$ | $\begin{array}{r} \text { XSCALF } \\ 35 \end{array}$ | TOTAL 1 119 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 60 | Fis 1．coco |  |  |  |  |  |  |  |  |  |
| 11 | $\underline{2} 7^{1} 4 \cdot 1,4 \div 9$ | 1.0000 |  |  |  |  |  |  |  |  |
| $\vee 1$ | $\underline{24}$ | 0.354981 .0000 |  |  |  |  |  |  |  |  |
| cuess： |  | －0．3273－0．6014 | 1.0000 |  |  |  |  |  |  |  |
| $v$ 吅 |  | O．Eiser 0．0．47 | －0．10010 | 1.0000 |  |  |  |  |  |  |
| ¢110：${ }^{\text {a }}$ | a！－100．in！ |  | 6－1＇ril： | －4．0．107 | 1．6cco |  |  |  |  |  |
| （Nicl？ | 7\％ 0.1117 | 0.27030019 .11 | －E－u．tue， | － $0 \cdot 0 \cdot 6$ | $-\mathrm{C}=1.177$ | 8－0009 |  |  |  |  |
| 6.11 .9 | 3080014 | n．0219 0 0．13st | －0．0こun | O．： 781 | － 0.0 c | －0． | 1．0100 |  |  |  |
| U＇s．As．！ | is 800010 |  | －V．0180 | － 0.14 | －0．Unic： | －n． 3140 | －－0．0730 | ． 1.0000 |  |  |
|  |  |  | c．0．9ny -1.0160 | 0.0 $0 . n ⿻ 上 丨 𣥂 口$ | -0.0040 -0.2710 |  | -0.048 0.0900 | －1．118 | －1．80co |  |
|  | jiu | S．ions Cotwis\％ | －c．icvo | C．Sian | －0．1？ 0 － | 0． 0.3184 | $0.0 n 70 n$ $0.0 n 93$ | O．0．4 | － 0.0503 | 10000 |
| CIIY！ |  | O．bisin u．baco | －0．151：3 | 0．6） 6 | －0．30u7 | 0.15824 | $0.001 ?$ | 0．0950 | 0．0419 | c． 40.35 |
| Cllin！ 1 |  |  | －C．1504 | 0.15450 | －c．4．313） | 0.1671 | 0.10040 | 0.1050 | U． 6,10 | －A：4．） |
| Fartini | 100.1110 |  |  | －0．0110 | －0．123m | －0．322： | coorit | 0.1 .377 | 0．0！43 | 0．0．： 7 |
| FACumia | 113 c． 6.76 | C－13：5 0．1714 | －0．3363 | 0.4803 | －0．2049 | 0．3247 | －0．0014 | 0．0596 | －0．0： $0: 5$ | 0． 2150 |
| 1．A6： 1163 | $1: 400410$ |  | －0．0063 | － 0.2003 | －0．3047 | $=0.0000$ | － 0.1259 | ．．0．0¢41 | －0．074 | Q－3000 |
| rincralir | 1：6－5．61．40 | －6．60¢3 -1011 | －0．0＇tis | －0．00\％1 | －0．3939 | －0．006！ | －0．216，3 | －0．000\％ | －0．0．315 | 0.12110 |
| r＾CIU＇s | 1：0 0．6．0．91 | $-0.10<2-0.1145$ | c．ioucs？ | －0．1940 | $0 \cdot 8090$ | －0．0735 | －0．1159 | －0．1728 | 0.1073 | －0．1371 |
|  | YUPAL_D |  | $\begin{gathered} \text { FACIORI } \\ 152 \end{gathered}$ | $\begin{array}{r} \text { FACTUFi } \\ 1 ; 3 \end{array}$ | FAC TOH:3 | $\begin{array}{rr} \text { FACTOIR } \\ 155 \end{array}$ | $\begin{array}{r} \text { FACTORF } \\ 1156 \end{array}$ |  |  |  |
| PU1A：$:$ | 1.01 .0000 |  |  |  |  |  |  |  |  |  |
| CIIY： | $1: 50 .+200$ | 1．0000 |  |  |  |  |  |  |  |  |
| S（11）！ | 1：4 0．1？${ }^{\text {a }}$ | $0.11315 \quad 1.0000$ |  |  |  |  |  |  |  |  |
| r AC， 1178 | 102 0．0．147 | 0.03000 .0072 | ． 1.0000 |  |  |  |  |  |  |  |
| FACllisi | $1 \cdot 3$ 3． $5: 72$ | 2．relit c．4．3：27 | －0．0640 | 1．0000 |  |  |  |  |  |  |
| raciturs | $1512 \quad 2.1403$ | 6．7765 0．2497 | C．14．7 | 0.14 .38 | 1.0000 |  |  |  |  |  |
| 「AClいに号 | 1530.1973 | 0.06940 .0633 | 0.2431 | －0．0407 | 0.1405 | 1．0000 |  |  |  |  |
| FACTUlis． | 155．－0．30．3．5 | －0．0331－0．1331 | －0．1531 | －0．0200 | －c．0380 | －0．0052 | 1－0000 |  |  |  |

FILEUUENET TALH:




## APPENDIX K

RESULTS OF FACTOR ANALYSIS

| NOMATON USED IN THE COMPUTER PRIETOUT |  |  |  |
| :---: | :---: | :---: | :---: |
| Variable | Variable | Eupanced |  |
| number | Hame | Nome | Source |
| 4 | Involve | Involvenent | CES |
| 5 | Tffiliat | Affiliation | CES |
| 6 | Support | Teacher Support | CES |
| 7 | Task | Task omientation | CES |
| 8 | Compete | competition | CES |
| 9 | Order | Order ana Organization | CES |
| 10 | Rule | Rule clarity | CES |
| 11 | Control | Teacher Control | CES |
| 12 | Innovate | Innovation | CES |
| 13 | Race | Race | 1-mite |
|  |  |  | $\begin{aligned} & 2=\text { Black } \\ & 3=\text { other } \end{aligned}$ |
| 24 | ID | Learning Disa- |  |
|  |  | bility | $0=a b s e n t$ |
|  | EST |  | $1=$ present |
| 15 | ESt | Second Language | 0 ar absent |
|  |  |  | 1 - present |
| 16 | Fourth | Fourth Term Grade | Teacher Report |
| 17 | Final | Final Grade | Teacher Report |
| 18 | Age | irge | Ces or culture |
|  |  |  | Faix Test |
| 21 | Yeaxs | Years in the |  |
|  |  | present scnool | CES |
| 22 | Months | Months in the |  |
|  |  | present Class | CES |
| 29 | Sex | Sex | $0=$ Female |
|  |  |  | $1=$ male |
| 20 | Age | Age | Culture Fair test |
|  |  |  | or CES |
| 23 | G. 1 | Test 1 :Series | Culture Fair Test |
| 24 | G2 | Test 2: Classi- |  |
|  |  | fications | Culture Faix Test |
| 25 | G3 | Test 3: 1:atrices | Culture Fair Test |
| 26 | G4 | Test 4:Concitions |  |
|  |  | (Topology) | Culture Fajr Test |
| 27 | IQ | I.Q. | Culture Eair Test |
| 28 | VI | V-1 | Kjt of Fzctor |
| 29 |  |  | Ref :renced Tests |
|  | Guessl | The number of vrong answers to |  |
|  |  | $\mathrm{V}-1$ |  |
| 30 | V2. | $\mathrm{V}-2$ | Kit of Eactor |
|  |  |  | Referencedi Tests |
| 31 | Guess2 | The numoer of wan answers to V-2 |  |




THE LLEMENTS UE TH:S MATMIX AIRE THE PARTIAL COMRLLATIONS
UF EACH WAIR UF VAKIABLE:O DARTIMLED ON ALL OMMER VARIABLES
(: EE.. HLLOING ALL UTHER VARIALSES FJXLD).
COMMUNALIPY ESTIMATES ARL: SOUAISED MULYIPLE CURIRELATIUNS (COVARIANCES)-
EIGENVALUES DF UNALIEKREO CURIRELATIUN MATRIX


[^10]THAT APFRGXIMATE DERIVATIVLS WERE USLU.

TABLE XXXVIII
UNROTATED EACTOR MATRIX


RUIAPL., FACTOR LUADINGS (PATIERN)

|  |  | FACTUR | FACTUR | FACTUR | $\text { FAC } \underset{4}{ }$ | FACTUR |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| lnviluve | 4 | $0 \cdot \mathrm{cose}$ | $0.0 \% ?$ | -0.120 | 0.377 | 0.014 |
| AtPILIAT | $\checkmark$ | (1).034 | C.013 | -0.00\% | 0.049 | -0.00? |
| Sthroizt | 6 | c.ios? | (1.0) 1 | 0.129 | ().223 | $-0.148$ |
| T A Sk | 7 | -0.0.37 | 0.054 | 0.053 | 0.0023 | 0.1:23 |
| Comertt | 8 | $0 \cdot 011$ | -0.049 | -0.093 | 0.13 .3 | 0.271 |
|  | 9 | (1):0\% | \%. $16 \%$ | - -0.02: | O. 0149 | 0.135 |
| a:at | 10 | 1.170 | -0.006, | 0.039 | 0.433 | 0.374 |
| comisul | 11 | -0.17: | -0.1.35 | -0.144 | 0.020 | 0.004 |
| lidrivate | 12 | 0.1 .36 | 0.001 | -0.090 | -0.1118 | 0.161 |
| 61 | : 3 | 0.0.94 | (1) 0.5 | 0.113 | 0.000 | $-0.010$ |
| $6:$ | 24 | -0.012 | 0.5:1 | $0 \cdot 0 \leq 5$ | 0.054 | -0.091 |
| (i) 3 | 25 | 0.019 | $0 . \operatorname{lit}$ | 0.063 | $0 \cdot 0.5$ | -0.027 |
| CiA | ? 6 | 0.11 .3 | 0.545 | 0, 1:0 | 0.003 | -0.013 |
| $v 1$ | ¢ | -0.1.3n | 0.200 | (1.9口? | 0.003 | -0.083 |
| V2 | 30 | -0.010 | 0.330 | 0.601 | 0.039 | -0.124 |
|  | $v p$ | 1.303 | 1.501. | 1.900 | 1.392 | 1.249 |



SORTFD A . ATED"FACTOR LOADINGS (DATEERN)

|  |  | FACTOR | $\begin{gathered} \text { FACYOR } \\ 2 \end{gathered}$ | $\mathrm{FACTOR}_{3}$ | FACTOK | FACTOH |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| INVULVL | 4 | 0.098 | 0.0 | 0.0 | 0.377 | 0.0 0.0 |
| SUPNORT | 6 | 0.079 | 0.0 | 0.0 | O. 0 | O. 0 |
| l Naplate | 12 | 0.036 | 0.0 | -0.0 | $\bigcirc$ | 0.0 |
| AFFiLIAT | 5 | 0.634 | 0.0 | 0.0 | 0.0 | 0.0 |
| 61 | 23 | -0.0 | 0.026 | 0.0 | 0.0 | 0.0 |
| 43 | 25 | 0.0 | 0.025 | 0.0 | 0.0 | 0.0 |
| 64 | 26 | 0.0 0.0 | O.ini | 0 | 0.0 | 0.0 |
| vi | 28 | 0.0 | $0{ }^{0} 0$ | 0.962 | $0 \cdot 0$ | $0 \cdot 0$ |
| $\checkmark 1$ | 28 30 | 0.0 | 0.330 | 0.601 | 0.0 | $0 \cdot 0$ |
| V2 | 30 | O. 0 | 0.0) | 0.0 | 0.749 | 0.0 |
| OROFR | 9 | 0.0 0.0 | 0.0 | 0.0 | 0.623 | 0.0 |
| IASK | ${ }^{7}$ | 0.0 | 0.0 | 0.0 | 0.0 | 0.754 |
| Cuntrol | 10 | -. 0 | 0.0 | 0.0 | 0.433 | 0.374 |
| ROLF COMPETE | 10 0 | 0.0 0.0 | 0.0 | -. 0 | 0.0 | 0.274 |
|  | VF | 1.8825 | 1. 61 | 1.400 | 1.39? | 1.249 |

THE ABHVE FACTOR LOADING MATHIX HAS BEEN REARRANGED SU THAT THE CULUANS ADPEAR IN DECREASING ORDER OF


## TABLE XI

FACTOR SCORE COEFFICIENTS



IAVERSE CF CURAELATION MATRIX




CONMUNALITY ESTIMATES ARE SQUARED NULTIPLE CORRELATIONS (COVARIANCES)EICLNVALUES OF UNALTEREO CORRELATION MATRIX

\&TERATICN FOG NAXIMUM LIKELIHCCO
ITERATION MAXIMUM CHANGE IN SQRTKLNIGUENESSJ LIKELIHOCO CRITERION TO BE MINIMIZEO STEP HALVINGS

| 1 | 0.251033 |
| :--- | :--- |
| 2 | 0.174421 |
| 3 | 0.126220 |
| 4 | 0.173329 |
| 5 | 0.032430 |
| 5 | 0.000035 |
| 7 |  |

0.634811
0.592803
0.328442
0.318445
0.126878
0.316801
0.316801

| 1.000 |  |  |  |
| :--- | ---: | ---: | ---: |
| 0.133 | 1.000 |  |  |
| 0.539 | 0.147 | 1.000 |  |
| 0.163 | 0.248 | 0.046 | 1.000 |
| 0.000 | -0.074 | 0.036 | 0.123 |
| 0.110 | 0.074 | 0.010 | -0.078 |


|  <br>  |  |  |  |  |  |  | TA「しく | Ac ${ }^{\text {d }}$ | cavings | tegnt |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| AnCPiR |  |  | 2 | factur | FACYUQ | $\begin{gathered} \text { FACTOR } \\ 5 \end{gathered}$ | INYOLVE$A F F L L A T$ |  | － 10 | FACTER | FACTCR -0.237 | FACTOA | FACTGR |
| sav．ive | $\triangle$ | 0.040 | －0．044 | 0.359 | －C．244 | 0．150 |  | b | $\begin{aligned} & 0.706 \\ & 0.023 \end{aligned}$ | -0.013 0.041 | $\begin{aligned} & -0.237 \\ & -0.113 \end{aligned}$ | －0．06\％ | $C .112$ $C .14 \%$ |
| がにじ心 | 3 | －0．＊：r | －0．0．42 | 0.343 | －0．200 | C．j．jT | Sといっ心くす | 0 | 0.743 | 0.804 | $0.0 \% 5$ | c．019 | －0．053 |
| ミ，－－¢f | c | －2．cさ3 | －C．2．j2 | C．5̈4 | －0．205 | c．0．jo | cusputic |  | －0．154 | － 0.105 | －0．c．33 | 0.147 | C．7：3 |
| 1．：3 | 7 | 2．ご， | 0.017 | －0．213 | 0．171 | Cobit | Cいパッ | $\stackrel{5}{5}$ | C． 15 | － 0.005 | －0．192 | 0.194 | C． 104 |
| cuntit | $\stackrel{\square}{4}$ | $\therefore . \therefore+7$ | －-100 | $-0.147$ | －0．0．9 | C． 3140 | fuet | 10 | 0.012 | －0．009 | c．0．4 | C．1．3 | c．as ${ }^{\text {cos }}$ |
| し－\％．！ | 4 | 0.200 | －0．209 | －0col | －0．0\％） | C． 331 | cunthut | 11 | －0．03j | －0．120 | －0．1．49 | $0 . \%$ e， 3 |  |
| － | 11 | F：30． | C．0．0． | －0．000 | －0．003 | －-0.000 | gniuvate | 12 | 0.120 | 0.014 | －0．470 | 0.075 | －c．1\％ |
| ぶinaie | $1:$ | 0.014 | －0．0．2 | C．494 | －c． 142 | －c．1＜2 | 61 | 23 | 0.137 | c．13．26 | 0. ceo | －0．0．34 | C．0．0） |
|  | $\therefore$ | －こ．131 | c．1．1 | 0.706 | U．92」 | c．04 ${ }^{\text {cos }}$ | 5 | －4 | －0．034 | c．403 | $0 \cdot 0.4$ | －0．137 | －-1014 |
| い： | $\therefore$ | －0．0．＇． | C． 140 | C． 311 | c．0．0， | －c．179 | co | \％ | －0．010 | $0 \cdot 75$ | c．075 | 0.034 | C． 1.4 |
| G | $\therefore$ | －6．0．a．s | c． $2 . .1$ | 0.96 | $0 \cdot 9 \mathrm{Ja}$ | －こ．03 | 4 | 0 | －0．11 | 0．a／4． | C． 100 | －0．01， | －c．uls |
| c． | － | －0．171 | C．114 | 0.813 | 0.103 | $-\mathrm{C}, 0.1$ ？ | $\checkmark 2$ | j0 | －0．0．01／ | C． | $0 \cdot 6$ | －0．031 | － $2 \cdot 6$ |
| $\checkmark 1$ | 29 | －0．1．90 | 0.210 | 0.143 | －c．sioj | c．0．1 | $\checkmark$ | 30 | －0．014 | C．230 | 0.764 | －0．040 | －0．cis |
| $\checkmark 2$ | ゴ | －c．242 | $0 \cdot 025$ | 0.333 | 70 | －0．0） |  | vp | 2.239 | 1．202 | 1.522 | 1.234 | 1.000 |
|  | v | d．cal | 2．2＇2 | 2.190 | 1．0：0 | $0.114 \%$ |  |  |  |  |  |  |  |
| the vercf cagm facter is the sum cf the sguates of the elements of the column df the factor loading natrix <br>  |  |  |  |  |  |  |  |  |  |  |  |  |  |


total vahiance is defineo as the sun of the oiagenal elements cf the corgelation ccovariancel matrix．


EXPERIMENTAL GROUP FACTOR ANALYSIS

## FACTOR SCORE COEFFICIENTS

 TMESE COEFFICIENTS ARE FOR TME STANLARDIZED VARIABLES, MEAN ZERO AND|  |  | FACTCR | $\begin{gathered} \text { FACTOA } \\ 2 \end{gathered}$ | $\begin{gathered} \text { FACTOR } \\ 3 \end{gathered}$ | $\mathrm{FACTOH}_{4}$ | FACTOR |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| involve | 4 | 0.34445 | -0.04061 | 0.01508 | -0.01140 | 0.10723 |
| AFFILIAT | 5 | 0.19525 | -0.01412 | 0.03198 | -0.00977 | 0.10369 |
| SUFPCRT | 6 | 0.29636 | -0.0こ332 | 0.11569 | 0.02717 | -0.c1030 |
| TASK | 7 | -0003753 | - Co06059 | 0.05075 | -0.11311 | 0 0610́69 |
| compete | 8 | 0000419 | -0.03446 | -0.00075 | -0.00904 | 0.02372 |
| GFOER | 9 | 0.02598 | 0.03305 | -0.02525 | -0.03830 | 0.40778 |
| fule | 10 | 0003514 | -0.01895 | 0.05914 | -0.02159 | 0.15537 |
| CONTROL | 11 | -0.03624 | 0.02033 | 0.00317 | 1.06635 | -0.13131 |
| sinovate | 12 | 0.27353 | -0.00711 | 0.04313 | 0.04231 | -0.14599 |
| © 1 | 23 | 0.01106 | 0.52 Cl | -0.05996 | 0.03621 | 0.13424 |
| ca | 24 | -00029:3 | 0032401 | -0.03505 | 0.02121 | -0.cEs26 |
| G3 | 25 | -0.04569 | 0.32074 | -0.05213 | $0 * 02393$ | 0.02505 |
| 64 | 26 | 0.00433 | Coilo 1 | -0.00766 | 0.01790 | -0.02202 |
| $v 1$ | 23 | -0.01367 | -0.05729 | 0470859 | 0.09214 | 0.04784 |
| $\checkmark 2$ | $\geq 0$ | 0.07837 | 0.01098 | 0.29759 | 0.05380 | -0.01334 |



IHVEHST OF CURFRLATILN MAIKIX





## HOIATLP PACIOR LUADINGS (FAIILRN)

|  |  | $\text { FAC }\binom{12}{1 .}$ | FACTOR |  | FACIOH | $\text { FAC }\left\{\begin{array}{l} 0, \\ \vdots \end{array}\right\}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| invulvi | 4 | 0.100 | -0.0.0 | 0.150 | 0.011 | -0.004 |
| A'tlitat | t, | 0.140 | 0.046 | 0.710 | 0.010 | 0.000 |
| Sunforil | 0 | 0.974 | -0.001 | 0.642 | 0.015 | -0.323 |
| 8 1 ¢K | 7 | $0 \cdot 16$ | U. 117 | -0.005 | 0.024 | 0.15 |
| cowerit | H | 0.123 | 0.020 | 0.20 | 0.02 .1 | 0.415 |
| ¢buen | 4 | 0.760 | 0.030 | 0.114 | 0.0!5! | -0.010 |
| SULE | 10 | 0.2063 | $-0.180$ | 0.20 .5 | -0.170 | 0.314 |
| CCNTHLL | 1! | -6.c.13 | -0.157 | -0.101 | -0.14i | 0.0.57 |
| 1;NUVAd | $1:$ | - - - 1ric | 0.029 | 0.544 | -0.010 | 0.165 |
| 6.1 | < 1 | 1.0.je | 0.077 | -0.0.076 | 0.077 | -0.130 |
| 62 | $\therefore 4$ | - 0.120 | 0.503 | -0.013 | 0.127 | 0.013 |
| 63 | $\because$ | 0.064 | 0.1504 | 0.0 2.e | 0.030 | -0.00.4 |
| 6, 4 | 2 c | 0.615 | 0.638 | $0.1<.5$ | 0.102 | 0.0181 |
| $v 1$ | \% | 0.130 | 0.418 | -0.0.11 | 0.310 | -0.1:5 |
| V2 | 30 | -0.031 | 0.278 | -0.025 | O.v54 | -0.020 |
|  | V10 | 1.185 | 1. 500 | 1.620 | 1.204 | 1.204 |

THE VF PUM LACM 'ACTCR IS THE SUM OF THE SQUARES OF THE ELEMENTG OF THE COLUMN OF YHE FACTOR PATTERN MATRIX


## SCGTTG MUIAILO FACTOM LCADINES（RATIEGN）

REMLEATIOY GROET
EACTOR MAYSIS

|  |  | $\text { FAC } 16,0$ | FACIOR | FACTCY | FACTOH | FACIOR |  |  | FACTUK | FACiou | $\operatorname{tactg}$ | FACTUR | FACIOR |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| chere | $\psi$ | C．ien | 0.0 | 0.0 | 0.0 | 0.0 | ANYOLYE， | a | coisedy | -0.051200 0.41506 | $0.15 c c 5$ $0.46 t i s$ | 0.02303 0.00128 | $\begin{aligned} & 0.01569 \\ & 0.051145 \end{aligned}$ |
| 1：Votry | 4 | c． 0.0 | 0.0 | 0.400 | 0.0 | 0.0 | Scupion | － | 0.06 .976 | －0．08340 | c．23：j9 | 9．01\％4 | －0．100\％ |
| 1As） | 7 | －tit， | 0.0 | 0.0 | 0.0 | 0.0 | 12．5k | ？ | c．echus | 0．usex | －6．046： | －0．013：3 | $0.033: 4$ |
| 6.1 | 2 C | $0 \cdot \mathrm{c}$ | 0.028 | 0.0 | 0.0 | 0.0 | comstit | $\stackrel{ }{+}$ | 0．couen | c－0：${ }^{\text {cos }}$ | 0．073）8 | $0.0 c e d s$ | c． 10.52 |
| 61 | $\because 9$ | 0.0 | 0.077 | 0.0 | 0.0 | 0.0 | cioze 4 | \％ | c．al 2 － | 0.00114 | －0．1E014 | $0 . c 0.0<1$ | －0．cerce |
| 6. | $\therefore$ | c．${ }^{\text {c }}$ | $0 \cdot 504$ | 0.0 | 0.0 | 0.0 | hut | 10 | $0 \cdot 10514$ | －－0．04ios | 0.01441 | 0.02112 | $0.111 \%$ |
| fingin | $\leqslant$ | $0 \cdot \mathrm{c}$ | c．jo3 | 0.0 | 0.0 | 0.0 | cosphot | $1!$ | － $0 \cdot 1117 \%$ | － 0.03130 | －4．0， 41.3 |  | $\cdots{ }^{-0 . c r u s} 0$ |
| A゙g：ly | ！ | 0.1 | 4.0 <br> .0 | 0.710 0.944 | 0.0 0.0 | 0.0 0.0 | ${ }_{\text {did }}$ | 1\％ | － $0 \cdot 10 \% 74$ | ¢0．0isu0 | $0.2: 310$ -0.0 0 | －0．001ve |  |
| 㕽吅 | i | $0 \cdot 74$ | \％ | －0．i42 | 9．3 | －0．3．3 | 42 | ＜ | －1．01j\％ | $0 \cdot .11$ is | －c．uctue | － 0.000 sa | 0.0 .044 |
| $\because$ | 3 | C．C | U．2io | 0.0 | U．ges | 11.0 | 63 | $2:$ | cou：145 | U． 2760 | －0．ub： 2 | －C．00233 | 0.00 ¢03 |
| $v:$ | － 0 | U．0 | U．4 16 | 0.0 | 0．5ic | 0.0 | 6 | cif | －－6．6e： 4 | $0 \cdot 17133$ | 0.08 cua | －0．10141 | C．01：4 4 |
| crised | 11 | 5. | 0.0 | 0.0 | 9.0 | $6.0: 7$ | v | ${ }^{\prime \mu}$ | contird | $0 \cdot:$ cuj | －0．0． 1.10 | －0．04074 | －0．0siea |
| いvillt | ！ | 0.6 | 0.0 | 0.0 | 0.0 | 0.419 | Y2 | 30 | －6．0．248 | －6．11267 | 0.00010 | 1．00ets | 0.14136 |
| sule | 10 | 0.313 | 0.0 | $0.2 c 5$ | 0.0 | 0.3 |  |  |  |  |  |  |  |
|  | 45 | 1．0．15 | 1.808 | ：． 223 | 1.280 | 1.204 |  |  |  |  |  |  |  |








## APPENDIX L

## HIGHER ORDER PARTIAL REGRESSION COEFFICIENTS FOR THE <br> EXPERIMENTAL, <br> ..... AND <br> REPLICATION <br> GROUPS

## NOTATION USED IN THE COMPUTER

PRINTOUT

| Variable Number | Variable Name | Expanded <br> Name <br> Source |
| :---: | :---: | :---: |
| 79 | 21 | The classroom average of Factor 1 |
| 82 | 24 | 24 The classyoom average |
| 83 | Z5 | Z5 The classroom average |
| 47 | Y11 | The interaction of Grade Level and Factor 2 |
| 48 | Y12 | The interaction of Grade Level and Factor 3 |
| 49 | Y13 | Grade Level X 21 |
| 50 | Y14 | Grade Level X Z4 |
| 51 | Y15 | Grade Level X Z5 |
| 52 | Y16 | Instructional Time $X$ Factor 2 |
| 53 | Y17 | Instructional Time $X$ Factor 3 |
| 54 | Y18 | Instructional Time X zl |
| 55 | Y19 | Instructional Time $\mathrm{X} \times \mathrm{Z} 4$ |
| 56 | Y20 | Instructional Time X 25 |
| 57 | Y21 | Classize X Factor 2 |
| 58 | Y22 | Classize X Factor 3 |
| 59 | Y23 | Classize X Zl |
| 60 | Y24 | Classize X $\mathrm{z4}$ |
| 61 | Y25 | Classize X 25 |
| 67 | Y31 | Factor $2 \times \mathrm{X}$ 21 |
| 68 | Y32 | Factor 2 X Z4 |
| 69 | Y33 | Factor $2 \times 2 \mathrm{Z}$ |
| 70 | Y34 | Factor 3 X 21 |
| 71 | Y35 | Factor $3 \times 24$ |
| 72 | Y36 | Factor $3 \times 25$ |
| 119 | Total 1 | The unit test score from test 1 . For the experimental group this was a posttest; for the control group this was a pretest. |
| 120 | Total2 | The unit test score from test 2. For the experimental group this was a retention test; for the replication group this was a posttest. |
| 122 | Eighth | Grade level $0=$ high School <br>  $1=$ eighth grade |
| 133 | Minutes | Instructional Time |
| 150 | Classize | Classize |
| 153 | Factor2. | Factor 2 |
| 154 | Factor3 | Factor 3 |

## STATISTICS FOR THE INDFPENDENT VARTABLES IN THE INITIAL

 LEARNING MODEL FOR THE EXPERIMENTAL GROUP
$\left(N=137: R^{2}-.458\right)$

* When $B_{i}$ falls outside the limits set by $r_{y}$ and zero, then the independent variable should be considered a suppressor variable.
* This data was compiled from the regression analyses on the following pages.



 TCLEHANCENASAEREO AS A SINGLE GROUP: $\because: 0.0100$


MULTIPLE R
MULTIPLE R-SQUARE


### 0.6733 0.4533

ANALYSIS OF VARTANCE

| OF VARIANCE | SUM UF SQUARES |
| :--- | ---: |
| REGRESSION | 2512.130 |
| RESIDUAL | 3029.210 |


| DF | MEAN SQUARE |
| ---: | ---: |
| 129 | 353.076 |

RAT10
15.203
P(TAIL)
0.00000
VARIADL

| INTERGEPT |  |
| :--- | :--- |
| EIGHTH | 122 |
| $M$ MUTES | 133 |
| CLASSIZE | 150 |
| FACTOZ | 153 |
| FACTOR3 | 154 |
| 21 | 79 |
| 24 |  |
|  |  |


| 13.280 |  |
| ---: | ---: |
| -9.101 | 3.302 |
| 0.010 | 0.010 |
| 0.397 | 0.141 |
| 1.305 | 0.674 |
| 1.327 | 0.520 |
| 1.924 | 2.225 |
| -2.837 | 2.291 |


| -0.569 | -2.750 | 0.007 |
| ---: | ---: | ---: |
| 0.141 | 0.970 | 0.334 |
| 0.323 | 2.020 | 0.006 |
| 0.175 | 2.619 | 0.610 |
| 0.241 | 2.646 | 0.012 |
| 0.212 | 0.865 | 0.309 |
| -0.176 | -1.233 | 0.318 |






## STATISTICSFOR"EEST•"SUESEY SQUARED MULTIPLE CORFLLATION: 0.50370 wultiple conrelation 0.70970 <br> adJustrd suUaRED mULT...CORT. 0.44081 <br> KESIDUAL MEAN SOUAKL 0.225404002 <br> STANDARU ERKOR UF LST. 0.474707001 <br> G-STATISTAC <br> d GREES DF FREEOOM <br> 6.85 14 <br> OENOMINATOR DEGRELS OF FREEDOM <br> 22 <br> 0.0000

| $\mathrm{NO}$ | $\begin{aligned} & \text { ARIAGLE } \\ & \text { NAME } \end{aligned}$ | REGRESSION COEFFICIENT |  |
| :---: | :---: | :---: | :---: |
|  | INTEKCEPT | 0.1079350 | 02 |
| 122 | EICM: | -0.0005 0 ckid | 01 |
| 133 | N!NUTES | 0.1457010 | -01 |
| 100 | CLCSS12t | 0.35490 ¢0 | 00 |
| 153 | FACIOR2 | 0.3786350 | 01 |
| 154 | FムCTOR3 | 0.2030010 | $0:$ |
| 79 | 21 | 0.1290610 | 01 |
| 82 | 24 | -0.1450120 | 01 |
| 03 | 25 | 0.1306230 | 01 |
| 67 | Y31 | -0.1031490 | 01 |
| 00 | Y 32 | -0.3504000 | 01 |
| 69 | Y 33 | 0.3539370 | 01 |
| 70 | Y 34 | -0.3242370 | 00 |
| 71 | Y 30 | -0.2809900 | 01 |
| 72 | Y 30 | 0.6855440 | 01 |



| $\begin{aligned} & \text { STANU. } \\ & \text { COEF. } \end{aligned}$ | STAT. | $\begin{array}{r} 2 \text { IAIL } \\ \text { SIG. } \end{array}$ |
| :---: | :---: | :---: |
| 1.081 | 2.00 | 0.047 |
| -0.501 | -2.00 | 0.048 |
| 0.210 | 1.20 | 0.233 |
| 0.200 | 2.06 | 0.041 |
| 0.375 | 3.08 | 0.003 |
| $0 \cdot 5 i 4$ | 3.01 | 0.003 |
| 0.143 | 0.50 | 0.574 |
| $-0.000$ | -0.58 | 0. - , 06 |
| 0.037 | 0.36 | 0.710 |
| -0.080 | -0.03 | 0.354 |
| -0.213 | -1.03 | 0.062 |
| 0.047 | 1.01 | 0.312 |
| $-0.048$ | $-0.33$ | 0.744 |
| $-0.283$ | $-1.79$ | 0.070 |
| 0.177 | 2.02 | O.046 |

[^11][^12]gervelations



```
STATISTICS FOR :BEST' SUBSET
SCUARED MULTIPLE CORRELATION 0.50306
MULTMLE CORRELATION
0.70900
AOJVETED SUVARED MULT. CORR. 0.044247
FESIDUAL MEAN SOUARE G.22T1750 02
STANDARD EMROR OF EST. 0.47EG290 G1
F-STATISTl:
    15
NWMFRATOR DEGRFES OF FREEDOM
    121
DFNOMINATOR DEGREES OF FREEDOM
    0.0000
```

| $\mathrm{NO} .$ | $\begin{array}{r} A R T A B L: \\ \text { NAME } \end{array}$ | $\begin{aligned} & \text { REGRESS } \\ & \text { COEFEICI } \end{aligned}$ | ON | STANDARD ERROR |
| :---: | :---: | :---: | :---: | :---: |
|  | INTERCEPT | 0.1079720 | 02 | 0.5407380 01 |
| ここて | EIGHTH | －0．4778960 | 01 | 0.194915002 |
| $12 \bigcirc$ | MINUTES | $0.1421140-$ | －1 | $0.1231420-01$ |
| 1 1\％ | CLASSITE | i．36540\％0 | 00 | 0.1793770 cc |
| 15 㕲 | FACTOR？ | 0.3754170 | $6 i$ | 0.124101001 |
| 15 | FACTORJ | $0 \cdot 2786900$ | 01 | 0,063518000 |
| 79 | 7.1 | 0.1234030 | 01 | 0．230066D 01 |
| $\therefore 2$ | $\because 4$ | $-0.1541910$ | 01 | 6．2ら心くせ40 OL |
| $8 こ$ | Z 5 | こ． 342040 | 01 | $0 \cdot 36565401$ |
| $\dot{C}$ | Yこ1 |  | C－j | 0，1192210 ¢1 |
| 68 | Yミぐ | －6．3309110 | 01 | 0．192．5290 01 |
| 60 | Y 3 | 0．33E00090 | $2 i$ | 0.301757001 |
| 70 | YS4 | －0．3287410 | 00 | 0,093252000 |
| 71 | Yご「 | －-2.290700 | 01 | $0 \cdot 1652 \geq 201$ |
| $7 ?$ | Y．$\because$ | C．5705450 | 01 | 0．2931750 C1 |
| 40 | Y13 | －6．4173350 | Ui | $0.189 \cup$ ¢́lo |

STANO
COEF
1.631
-0.296
0.203
0.256
0.372
0.507
0.162
-0.195
0.036
-6.073
-0.207
0.085
-0.049
-0.251
0.175
-0.272
STAT
2.0
-4.2
1.1
2.0
3.0
2.8
0.5
-0.6
0.5
-0.7
-1.7
0.9
-0.3
-1.7
1.9
-4.2
2TAIL
SIG
0.048
0.807
0.251
0.144
1.60 .3
0.003
0.578
0.548
0.728
0.433
0.050
0.328
0.741
0.090
0.051
0.420

TOL二 ERANCE

0．002758 0.125354 C．191 14.4 $0=27 i \pm 20$ 0.133425 $0 \cdot 06 ラ こ 34$ 0.103101 0.393632 0.475724 0．？ 9 ？ 17 $0.553:$ 24 0.197034 0.141520 0.11250
0.51020 0． 102033

PREMBGEM NUMGER I SOMPLETEC．




## STATISTICS FOR THE INDEPENDENT VARIABLES IN THE INITIAL LEARNING MODEL FOR THE REPLICATION GROUP







STAIISIICS 「DR＇EEST• SURSET


25SIDVLL NEAN SOUAFI U． 1930430 02
SIANDARD EEROR OF F．ST． 0.4393600 JI
F－STATJSTIC 23.54
NUSEFATJZ JEGEFES OF FEEEDON
23.54
9

NUGEFATJR SEGREES OF FREEDON
JEVOUIVAIUR DEGREES DF FREEDU
$13 \%$
sigulfichnce．
0.0000

| V42143L5 |  | REGRESSION |  | SIAVDARD |  | 5 TAND． | T－ | 21A1L | 102－ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| NO． | VAVE | COEFFICJENT |  | EHIOR |  | CDEF． | STAT． | 516. | ERANCE |
|  |  | 0.1830580 | 0.3 | c．8009440 | 02 | 27．193 | 2.30 | 0.023 |  |
| 122 | E1G．1TH | －0．83512 00 | 02 | 0.3714 Cz | 02 | －－162 | －2．25 | 0.025 | 0.000376 |
| 133 |  |  | のj | C．120091） | 00 | －5． 567 | －1．85 | 0.054 | 0.0003 ¢ |
| 150 | CLasslis | $0.110 \pm 60$ | U0 | C．（1）2354） | 00 | 0.048 | 0.13 | 0.855 | C．042333 |
| 153 | Ficin：2 | （）．1523040 | 01 | 0.7136530 | （i） | 0.181 | 2.13 | 0．033 | C． 344 ¢く8 |
| 154 | FACIDR 3 | 0.1043705 | 01 | 6.5445615 | 00 | 0.123 | 1.42 | 0．c． 07 | C．350030 |
| 77 | 31 | －0．3y000：9 | 01 | （1．2413．365 | 01 | －0．183 | －1． 2 i | 0.108 | 0．224141 |
| 52 | 24 | －0．25110．0 | 01 | 0．30r75s0 | 01 | －0．145 | －0．0．1 | 0.419 | $0.05 \pm 155$ |
| 43 | 35 | 0.1597310 | 01 | c．11172！5 | 01 | C． 137 | 0.82 | 0.303 | 0.12905 |
| 67 | Y 31 | －0．1897080 | 01 | c． 1513050 | 01 | －0．050 | －1．10 | 0.272 | 0.423123 |



| VARIAPLE |  | REGRESSION | STARMAED ERROR |  | STAMS． | ctat ${ }^{\text {T－}}$ | E1AJL | Eral－ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| NO． | NムME | COEFFICIENT |  |  | CDEF． | STAT． | SIG． | ERAMCL |
|  | INTERCES | 0.173030003 | 0．8．89714， | 02 | 25．5e5 | 2.14 | 0.034 |  |
| 122 | ［1GHIH | －0．764：200 02 | 9．37リ7610 | 12 | －5．040 | －2．01 | 0.040 | 0.000303 |
| 133 | －WいすES | －0．2243530 00 | C．120304） | 00 | －4．609 | $-1.73$ | 0.085 | 0.000371 |
| 150 | CLASSIZE | －c．38a 6 cor－01 | 0．639213 | 00 | －0．038 | $-0.14$ | 0.856 | $0.0378 \mathrm{cig}^{0}$ |
| 153 | factora | 0.170410001. | 0.73271 is | 00 | C． 203 | 2.20 | 0.0 .23 | 0.307793 |
| 154 | FACIORJ | 0.105005001 | 0.5476750 | 00 | 0.128 | 2.00 | 0.047 | O． 0.68705 |
| 79 | 71 | －0．421073D 01 | 0．2437241） | 01 | －0．197 | －1．73 | 0.045 | 0.216972 |
| 82 | 74 | －0．2241760 51 | 0．3112710 | 01 | － $0 \cdot 125$ | $-0.72$ | 0.473 | 0.0 טூ639 |
| E 3 | 75 | 0.210700001 | 0.1842800 | 01 | 0.191 | 1.19 | 0.235 | 0．111412 |
| ci 7 | Y31 | $\sim 0.39 \operatorname{cosan~} 01$ | 0.2734110 | 01 | －0．177 | $-1.43$ | 0.155 | 6.100225 |
| 6.8 | Y32 | 0.17 cocso 01 | 0．182746D | 01 | 0.122 | 0.93 | 0.352 | 0.167074 |



| VARJABLE |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | MEGETS510N |  | STAMDAREFiRlioh |  | $\begin{aligned} & \text { STAND. } \\ & \text { CDEF. } \end{aligned}$ | STAI- | $\begin{gathered} 21411 \\ 516 . \end{gathered}$ | $\begin{aligned} & \text { TGL- } \\ & \text { EFAKCE: } \end{aligned}$ |
| NO． | NAME | CGEIFJCI | N！ |  |  |  |  |  |  |
|  | 1FTERCEPT | 0.1761900 | U3 | 0.0106560 | ¢． 2 | 26．044 | 2.17 | 0.0 .51 |  |
| 122 | E）GH7H | －0． 0.0 araz | U2 | 0.3824365 | 02 | －5．949 | －2．11 | $0 \cdot 037$ | 0．00C3E9 |
| 133 | r）wUIES | －0．asciscos | 00 | 0.1293559 | 03 | $-5.000$ | $-1.82$ | 0.072 | 0.005306 |
| 150 | CL：SS12F | 0.1325730 | 00 | 0.68 cec 30 | 00 | C．03\％ | U．1宁 | 0.8 .40 | C．033216 |
| 153 | faCtora | $0.1620=520$ | － 1 | 0.7444650 | 09 | 0．154 | 2.13 | C－031 | $0.303 \pm 75$ |
| 164 | FACTOR 3 | 0．1C\％\％C7！ | 1） 1 | 0．5451360 | ט0 | 0.127 | 1.97 | C．051 | 0.6 ¢くらせす |
| $7 \%$ | 21 | － 1.3365060 | 01 | 0.2593620 | 01 | －0．15\％ | $-1.30$ | 0.100 | 0．19430\％ |
| 82 | 24 | －0．2551270 | 01 | 0.3144060 | 01 | －0．154 | －0．85 | 0.359 | 0.0 U6651 |
| 6.3 | 25 | 0.2020930 | 01 | U． 1550 VED | 01 | 0．176 | 1.10 | $0 . こ ゙ 15$ | O． 116397 |
| 67 | Y31 | －0．4307810 | 01 | 0.2706000 | 01 | －0．195 | －1．50 | 0.122 | $0.18196 \%$ |
| C8 | Y 32 | 0.874751 L | 00 | 0.2028040 | 01 | 0.063 | 0.43 | C． 0.07 | 0.130806 |
| 69 | Y33 | －0．1．306540 | 01 | 0.1374150 | 01 | －0．002 | －0．95 | 0.343 | 0.390850 |

STATISTICS FCH EBEST• SUSSET


| Vablifale |  | RLCにESS10：N COEFFJCJEMT |  | $\begin{array}{r} \text { STAIVARD } \\ \text { ERfiOR } \end{array}$ |  | ST:int. | SIAT- | $\begin{gathered} 21 A 1 L \\ \text { SiG. } \end{gathered}$ | $\begin{aligned} & \text { TOL- } \\ & \text { ESANCE } \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 110. | NAREE |  |  |  |  |  |  |
|  |  | 0.1746330 03 |  |  |  | 0.20583000 ？ |  | 25．799 | 2.17 | C．0．22 |  |
| 122［JG4in |  | －0．8？ 21500 | 0？ | 0.1303430 | 02 | － 0.103 | $-2.17$ | 4． 331 | －cocsiss |
| 133 | ハ1t：11！S | －0．23730crs | 10. | （1．1202！ 0 | 00 | －¢．0どR | －10．${ }^{1}$ | 0．0．98 |  |
| 150 | C1ASSl2E |  | 30 |  | 00 | C． 123 | 1．8．4 | 0.078 | 0．36\％ 207 |
| 153 | thetoid？ |  | 01 | $0 \cdot 761294 \%$ | O1 | C． 10.17 | 1.45 0.19 | 0．0c？ | 0．3ラ7651 |
| 154 | FACtcifiz | $\begin{aligned} & 6,143 \times 360 \\ & 0.14<540 \end{aligned}$ | U 0 | 0．784¢かせ？ | 10 | C．017 -0.161 | －1．1．20 | C． 2.23 | 0．1，3\％ |
| $7 \%$ | 71 |  <br> $-0.219106$ | 01 | C－？ 06.1330 | $0:$ | －0．14． | $-1.20$ | 0．36 |  |
| 82 | 14 |  | 01 | $0 \cdot 314456$ | © 1 | － 0.106 | －1．02 | 6．1co |  |
| 13 | 15 | 0.3447620 | $0:$ | 0．1057 10 | C1 | c．${ }^{0} 13$ | ． $1 \cdot 3,3$ | 6．1c0 | U． 318.4 |
| 61 | Y31 | $\begin{array}{r} -0.4210030 \\ 0.10030 \end{array}$ | 01 |  | 01 | － 0.10 | －1．93 | c．ici | U． 134135 |
| C．1． | Y3： |  | 90 | O－102taso | 01 | －0．0．7 | －1． 0.10 |  | $0.3 ; 60.0$ |
| 69 | Y 33 | $\begin{array}{r} 0.6064016 \\ -0.1571170 \\ -0.3120140 \end{array}$ | 01 | $0 \cdot 1760170$ | 01 01 | $-0.08 \%$ -0.30 | -1.0 .13 -1.0 .3 | C． 317 | v．4 $2 \times 924$ |
| 70 | Y． 34 |  | 01 | 0． 14.16420 | 01 | －0．130 | －1．0．3 | c．105 | － 4 Uege |




Y14 was not included as a predictor due to low-tolerance

STATISTICS FOR PEEST• SUBSET SOUARED $\because U L T I P L E ~ C D R R E L A T I O N ~ 0.63013$ WURIOLE COROEIATION ADJUSTED SGUATED MULT－．CDRR． 0.55 .942
 STABUARO ERFOR UFEST． 0.428690001 F－E！介TIST10
\＆UERATDR OEGREES OF FREEDOM
DENC：INATDR DGNEES CE FRELDO SIGMiFIChive 0.0000

| $\mathrm{NO}$ | RIAELE | REGRFSS COEFFICI |  | STAMDARD <br> ERROR |  | STAND． COEF． | STAT. | $2 \text { TAIL }$ | TOL－ ERANCE |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | INTEFCEPT | 0.2304700 | 03 | 0.1473160 | 03 | 35.251 | 1.62 | 0.108 |  |
| 122 | ElGHiH＊ | －0．114564D | 03 | 0.6536900 | 02 | $-8.459$ | －1．75 | 0.082 | 0.000117 |
| 233 | minutes | －0．3204150 | 00 | 0.2282390 | 00 | －7．040 | －1．44 | 0.153 | 0.000113 |
| 1 ¢3 | FACTUEA | 0.11 .77750 | 01 | 0.7154000 | 00 | 0.140 | 1．64 | 0.103 | 0.372574 |
| 1 ¢ ¢ | FACTOR3 | －0．4005050－ | －01 | 0.2589300 | 00 | －0．005 | －0．05 | 3.962 | 00200303 |
| 79 | 21 | －0，4720740 | 01 | 0.2350300 | 01 | －0．221 | －2．00 | 0.047 | C．223分03 |
| \＆ 2 | 24 | $0 \cdot 203030$ | 01 | －4565200 | 01 | 0.118 | 0.41 | 3.0831 | 0.033176 |
| ¢3 | 25 | －0．4073350 | 03 | 0.4737720 | 01 | －0．036 | －0．08 | 0.932 | 0.010017 |
| 67 | Y31 | －0．3287200 | 01 | 0.2230040 | 01 | －0．149 | $-1 \cdot c^{7}$ | 0.143 | 0.260203 |
| ¢． 9 | Y33 | －0．1245こ50 | 01 | 0.1235040 | 01 | －0．078 | $-1.01$ | 0.324 | 0,450410 |
| 70 | Y34 | －0．：こここ430 | 01 | 0.200937 D | 01 | －0．056 | －0．5． | 0.621 | 0.202350 |
| 71 | Y35 | －0．237：100 | 01 | 0.2256210 | 01 | $-0.153$ | －1．05 | 0.294 | 0.123110 |
| 72 | Y30 | －－\％883940 | 00 | 0.1400500 | 01 | $-0.057$ | －0．03 | 0.527 | 0.341465 |
| 49 | Y：3 | 0.185786 | 02 | 0.7136210 | 01 | 0.703 | 2.59 | 0.011 | 0.036746 |
| 5 | $Y 14$ | $-0.1735100$ | $0{ }^{0}$ | 0.8080050 | 01 | －0．965 | －2．15 | 0.0 .34 | C．0134こ3 |
| 51 | Y： | C．1100490 | け20 | 0.6207790 | 01 | 0.693 | 1． 21 | 0.053 | 6．020074 |

PROBLEM NUMGER 1 COMPLETED．
COHECLATIONS

$y 23$


|  |  |  <br>  <br>  <br>  <br>  $000000 \cdots 0 \cdots+0 \cdots 00000000$ <br>  |
| :---: | :---: | :---: |
|  | $\begin{aligned} & \mathrm{A} \\ & \rightarrow 0 \\ & \cos \\ & \mathrm{~N} \end{aligned}$ |  <br>  <br>  000000000000000000000 |
|  | $\begin{gathered} 1 \\ 1-1 \\ i+ \\ i n \end{gathered}$ |  |
|  |  |  <br>  <br>  |
| QmoN－6000 | $\begin{aligned} & 0 c \\ & C O \\ & \sim C \end{aligned}$ |  00000000000に0000，0000 11 |
| －matoouruno | Oご |  |
| Mcio oro | z |  |
|  | $\tau$ |  |
| 0 ○だった－4 | $1-$ |  |
|  | \％ |  |
| OOCNT |  | i） |
| 170 |  |  |
|  |  |  |
| はでい＊＊く， |  |  |
| U0 $\leq 00$ 以id |  |  |
|  | 江： |  |
| －\％0－ | 上ご |  |
| つく U ilum | －以山 | 11 |
|  | com |  |
| －Ls o－以u | （i）W |  |
| －1－10 0 | （i）${ }^{-4}$ |  |
|  | 「14 |  |
|  | 6.5 |  |
|  | （1）${ }^{3}$ |  |
| 二 +O －sin | 2io |  |
|  | $\checkmark$ |  |
|  |  |  |
|  |  |  |
|  |  |  |
|  |  | － |
|  |  | 2．入ペ！ |
|  | 山吅 | 以J－x |
| Uヵ，1－¢！－－ | ．．2\％ | いトツ！ |
|  | $\because$ |  |
|  | $\because 2$ |  |
|  | $\cdots$ |  |
| － | $c r$ |  |
|  | － | －－1 |
|  | $\therefore$ こ。 |  |
|  | $?$ |  |
|  | ： | －r．．．．． |

## StATISTICS FOR THE INDEPENDENT VARIABLES IN THE RETENTION MODEL

 OF LEARNING FOR THE REPLICATION GROUP ***|  | Independent Variables $r_{\text {Yi }}$ | $B_{i}$ | $R^{2}{ }_{i}$ | $\mathrm{b}_{\mathrm{i}}$ | $\mathrm{b}_{\text {se }}$ | $t_{i}$ | $s r_{i}$ | $p r_{i}$ | $s r^{2}{ }_{i}$ | $p r^{2}{ }_{i}$ | Alpha | *power |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Grade |  |  |  |  |  |  |  |  |  |  |  |
| ** | Level -. 390 | $-.682$ | . 917 | -7.700 | 3.49 | -2.21 | -. 196 | -. 238 | . 038 | . 057 | . 034 | . 62 |
| * | Instruction- |  |  |  |  |  |  |  |  |  |  |  |
|  | al Time -.001 | . 275 | . 749 | . 020 | . 01 | 1.55 | . 138 | . 170 | . 019 | . 029 | . 124 | . 37 |
| ** | Classize -. 302 | . 036 | .867 | . 037 | . 25 | . 15 | . 013 | . 017 | . 000 | . 000 | . 882 | . 00 |
|  | Factor 2 . . 160 | . 140 | . 125 | 1,210 | . 82 | 1.47 | . 130 | . 161 | . 017 | . 026 | .145 | . 35 |
|  | Factor 3.452 | . 224 | . 609 | . 947 | . . 60 | 1.58 | . 140 | . 273 | . 020 | . 030 | . 118 | . 38 |
| ** | z1 .034 | . 747 | . 954 | 6.000 | 3.33 | 1.80 | . 160 | . 196 | . 026 | . 038 | . 075 | . 47 |
| ** | Z4 -.410 | . 174 | . 920 | 2.160 | 3.89 | . 56 | . 050 | . 062 | . 002 | . 004 | . 580 | . 06 |
|  | Z5 . 225 | . 135 | . 509 | 3.900 | 3.66 | 1.07 | . 095 | . 118 | . 009 | . 014 | . 290 | .14 |
| $\left(N=90 ; R^{2}=.362\right)$ |  |  |  |  |  |  |  |  |  |  |  |  |
| * The power was calculated at alpha equals . 05 forom formula \# 17. |  |  |  |  |  |  |  |  |  |  |  |  |
| ** When $B_{i}$ falls outside the limits set by $I_{Y i}$ and zero, then the independent |  |  |  |  |  |  |  |  |  |  |  |  |
| variable should be considered a suppressor variable. *** This data was compiled from the resression analyses on the following pages. |  |  |  |  |  |  |  |  |  |  |  |  |





| $\begin{aligned} & \text { VARIABLE } \\ & \text { NO. IVAVE } \end{aligned}$ | $\begin{aligned} & \text { R GRESSIET } \\ & \text { CDEFGICJENT } \end{aligned}$ | ST～N゙かRの EべくU？ | $\begin{aligned} & \text { STAYS. } \\ & \text { CDGF. } \end{aligned}$ | $\text { STAT }{ }^{T-}$ | $\begin{gathered} 27 \sin \\ \text { sig. } \end{gathered}$ | YOLE |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1NTERCE以T | C．11ccisiot | $\therefore \cdot 543=576$－ 1 | $2.27<$ | C． $1:$ | ：． 3 \％ |  |
| 12？＝1心HIH |  |  | －c．0i̇ | －020 | 0.60 | A．r |
| 100 CLicsisio | C．E， |  | ¢， $27 \%$ | $1 \cdot 5$ | $\cdots 124$ |  |
| $1 \because 3$ Furtuhi | 0．i ！－fatel |  | $\bigcirc$ | C．15 | （－） | $\therefore 13 \pm 174$ |
| 164 FACTGFS | c．バフミムED 0 |  | O． 0 － | 1.47 | c．14 | C． 74.60 |
| $7 \% 21$ |  |  | 0.747 | 1.0 | c．ivs | －ジ） |
| S＂゙ $<4$ |  |  | 0.174 | G．58 | －．ちゃく | ¢． 0 － 0507 |
| と3 |  | －3057100 51 | 6．130 | 1．0．\％ | 0.280 | 6.491434 |





STATISTICS FOR＇BEST＇SUNSET
SOはAハーの MULTOL

| SQUAここり | M |
| :---: | :---: |
|  | cordelat ion |
| ： | SSIARFO MULT：CORR． |

 RESVUUGL HENN SGVARE 0．1860160 02 STANDAED TRROR OF EST． 0.4312900 CI
F-STATISTIC $\quad シ$ •宇2
NUSKATCR EGREES OF FREEDOM
SIGOMINATOK DECREES GF FRESOOM

| $\begin{aligned} & \text { VARIASLE } \\ & \text { NO. NANE } \end{aligned}$ | $\begin{aligned} & \text { REGRESGINN } \\ & \text { COEFFICIENT } \end{aligned}$ | $\begin{aligned} & \text { STANDARO } \\ & \text { ERROR } \end{aligned}$ | $\begin{aligned} & \text { STAND. } \\ & \text { COEF } \end{aligned}$ | $S T A T$ | $\begin{aligned} & \text { 2TAIL } \\ & \text { EIG: } \end{aligned}$ | ERAL- |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| INTERCEPT | $0.1100440 \leqslant 2$ | 0.586882001 | $2 \cdot 313$ | 2.03 | $0.0<6$ |  |
|  | － 0.0078100 E0 | 0.247303002 | －0．088 | －0．0．04 | 0.965 |  |
| 1 $\because \because$ MlMutEs | C．1131000－ | 0． 15537 C0－01 | 0.153 | 0,73 | 0.470 | $0.172247$ |
| 1－0 CASS！ |  | $\because 0.54590060$ | 0.278 | C． 81 | c．4．22 | 0.066551 |
| \％Fratune | O．37EE760 E． | c．19ご150 01 | 0.631 | 1.02 | c．053 | 0.150073 |
| 70 A |  | $0 \cdot 12010000$ | 0.272 | 0.33 | 0.407 | 0.07 .3851 |
| $\because 2 \quad 7.4$ | －CoJsj1740 ¢0 | 0.6 $C 63024001$ | 0.441 -6.031 | 0.78 | 0.435 | い。6こっころ3 |
| 8.575 | C．？220370 il |  | －0．031 | －．6． | 0.952 | －06064 |
| 67 Y 1 | － 0.21320001 | ¢，íceraco 01 | －0．104 | $-1.11$ | 0.576 0.260 | 0.416246 0.260765 |
|  | －－2432050 01 | G．2三03240 01 | －0．257 | －1：37 | 0.175 | 0.170365 |
| 60 Y | $-0.271546000$ | 0，465062001 | －0．006 | － $0.0 \xi^{\circ}$ | 0.055 | 0． 6.6065 |
| 76 Y | $\because 5126030-61$ | 0,146501061 | 0.013 | 0.04 | 0.965 | 0.05452 |
| 71 Y 3 Y | $\therefore 109550$ | C． 19.675001 | ©． 014 | O．es | －． 259 |  |
| 72 Y 6 | 0.011895001 | 1）． 205360701 | $0 \cdot 2$ こ7 | ？．11 | し．053 | ¢0034025 |
| $\therefore$ Y Yi | －0．6124！50 61 | 0,231615042 | －0．5e2 | －0．26 | 0．792 | 心． 631744 |

PROBLSM MUMFER 1 COMPLETEO．

Hiv14 was not included as aredictor due to Iow tolerance．
$\approx \%$ Y15 was not included as a predictor due to low tolerance．
cgroplatiodes
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```
S]CNTFICANC?
0.0005
```

| VA「INJLE | REGI2FS．SION | STANDARD | STANO． | T－ | 2TAIL | OL－ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| NJ．NavE | COEFFICIENT | E12， | CDEF． | STAT． | SjGo | ERANCE |
| jソ丁：NCE！ | $0 \cdot 511030 \cdots 02$ | 0．3026500．62 | 8.765 | 1.40 | 0：141 |  |
| 1.33 MINUTFi | －0．4851050－01 | 1．5901290－01 | $\cdots 0000$ | $-0.72$ | 0.475 | 0.009103 |
| 153 FACT ¢ 3 | －0．4580070 01 | 0．1353030 02 | －3．53i | $-0.35$ | 0.730 | 0.003271 |
| 150 FACTOR？ | －－1．7A 1710 02 | 0.753411001 | $-3.186$ | $-1.79$ | 0.073 | 0.002415 |
| 7？ 21. | －0．100こ1こ0．02 | $0.3190950-02$ | $\cdots 0347$ | － 0.34 | $0 \% 735$ | 0.000487 |
| $5 ? 24$ | －－－－55570 02． | 0.305530002 | －3．023 | $-1.23$ | 0.223 | 0.001270 |
| 51 Y31 | 勺， 057263000 | 0.009719005 | 0.093 | 0.11 | （1）．910 | 0.012617 |
| 69 Y3？ | －1）2－242500－01 | 0.903239 D 01 | －0．002 | $-0.00$ | 0.900 | 0.013208 |
| $5 \%$ Y， | 万．5005370＊01 | 0acl85340＊01 | 0．127 | 0.01 | 0\％ 206 | $0 \cdot 351254$ |
| 70 Y31 | 0．3223770 01 | $0.43276 \leqslant 0$ ก1 | 0.650 | 0.76 | （1） 3143 | （）．010 ¢．0 |
| 71 Y． 75 | 0.193740001 | 0.53 .71001 | 0.205 | 0.36 | 0.710 | $0.014 \therefore 10$ |
| $7 \therefore \quad 930$ | 1，101431003 | 0，467510 01 | 0.354 | $2=27$ | 0.020 | 0．256949 |
| 87 Yi 1 | 0 ，14875i0 $0^{-1}$ | 0.705400001 | 0.207 | 0.60 | $0 \div 540$ | 0.031670 |
| Q $\because \quad Y 12$ | －0．3316060191 | 0.44769001 | －0．40？ | $-0.74$ | 0.461 | 0.017001 |
| $42 Y 13$ | －0．4（io90：）0i | $0 \cdot 350300002$ | －0．4．32 | $-0.15$ | 0.356 | 0.000710 |
| 50 Yi4 | 0.233653001 | 0.333304062 | 0.102 | 0.09 | 0.9 .32 | 0.002107 |
| 5？－Y10 | 7．4 5 ？ $2130-0 i$ | $0-2012920-01$ | $20!\hat{1}\}$ | $1+51$ | 0.837 | $0: 003008$ |
| $53 \quad Y 17$ | 0．2070540－0．1 | $0.1602960-01$ | ．2． 777 | 1.70 | 0.008 | 0.002077 |
| $55 \quad \vee 1 ?$ | 0．7376440－91 | $0.5070130-01$ | 2.041 | $1-26$ | 0.213 | 0.001501 |
| $55 \quad Y 20$ | －7．42P7うED－02 | 0．1360900－01 | －0．073 | － 0.30 | 1）．700 | 0．2．143：3 |
| $57 \cdot \psi ? 1$ | －0．5477300 000 | $0 \because 5352350 \cdots 0$ | －1．583 | －1．21 | 0.230 | 30004005 |
| $30 \times 22$ | 0．3932570－01 | 0.335521000 | 0.476 | 0.27 | 0.790 | 0．00こ423 |
| 53 Y23 | 0.480920090 | $0.17413200 i$ | 1.414 | 0.23 | 0.703 | 0.000293 |

Note: The following regression model is based on the data from the experimental and replication groups. The data from both groups were pooled together to increase the power of the amalysis. The major problem with this approach is that the dependent variables pooled together were not based on the same test, but rather were from approximately parallel forms of the same unit test.


| UNPVA | VAV：ARLE | MEAN | standard vEVIATIUN | CURFEICIENT CF VARIAT：IN | ShALLEST value． | $\begin{gathered} \text { LARCEST } \\ \text { VALVE } \end{gathered}$ | $\begin{array}{r} \text { SMALLEST } \\ \text { STANOARO } \\ \text { SCORE } \end{array}$ | $\begin{aligned} & \text { LARGEST } \\ & \text { STAIDOARD } \\ & \text { SCORE } \end{aligned}$ | SKEWNESS | KURTUSIS |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 120 | F． $1: \mathrm{HTH}$ | 0.38112 | 2．4F65： | 1．？7＋ 30 | C．？ | 1．cooto | $-2.78$ | 1.27 | 0.49 | －3．77 |
| 135 | Nivitrs | 527.11531 | 87．769．3 | C． 10.0774 | $356 . 亡 5 こ 60$ | Sbroccicis | －2．6？ | 0.06 | － 6.45 | －c．92 |
| 15 | CLASEI2E． | 2？．06210 | 4.26012 | 0.176 .098 | 12．00000 | 24．6cco | $-2.143$ | 1．21 | －1．4． 0 | 6.75 |
| 153 | Fictrut | 0.07433 | 0.75 ¢ 02 | 10．177730 | － $5.157 \%$ ？ | 1．454：5 | －4．25 | 1.02 | －0．79 | 1.00 |
| 15 | FACTOR 3 | $0 \cdot C 6773$ | 0.0 Scha | 226.606 .537 | －2－29113 | 1.09739 | －2．28 | 2．01 | －0．18 | $-\mathrm{cocs}$ |
| 79 | zi | C．C．411 | C．716．al | 1．1c5a70 | － 6.6 .3000 | 3.00000 | $-1.79$ | $3 \cdot 32$ | $-4.43$ | －0．03 |
| E？ | 24 | ¢． 57.773 | C．63 151 | 6．741147 | － 0.00000 | 4．cneco | $-2.72$ | $5 \cdot 10$ | 1．10 | $5 \cdot 72$ |
| $\varepsilon$ ？ | 75 | 1．3：097 | 1．$\triangle$ 7 6 ¢ 7 | 1． 51512 | －－． 27060 | 4．ccico | $-1.24$ | $1 \cdot 81$ | c． 13 | －1．rc |
| 6.7 |  |  | －． 704 LC | － $2 \cdot 5!9490$ | －5．39811 |  | $-7.03$ | 2.07 | －1．0．7 | 20.62 |
| CH | Y 3 ？ | －0．47525 | 0.47530 | －12．075774 | －8．00472 | 2.53007 | － 0.22 | 2.87 | -3.55 -0.72 | 23.27 |
| 67 | Y 33 | －0．18．74 | 1． 2.3 ¢人 6 | － 6.173419 | － 8.69872 | 4.35 －7\％ | $-5.15$ | 2.97 | －0．72 | 3.67 |
| 70 |  | －C．12¢？ | c．onarat | －7．1406．75 | －4．836．39 | $2.143 \cdot 103$ | －4．97 | ¢， 72 | $-0.47$ | 1.78 |
| 71 |  | －0．11677 | c．eisoter | $-7.7305120$ | －3．4a034 | C－911co | －4．15 | 3.35 | －6．5： | 1.25 |
| 72 | Y30 | 0．61：3 | 1．00201 | E5： 9 ¢0， | $-4.13 \geq 313$ | $5 \cdot 61000$ | $-3.02$ | 3.49 | C．A 2 | $2 \cdot 45$ |
| 40 | Yi3 | 0.40509 | 0．5́cej 7 | 1．370442 | 0.0 | 3.60000 | －0．73 | 4.60 | 1.18 | 1.70 |
| 50 | Y 14 | 6.41805 | 0.63176 | 1． 5 A2477 | 0.0 | 4.00000 | －0．85 | 5.58 | 2.41 | ¢． 5 |
| 51 | rir． | 0.7733 | 1．-5.507 | 1.0756 .74 | $-\operatorname{coscco}$ | 4.20000 | －0．72 | 2.49 | 1．09 | $-\mathrm{C} .6 .8$ |
| 118 | TOTALI | 22．72727 | 6.74777 | 6．290902 | 7.00000 | 28.0 .0000 | －2．33 | 2.20 | 0.19 | －0．07 |

VAIURS FOR KURTOSIS GREATFR THAN ZERG INOICATE DISTRIBUTIONS
WITM HEAVIER TAILS THAN THE NORMAL DISTRIUUTION．

## TABLE KLVII

## PEGRESSION MODEL FOR CONBINED SAMPLE



[^13]APPENDIX M

VERBAL STATEMENTS USED TO DESCRIBE EACH

CES FACTOR
Statements Wich Describe Factor l- Student Centered Environment

1. Students are interested in class activities.
2. Students participate in class discussions.
3. Students enfoy the class.
4. Students feel a level of friendship for each other.
5. The teacher is willing to help the students.
6. The teacher spends time talking to the students.
7. The teacher is interested in the students.
8. The students contribute to planning the course.
9. The teacher encourages creative thinking.
Statements Which Describe Factor 4- High Structure Environment
10. The teacher emphasizes that the students are orderly and polite.
11. The teacher emphasizes staying on the subject matter.
12. The teacher emphasizes completing planned activities.
13. The teacher establishes and follows a clear set of rules.
14. The students know the consequences of breaking rules.
15. The teacher is consistent with those who break rules.
16. The students are calm and quiet.
Statements Which Describe Factor 5- High Discipline Environment
17. The teacher is strict in enforcing rules.
18. The punishment for breaking rules is severe.
19. It is easy for students to get in trouble.
20. The teacher emphasizes a clear set of rules.
21. The teacher is consistent with those wo break rules.
22. It is cifficult to achieve good grades in this class.
23. The teacher emphasizes the students competing with each other forgrades and recognition.
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[^0]:    $H_{6}$ : The classroom average of the perceived psycho-social classroom environment is not a significant predictor of classroom retention, when retention has been adjusted for general ability and a set of covariates.

    Model 6: $R=C O V+A+C E$
    $\mathrm{H}_{6}: \quad \mathrm{I}_{\mathrm{CE}}=\mathrm{O}$
    $H_{7}$ : The interaction of general ability and the classroom average of the perceived classroom environment is not a significant predictor of classroom retention, when retention has been adjusted for the classroom average of the perceived psycho-social environment, general ability and a set of covariates.
    Model 7: $\quad R=C O V+A+C E+(A X C E)$
    $\mathrm{H}_{7}: \quad \mathrm{I}_{(\mathrm{AXCC})}=0$
    $\mathrm{H}_{8}$ : The interaction of grade level and the classroom average of the perceived psycho-social classroom environment is not a significant predictor of classroom retention, when retention has been adjusted for the interaction of general ability and the classroom average of the perceived psycho-social classroom environment, the classroom average of the perceived psycho-social classroom environment, general ability, and a set of covariates.

    Model 8: $R=C O V+A+C E+(A X C E)+(G X C E)$
    $\mathrm{H}_{8}: \quad \mathrm{I}_{(\mathrm{G} X \mathrm{CE})}=0$
    Hypotheses 1-3 and 5-7 all need to be rejected in order to
    confirm the proposed general model of classroom learning. Hypotheses
    4 and 8 need to be rejected in order to confirm the proposed develop-
    mental hypotheses. Failure to reject of any of the above hypotheses
    places limitations on the proposed general model of classroom learning.
    Before the above hypotheses can be tested, the internal validity of the experiment needs to be verified. The internal validity check insures that learning occurred during the instructional treatment, and that this learning could only be caused by some aspect of the instructional treatment. Formally this internal validity check can be stated as:
    $H_{I V}$ : The experimental group which received three weeks of instruction on a chemistry unit, performed no better on a test of initial learning than the control group which received no instruction on the experimental unit.

[^1]:    *When the data was analyzed in the regression analysis, the lata for teacher two was not included in the analysis because none of five classes began the unit of instruction. Thus only three schools and three teachers were actually included in the reyression analysis for the control group.
    **Two classes were dropped from the analysis due to missing data. Class 682 was dropped from the experimental group. Class 4al was dropped from the control group.
    ***The numbers in parentheses are the number of students in classes 682 and 461 which were dropped from, the analysis.

[^2]:    *These correlations were based on the data obtained from the present study. The correlations were calculated from the estimated covariances; the sample size ranged from 372 to 448 with the exception of correlations which involved I-1. The sample size for these correlations ranged from 130 to 162.
    **These correlations were reported in Catell, 1973, p. 11
    ***These variables are factor scores produced from a factor analysis of the independent variables in the present study.

[^3]:    *GRADE LEVEL is a dummy variable. Eight grade students were coded 1 ; high school students were coded 0 .
    **F2 was computed from a factor analysis of the independent variables and represents nonverbal ability.
    ***F3 was computed from a factor analysis of the independent variables and represents verbal ability.

[^4]:    *These rates are based on testing 12 independent comparisons.

[^5]:    *These questions were asked during a personal interview with the teacher. The data were recorded on the Treatment Description Form.

[^6]:    *One class ( $\# 682$ ) taught by teacher 8 was dropped from the analysis due to missing independent variables.
    **One class (\#462) taught by teacher 6 was dropped from the analysis due to missing pretests.

[^7]:    *Variables with loadings of less than .25 were considered non-significant. **These variables were not included in the descriptions used to generate a verbal label for the factor.

[^8]:    * Based on the 90 high school students who completed this test.

[^9]:    Collect booklets and answer sheets quickly to avoid changes in answers. If mechine scorable answer sheets are being used and Form $B$ is to be administered immediately after Form $A$, the examinees should keep their answer sheets.

[^10]:    AN ASTEIZISK (IF ANY) AFTER THE ITERATIUN NUMEER INDZCATES

[^11]:    TOLERANCE
    0.051850 0.132377 0.206424 0.274070 0.234, 14.2 0.130342
    0.00342 0.100550 0.304016 0.5432022 0.317801 0.559105 0.167504 0.140012 0.525274

[^12]:    problem number a completed.

[^13]:    PRORLEM NUMBRR 1 COMPLETEQ.

