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CHAPTER I
INTRODUCTION

Statement of the Problem

Most of the oil producing éountries, such as thé OPEC members,
depend principally on oil revenue for generating their economic
development. O0il revenue is by far the principal source of gaining
foreign exchange which finance imports of goods and services and hence
economic development in general.

In the case of Libya, oil éiports amount to 99.9%Z of total exports
which means that Libyan foreign assets are earned only from oil exports.
Since Libyan currency issued is 100% backed by gold, foreign exchange,
and government treasury bills, the issue of currency in circulation

e ——

responds automatically to changes in the central bank liabilities

such as the government deposits which are the only source of foreign

exchange to the Central Bank of Libya. That is to say, when the govern-
——————

ment receives o0il revenue from the oil companies,bthé amount of this
check is deposited at the Central Bank in the government accounts,
which means that the foreign e#change of the Central Bank is also
increased by the same amount. However, most payments come through
commercial banks with which oil companies hold their deposits, so
foreign exchanges are received firstly by commercial banks, but these
foreign exchanges are sold to the Central Bank, since commercial

banks are permitted only to keep a certain maximum level (predetermined)

for their transactions abroad. The money market in Libya is limited

1



to regular banking activities; there are no security markets or other
developed financial intermediaries. The money supply is affected
permanently only when the government starts spending its oil revenue
such as spendings become incomes to individuals and corporations and
henc;J;hese incomes generate more income through the economic activities
in general. Net changes in govermnment deposits at the Central Bank
represents the net govermment spending in the economy.

The availability of EOreignrexchange encourages demanders for
currency, mainly government, to withdraw more cash and inject it in
the Libyan economy. Currency in circulation constitutes more than
half of the money supply (narrowly defined). The other component of
money, which 1s demand deposits, are mostly owned by the commercial
sector and businessmen and mostly created by the extension of credits
from commercial banks to finance imports and other development projects.
It is true that credit creation increases money supply and the latter
leads to increase the price level. But in the case of Libya, credit
creation is mostly devoted to finance imports which increase the supply
of foreign goods in the domestic market, and hence decrease the price
level. However, the net effect of credit creation may be very small
since most credits are granted to finance imports of goqu and services.
The pressure of government expenditure on economié development makes
the monetary authority unable to regulate credits and hence money supply
created by commercial banks. But the increase in money supply is partly
absorbed by the increase in imports, which lead to reduce the level of
foreign reserves. So money supply in Libya can be related to the
surplus or deficit of the balance of payments. Thus, the supply of

money is not directly controlled by the monetary authority; it is



endogenous as a result of the feedback from the balance of payments
through changes in net foreign assets.

Since such an oil producing country is characterized by a surplus
in its balance of payments, and plenty of foreign exchange reserves,
it was said by higher'government officers that money supply has no
influence on prices and output. However, Harry Johnson's new approach
to the balance-of-payments theory concentrates not on relative price
changes but on the direct effect of excess money demand or money supply
on the balance between income and expenditure (37, 148). So the
concern of this dissertation is with the problem of whether the money
supply can influence prices and output in Libya on one hand and its
influence on the balance between income and expenditure on the other.
Here income is considered as net income from oil and expenditure as
those spendings on foreign goods and services plus capitalnoutflow
from residents. That is, since receipts by residents from residents
equal payments by residents to residents, according to the absorption
approach to the balance of payments; it is likely to consider only the
receipts from and payments to the foreign sector. That is, B =R - P;
where R is total receipts, P is total payments, and B is the deficit or
surplus in the balance of payments. Therefore, B = (R - Ry) - (P - Py) =
Rp = Pyp; where r denotes resident and F denotes foreign.

Thus it is likely that the study of money demand and supply
function in Libya is to be linked to changes in the balance of payments
such as: a change in the foreign assets (net) will partly finance
imports of goods and services, and the other part will finance the
capital outflow (net) if money supply is kept constant. Otherwise,

money supply rises (or falls) when there is a surplus (or deficit) in



the balance of payments.

The analysis by period is also considered, becguse there is a big
revolutionary change in the economic system of the country from a
conventional one during the first period (1962 - September 1969) to a
growing socialistic economic system during the second period (September
1969 - 1977). Each period may have different esfimates for each
function of the whole model and show the relevant independent variables
for each function. Therefore if there is a change in the structure of
the economic behavior of the Libyan people, or a shift in the functions,
the analysis by period may capture the structural change and the shift
in the Libyan economy. That is, a new information may be obtained from
these periods analysis, showing the economic behavior development of the

Libyan people during these two periods.
Motives of the Study

The purpose of this gtudy is:

1. To comstruct a monetary econometric model linked to the main
changes in the balance of payments such as: net surplus in the oil
sector which represents net.income of foreign exchange and outflow of
funds in non-oil sector which represents expenditures on imports of
goods and services and capital outflow.

2. To investigate the influence of money supply on prices and
output on one hand and on the balance of income and expenditure through
the balance-of-payments on the other.

3. To estimate the model using both annual data 1962-1977 and
quarterly data from 1962-1 to 1977-4 in Libya, and to estimate the

model, and to test its validity.



4.

To investigate the model's properties including its sta-

bility, predictive ability and the role of money in economic activity,

so some implications for monetary stabilization policies can be

drawn.

Organization of the Study

This study contains nine chapters. In outline form, they are:

I.

I1.

IIT.

JAYN

VI.

VII.

VIII.

Introduction, statement of the problem, motives and organiza-

tion of the study;

(A) Theorefical background of the main approaches of demand
for and supply of money functions.

(B) Theoretical background of links between monetary sector
and the foreign sector.

The structufe of the Libyén economy

The Model. This chapter promotes the monetary econometric

model which incorporates interactions between monetary

aggregates demand and supply, real sector variables, and

the main items of the Libyan balance of payments.

Ordinary least squares (OLS) estimation of money demand func-

tion and testing its validity

Ordinary least squares (OLS) estimation of the rest of the

model and testing its validity

Two stage least squares estimation of the model (2SLS)

Simulation and validatién including discussion on stability

and dynamic multipliers, and to conduct a number of simulation

experiments in order to investigate the properties of the

model including stability, predictive ability and the role



of money

IX. Conclusions and summary.



CHAPTER IT
THEORETICAL BACKGROUND
Demand for Money

A great deal of attention has been given to the development of
monetary theory, both past and fecent times. Some economists explained
the demand for money by analyzing the motives fhat prompt people to
hold money, such as Keynes (60) and other Cantabridgeans. Other
economists considered the demand for money as an application of the
general theory of demand for capital which is baséd on utility theory.
According to this view, people hold money in the same way as they hold
durable goods [Friedman (41); Klein (63)]. That is, the demand for
money function cénsidered money to be a durable good yielding a flow
of utility services. Friedman intérpreted money as a durable good held
for the services it rendered. Keynes developed two parts of demand for
money: the first part is what he called (L1) the transactions and
precautionaryldemand for money, and the second part is what he called
(L2) the speculative demand for money. He considered the former as
proportional to income, while the demand for L2 was considered as
negatively related to the nominal interest rate. However, the great
contribution of the Keynesian work in the monetary theory development
was his attempt to replace the classical view of a constant velocity
determined by institutional factors, by a theory of demand for money

as an asset alternative to other interest-bearing assets such as bonds.



Then in the 1950's, a transactions demand for money approach
was developed by two independent studiesl: Baumol (7) and Tobin
(103). The Baumol transaction demand approach is considered by
Johnson (58) to be a significant contribution in the sense that
the theory of demand for money is integrated into a generalized
capital-theory approach to demand for money, treating cash as a form
of inventory held for the services it yields. It is interesting to
note also that in the inventory approach to transaction demand,
nothing was said about the utility of holding money for transaction
purposesz. However these theories of the demand for money, whether
they are based on the general theory of demand or they are based on
the usefulness of money in making transactions, could be regarded as
all forming part of one general theory of the demand for money.
Laidler (iajh;tmgg)rindiéatéd "it is coﬁﬁenient to treat theﬁ as
alternative and then as how much of the variation in the demand for
money is to be explained solely by the factors that each particular
hypothesis suggests are important".

Thus, it may be useful to discuss in detail one example in each

approach: the asset demand for money or the utility approach and the

lTobin indicated that he had not read Baumol's paper before writing
his. However, Baumol is interested in the implications of his analysis
for the theory of transactions velocity of money at given interest rate,
while Tobin is interested in supporting and elaborating Hansen's argu-
ment, that is "even transactions balances will become interest-elastic
at high enough interest rates" (99, p. 241), therefore Tobin's paper
concentrates on the interest-elasticity of the demand for cash at a
given volume of transactions.

Patinkin (89, p. 570) criticizes Walrus for not giving an economic
rationale for including money in the utility function. Patinkin (88,
p. 54) also cites the work of Baumol and Tobin as examples of explaining
demand for money without assigning a direct utility to money.



transactions demand for money or the inventory approach.

The Utility Approach of Demand for Money

It mAy béhﬁfeferable to start>wi£h Samuelson's (95,7p. 117-122)
formulation that represents the view of classical and neoclassical
monetary theory, and which is developed in his Foundations. He con-
siders only the demand for money holdings by the consumer; therefore
ordinal utility or preference depends upon all commodifies.

In fact neither Keynes (60) nor Friedman (40) formally state the
utility function and the constraint to be used, but there is some
analysis that demand for money may be treated as the solution of maxi-
mizing a utility function subject to the total wealth constraint, as
in the Friedman's analysis in his restatement of the quantity theory of
money, and subject to the income constraint to the Keynesian analysis
of demand for money.

The Keynes and Friedman approaches do not relate the demand for
money to the general demand for consumer goods, usually associated with
the classical theory, but they are related to demand fof earning assets
and to the theory of capital, as money is one kind of asset and one way
of holding wealth.

However, there does exist a body of work concerﬁing the utility
approach which investigates the problem of portfolio selection, as
that of Tobin (104). Tobin proved that individual investor tends to
diversify a portfolio between money and bonds, and not as Keynes stated
that individuals will hold either money or bonds.

Now then according to Klein (61) money is considered
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empirically to be a durable consumer and producer good3 which yields
unspecified "monetary service" flow. This flow of services is
unspecified because what these services consist of is still an
unanswered theoretical question. . However such services are assumed

to enter a utility function, and hence demand for money is derived
from the demand for these unspecified services (61, p. 931). Here

the Klein model of demand for money is élaborated,-because this study
has congsidered a similar model modified in such a way to be appropriate
for the case of Libya. Klein aséumes there is another financial asset
which also yields an alternative 'monetary service" flow, therefore
the flow of monetary services from money and the other financial asset

can be represented by the following production function:
N =N (M/P, /P, o) (1)

where N is the flow of real monetary services yielded per unit of time,
(M/P) is the stock of real balances held by the individual, (S/P) is
the real stock of the financial asset (money substitute) held, and o
represents all other possible variables that may influence (N) which

are assumed to remain constant.

The marginal productivities of both money and other financial

3The idea of considering money as a producer good may have arose

from the fact that the neoclassical production function is concerned
with the structural relationship between real inputs and real production,
bearing in mind that money is used to obtain real inputs, and hence

it is reasonable to include real money as a factor input that contrib-
utes to the level of production in the economy. Empirical evidence

is found in Short (96) and Sinia and Houston (97), which support the
hypothesis that money is a productive asset that belongs in the produc-
tion function (for more details see Patinkin's book (89, Chapter VII)).
However, the theoretical validity of including real money balances as

a factor input is still under debate and unresolved.
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agsets are assumed to be decreasing, so that the conditions for maxi-
mizing the flow of monetary services are the equality of the marginal
product of each asset with its own price. Klein assumes also that
all other non-monetary services are represented by a vector (X), so

that a utility function is written in the form
U=0U (X, N) : (2)

where X is the rate of consumption of non-monetary services and N is
the rate of consumption of the monetary services. Then X is consid-
ered a function of the rate of net real income received:
1
X = [PYo + rmM + rsS + iB] (—) (3)
P
where the term in brackets is the individual's money income, Yo is the
real rate of permanent earnings from commodity services or the human
wealth; rm and rs are assumed to be the marginal pecuniary interest
rate yielded by money and money substitute, respectively; while the
new added term (B) denotes bonds which yields only a pecuniary interest
rate equal to (i). That is, bonds are other financial assets which
yield no monetary services. M, S, and B denote the nominal non-human
wealth which 1s in terms of money, so fhat the total real non-human

wealth (Wo) given to the individual is:
Wo = M/P + S/P + B/P (4)
or

B=P.Wo-M-S§ (5)
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Now assuming the market interest yield i and the rental price of
commodity services P are constant, then the individual can maximize
utility subject to (Yo, Wo) and to the budget constraint that all

his income is spent. Thus from (1), (2), (3) and (5) the following

Lagrangian can be formed:

vV = U[X, NM/P, S/P, a)] -

A[PX - PYo - rmM - rsS - i(PWo - M - S)]

Now differentiating with respect to the individual decision concerning
the flows of services from X, M and S, the following necessary condi-

tions for maximizing these flows are:

Vv
—_— = Ul - AP =0 (6)
oX
oV
— =U,N, (1/P) + Arm - A1 =0 (7N
271
oM
av :
— = U.N, (1/P) + Ars - Ai =0 (8)
53 272

Now as the second order conditions are assumed to hold, then the optimum
quantity of X, M and S are obtained when the marginal utility of a
dollar of income spent on each flow of services must be equal, as shown

by the following condition:

A=

- - | ©)

U, U2Nl(l/P) U2N2(1/P)
P (i - rm) (i - rs)

A must be interpreted here as the marginal utility of money income, so
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the marginal utility of each flow of services divided by its price
must be the same for these three groups of services. Therefore as

P is the rental price of a unit of commodity services, the (i - rm)
denoted by (Pm) and (i - rs) denoted by (Ps) may be interpreted as

the rental price of the monetary service stream from a unit of money
and a unit of monetary substitutes, respectively. That is, Pm is
considered the own price of money, while Ps is the cross price of
money. Both of these prices can be considered as the marginal pecuniary
cost per unit of time of holding a unit of money or money substitute;
they must be equal to the value of the marginal monetary services from
money or from money substitutes. Thus the conditions (9) of utility
maximization imply that the demand for real money balances will be in

the form:

a/p)? = £(vp, Pm, Ps) (10)

where YP is the permanent income as a proxy for Yo and Wo, and the

partial derivatives are: fl > O,,F2 3

Klein (61, p. 933) "as long as the substitution in production effect

< 0, while £, > 0 assumed by
dominates any scale of production effect'". 1In fact a rise in Ps, other
things remaining constant, decreases the monetary service flow from
money substitution and hence decreases the demand for money, but this
rise in Ps will also increase monetary services demanded from money,
and hence increase demand for money. Klein has assumed that the

second effect is always dominant, since the élternative asset is also
assumed to be a substitute for money in the sense of a positive cross

partial derivative.
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The Transactions Demand for Money: The

Inventory Approach

Theoretical work on transactions demand for money has been done
by both Baumol (7) and Tobin (103). Baumol applies some common
results in inventory theory to be used in deriving the optimum average
stock of money holding. He assumes that the economic unit can obtain
cash only by selling bonds and that payments are made at a steady ratel
Let T stand for total expenditures during a given period, i be the
opportunity cost of holding money taken as the rate of interest, C be
the amount of cash withdrawn, and b be the broker's fee.which must be
paid whenever a conversion from bonds to cash or from cash to bonds
has occurred. Now assuming (i), (b) and (T) are constant during this
given period, then the average cash holding per economic unit is (C/2)
and the annual interest cost is 1(C/2). The number of withdrawals is
(T/C), so that the annual brokerage costs must be b(T/C).  Therefore

the total cost will be:

T o
TC =b (=) + 1i(—) (1)
C 2 :

Now to get the average of money holdings which minimizes total costs

for the transactor, differentiate TC with respect to C and set it equal

to zero, as

=-—+-—=0 (12)

Then solving for C yields
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c= | — | (13)

which implies that demand for average nominal balances, and hence the

average transactions demand for money is

L ¢ 1
M) =—-=- (14)
2 2
or
1. 1 1 1
mn ) =1n(={2)+-Inb+—-1nT-—1ni (14)
2 2 2 2

But here it must be‘noted that nothing explicit was said about the
utility of holding money for transactions purposes. The elasticity of
demand fbr nominal balances with respect to total transactions is
one-half, which implies economies of scale in money holding. The
interest elasticity is a negative one-half and the brokerage cost
elasticity is a positive one-half. In most macroeconomic textbooks,
the above equation is called the "square root rule'. There are two
important implications from the fact that Baumols' model predicts
that demand for moneﬁ will increase less than proportional to the
volume of transactions: (1) the demand for money depends on the
distribution of income, if the distribution of income varies, so
will the demand for money; (2) having the economics of scale in money
holdings, the monetary policy may be more powerful in influencing

economic activities. If equation (14) is put in the following

form:
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1
InT=21n M) -21n (=J2) -1nb+1ni (15)
2
Then at a given rate of interest and broker's fee, doubling the quantity
of money requires that the level of income must be doubled in order to
absorb such increase in money.

In their recent article, Buiter and Armstrong (14, p. 529) argued

that:
. . there is unsatisfactory dichotomy in much of the

literature on the demand for money between the portfolio

theoretic approach, which emphasizes risky asset returns

but ignores transactions costs. (Tobin, 1956) and the

inventory theoretic approach, which emphasizes transactions

costs, but ignores risky asset returns (Baumol, 1952).

They also indicated that this dichotomy is not only unsatisfactory,
but also unnecessary, so that it is preferable to integrate these two
approaches. However they concluded that the income elasticity will be
greater than unity, when considerations of risk are introduced to the
Baumol model. The income elasticity 1s always one-half, only when the
economic unit's objective is equivalent to the maximization of the

expected return.

The Sﬁpply-éf ﬁ;ﬁéy-MH

Less attention was given to determinants of the money supply,
because most economists before the fifties considered the money supply
as an exogenous variable under the control of the Central Bank. 1In
addition, the money supply is believed by some economists that it has
no relevant role in affecting prices and income, and it is as a

residual entity, and hence it has no important influence in the
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economic activities4. However, late in the fifties and early in the
sixties, some attempts were made in deriving distinct money supply
theories which may give an appropriate explanation to the main deter-
minants of money supply. According to Brunner and Metzler (13, p. 243),
there are three recent theories of money supply which may be classified
as free reserves, surplus reserves, and adjustment ratios theories.

That is, the first theory centers on the banks' adjustment to free
reserves. Free reserves are the difference between excess reserves

(Re) and the borrowing from the Central Bank (B), that is:

Rl =% - 3B

The surplus reserves theory for explaining the money supply centers on
the bank's response to surplus reserves, the latter is equal to actual
less desired reserves which is the difference between total actual
reserves and the required reserves imposed by the Central Bank.

The third theory centers on some adjustment actual desired
allocation ratios. This theory explains the money supply through
its investigation of the demand behavior for two main ratios: currency-
deposit ratio and reserve-deposit ratio, which are consequently
influenced by the private non-banking sector and By the banking sector.
In addition, the monetary base is also considered an important factor
influencing money supply and it is under the control of the monetary

authority; that is the reason why the monetary base is taken as

There is also a statistical difficulty in nature. That is,
according to D. Fand (35, p. 380) it is not possible to estimate a
supply function if the parameters are affecting both demand and supply.
But he indicated that this problem is solved by the assumption that
the demand for money is a demand function for real balances while the
money supply function is the supply of nominal money balances.
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exogenous in most cases.

But concerning the adjustment ratio theory to the money supply,
it is preferable to explore the main two identities of determinants
of the money supply developed by Friedmap and Schwartz (;i;ﬂénd.Cégan
(16). 1In this study the Friedman-Cagan model is used.

Both Cagan (16) and Friedman and Schwartz (41) start with the

following money supply identity:
M = mH (16)

That is they have the same concept for the multiplier (m). They are
also alike in showing three sectors affecting the money supply, the

Central Bank, the commercial banks, and the public. But they differ
in how those desired ratios representiﬁg the commercial banks and the

public sectors. Define:
M=C+D 7
H=R+C (18)

Where M is money supply, C is currency outside banks, D is deposits
(demand and time) of the public at banks, H is the monetary base or
high powered money and R is reserves of commercial banks.
Cagan started by dividing equation (18) by (M) to get:
H R C

—= == | (19)
M M M

Then multiply (17) by R and divide by DM:
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RC+RD RM -D) +RM - C)

DM DM DM

M D D M

Then we substitute (20) in (19) to get:

H € R R C

= — — - — o —

M M D D M

Therefore the money supply identity of Cagan

(20)

(21)

(7) is:

(22)

C
ﬁ)

Thus H, and other two ratios are determined by the mentioned three

gsectors. The monetary authority may control the stock of‘high powered

money, the commercial banks cannot control both the reserves and

deposits but they can control the reserve-deposit ratio, while the

public can control the currency-~money ratio.

of M with respect to H ¢c R

N ﬁ', D are.

The partial derivatives
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oM oM oM
— >0, <0, — <0
oH c R

3 () 3(3)

That is to say, the money stock is positively related to the stock of
high powered money and negatively related to both currency-money ratio
and the reserve-deposit ratio.
While the money supply identity of Friedman and Schwartz (41) can
be derived also from equations (17) and (18), as follows:
M (C + D) .
—= (23)
H (R + C)
Then dividing all terms on the right side by C and multiplying by (%)

we get the original identity found in the text (13):

D D
(E) a+ 'C‘)
M= e H (24)
D D
() + (E)

It is obviously from identity (24) that the money supply is directly
related to its three determinants H, (%) and (%). But these ratios
are slightly different to those of Cagan. Friedman and Schwartz use
the deposit reserve ratio instead of the reserve-deposit ratio and

the deposit-currency ratio instead of the currency-money ratio. One

can divide all terms on the right side of equation (23) by D to get:
C

+__
1 D

M= ——— e H (25)
C R
D + D

So in this formulation the only difference between Cagan and Friedman
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and Schwartz is that the ratio representing the public behavior is
given in terms of currency to deposits (the component of money supply)
rather than in terms of currency to total money supply.

The money supply in identity (25) is directly related to the
stock of high powered money and inversely related to both the currency-
deposit ratio and thé reserve—-deposit ratio. These two ratios are
mostly considered as endogenous variables. The factors affecting these
ratios are discussed in detail in Chapter IV so it is preferable to

close our discussion in this respect in order to avoid repetition.

Supply of Money and the Rate of Interest

According to the Keynesian analysis, the rate of interest is
determined by the supply of and demand for money, so that an increase
in the money supply tends to reduce the level of the interest rate.
The money supply is shown as a function of the interest rate (i), the
discount rate of the Central Bank (p), reserve requirement (rr), and

the actual adjusted monetary base (Ha):

S

M~ = m(di, p, rr) . 1

Where the partial derivatives are: m, > O, mz, m, < 0. But most

1 3
empirical studies of the money supply do not show much support to the
interest rate sensitivity of the money supply. R. Rasche surveys (91)

empirical evidence on such sensitivity and he concludes that the

interest elasticity with respect to money supply is found to be
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extremely 1ow6. However Friedman (39) argued that most economists
misunderstand the relationship between the money supply and the
interest rate. The interest rate is the price of credit, as an
increase in credit tends to reduce the rate of interest. Thus he
indicated that it is the confusion of credit with money that leads to
the belief that an increase in money supply reduces the level of the
interest rate. To him, the interest rate is not the price of money.
Friedman indicated alsd that the price of money is the inverse of the
price level, so that when money éupply increases the prices of goods

and services tend to increase also, i;e., the purchasing power of

money falls.
Money and the Balance of Payments

The relationship between money and the balance of payments has
been recognized in the old economics literature, especially in the
writings of Hume (52) and Ricardo (92). Hume supposed if all the
money of Great Britain were multiplied five-fold in a night, a rise
in prices would occur, and hence no neighboring nations could afford
to buy from Britain; but Britain would buy from them, so money would
flow out, and hence Britain would suffer an external imbalance
(p. 27). The same notion of external imbalances arising from money
market disequilibria was also advanced by Ricardo, as he indicated
that exporting money in exchange for goods which is termed an unfa-

vorable balance of trade, never arises but from a redundant currency

6Fand (35) has compared money supply elasticities calculated
from different econometric models, indicating that interest rate elas-—
ticities exhibit greater variability, and some instability, while
other independent variables elasticities are found to be consistent.
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(p. 59). However Frenkel and Johnson (37) showed some evidence that
the monetary approach to the balance of payments was well known‘and
may become the dominant theory of the balance of payments. Other
developments of this theory can be found aiso in the writing of
Mundell (81, 82), and in other recent studies which contain general
discussions of this approach, such as that of Grubel (48), Whitman
(107), Swoboda (98) and Mussa (83).

In general, the proponents of this>approach have emphasized three
assumptions for building such a theory: (a) the world is well inte-
grated, so that the money prices of goods and securities in terms of
any currency tend to be equal when there is free trade between
countries; (b) money does not affect employment or output, as a
monetary model is said to be concerned with the long run7, thus the
assumption of full employment is -an appropriate one; (c) that a
discrepancy between the quantity of money supplied and the quantity
demanded has a direct effecf on the balance of payments. Mundell
(81, p. 121) emphasizes the relevance of this assumption by indicating
that a reduction in the money supply has an immediate effect on the
balance of payments, and it is more important in the adjustment
mechanism, than that ultimate effects on income.

In general, the above three assumptions imply the monetarist
models where the stock equilibrium is obtained, compared to the flow

equilibrium obtained in the conventional Keynesian models. That is

It is easy to build a monetary model for an open economy where
real income varies in the short run, maintaining the neutrality of
money in the long run on one hand, and the automatic monetary mechanism
of payments adjustments on the other.
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there is a great deal of change in the theoretical approach to balance
of payments problems, as indicated by Johnson (57, p. 15) that '"the
change has been from the idea of mechanism of adjustment to the idea
of the balance of payments as a policy problem." Then the existence
of such a problem assumes there is a monetary authority, since all
transactions recorded in the balance of payments (B.0.P.) are just a
reflection of monetary phenomena. That is, the desired money demanded
and the money supply process are the instruments to be investigated
when a problem arose in the B.0.P. The monetary authority may intervene
in the foreign exchange market to peg the rate of exchange or using
official reserves of gold and foreign exchanges to cure the B.O.P.
problem. The main target of the monetary authority is to maintain the
equilibrium between the country's demand for foreign exchange to pay
for imports and the supply of foreign exchange in return for domestic
currency to pay for exports, if the annual equilibrium in the B.O.P.
is desired.

In the case of fixed exchange rate system, Mundell (81, p. 153)
indicated that money income (or price level) ﬁoves to equilibrate the
demand for and supply of domestic goods and services, while the monetary
policy is directed toward the foreign balance. But in the flexible
exchange system, the exchange rate is able to correct the external
disequilibrium, and hence the monetary policy must take care of the
internal stabilization. AThe price level tends to rise or fall depend-
ing on whether there is a surplus or deficit in the B.0.P. Thus
Mundell argued that if the Central Bank stébilizes the exchange rate,
it must be prepared to buy and sell foreign exchange reserves at a

fixed price, while if it stabilizes the price level, then it must buy
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and sell goods and services at a fixed price.

Now let us assume an increase in the real money balances above
the real quantity demanded, so this increase implies an excess demand
for goods, services and securities. This’excess demand cannot be
eliminated only through changes in the domestic price level under a
fixed exchange rate when the country is involved in trade with other
countries, but the adjustment mechanism operates through changes in
relative prices, that is the domestic price level rises with respect
to the foreign price level, and hence it must be solved through a
B.0.P. deficit by more imports and less exports. Thus when demand
for foreign exchange increases, the Central Bank must sell foreign
exchange in order to avoid the depreciation of the domestic currency.
The sales of foreign exchange reduce the stock of‘money supply, and
hence eliminating thg money market disequilibrium.

Most empirical studies on the monetary approach explaining the
B.0.P. behavior have employed the reduced form model proposed by
Johﬁson (54); thus, it is preferablé*to explore his model as
an example for this theoretical framework. One of the assumptions
is that the supply of money is instantaneously adjusted to the demand
for money; thergfore the model refers to the long run equilibrium;
full employment is also assumed. Other impoftant assumptions are:
the exchange rate is fixed, the country is small and open, so that its
price level has to keep in line with the world price level, growth in
real output is not affected By monetary disequilibria. Now consider
the consolidated monetary survey of the whole banking system, where

the money supply is equal to net foreign assets plus net domestic

assets of the banking sector, therefore
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M® = NFA + NDA (26)

\

Where M° is money supply, NFA is net foreign assets and NDA is net
domestic assets. Then Johnson (54, p. 156) put uis demand fynction for

money as follows:

vd = pf Y, 1) 27)

Where Md is demand for nominal money balances, P is the foreign and
therefore the domestic price level, RY is real output and i is the
nominal rate of interest. And the equilibrium condition for the

money market is:

M =M (28)

Now for simplicity, replace NFA by (R) as international reserves and
NDA by (D) which represents domestic credit or domestic assets backing

of the money supply. Thus the reduced form of the above three

equations is:

R =M -D=Pf (RY, i) - D (29)

But the current overall balance of payments B(t) is equal to the
change in reserves (R), that is
dr
B(t) = —
dt
So, the red:ced form can be put in terms of growth rate, and letting

r = R/M° = R/Md the initial international reserve ratio, it
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becomes7:
1 1 -1
GR = — (GP + aYGY - aiGi) - GD (30)
T T
1 dr
Where GR is the growth rate of reserves (E‘o TRk GP is the growth rate

of the price level, Gy is the growth rate of real output, Gi is the
growth rate of the interest rate, and GD is the growth rate of net
domestic credit.

That is to say reserve growth is positively related to the domestic
economic growth and the price level growth, while it is negatively
related to the rate of interest growth and the rate of domestic credit
expansion. But these results are contrasted with one of the Keynesian
theories concerning the relation between the B.0.P. and economic growth,
as it is derived from the multiplier analysis, that is economic growth
tends to increase imports relative to exports, and hence reduce the
level of reserves. However this negative relationship arises because
this theory neglects the effects of demand for money on import demand
and export supply.

But the assumption of equality between domestic and foreign price

levels cannot be maintained if the proportion of tradeable to non-

7Equation (30) is obtained by the following steps:
d

from (27) GM™ = Gz + aYGY - aiG1 (31)
from (29) ©R = o’ - 2 ap (32)
since D_M -R_L1-RM _1-rx

R R R/MS r

and substitute (31) in (32) equation (30) is obtained, and where «

and a; are income elasticity and interest elasticity of the demand for
money, respectively.
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tradeable goods 1s a considerable one. That is the domestic inflation
rates, at least for some time, differ from that of the world inflation
because part of the excess supply of money is absorbed by a rise in
the prices of domestic gonds (non-tradeable).

| Swoboda (98, p. 254) indicated that by increasing money supply
the movement to the equilibrium point will tend to be slower with non-
tradeable goods present inlthe system, that is a low proportion of
traded to non-traded goods and also a low degree of capital mobility
will make the period of adjustment longer, or the speed of adjustment
will be reduced. This is mostly the case in the most of the less
developed countries. However in the long run both internal and
external inflation rates converge and the excess money supply is
wholly eliminated through the balance of payments.

Now it is preferable not to review the other approaches analyzing
the B.0.P., since this study concerns only the linkage between money
market and the B.0.P. But the reader may find these approaches namely:
the elasticities approach, the absorption approach, and the macro-
économic-price approach, in the works of Robinson (93), Alexander (1)
and Mead (78), respectively.

But during the last decade, it is found that the absorption
approach to the B.0.P. to be of a limited use. Dornbush (31, p. 880)
concluded that "a devaluation is for most a monetary phenomenon and

vthat its effects derive from the reduction in the real value of money
atten&#nt upon a devaluatfbn." Johnson (56, p. 9) argued that as the
absorption\approach concentrates on expenditures flows, it does not
recognize éhat a continuiﬁg deficit may correct itself without

devaluation, by reducing the stock of real balances, that is if real
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balances are not continually renewed by increases in domestic credits
in order to offset the effects of reserve losses. Therefore deflating

real balances will not lead a devaluation to improve the B.0.P.

i
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CHAPTER III
THE STRUCTURE OF THE LIBYAN ECONOMY
Introduction

In the 1950's, the Libyan economy was faced with the main facts
of economic backwardness: most of the people lived on a subsistence
level, there was little hope for finding any kind of resources,
agricultural production depended on climatic conditions, per capita
income was less than fifty dollars per year and capital formation
was zero if ndt‘ﬁegativé; “Thus Hiégiﬁé (15)"i§héﬂé;éfé alfé;;ffroﬁ '

economic development in Libya in 1952 submitted to the United Nations)

indicated in his book, Economic Development Principles, Problems and
Policies, First edition, that Liﬁya seemed to be an almost hopeless
case. He insistéa also that Libya had a capital-deficit economy
everywhere. In addition, there was not enough human skill or Libyan
entrepreneurship, so that the important occupation of Libyans (other
than agriculture) was textiles and handicrafts, while other activities
_such ag commerce and foreign trade were in the hands of the Italians
remaining from the Italian invasion of Libya during the period between
the two World Wars.

But following the discovery of oil and the start of oil exports
late in 1961, the economy grew rapidly, The oil sector sta;ted to

have a dominant role in the economy. Foreign assistance was replaced

30
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by o1l revenues which has also become the sole financing source in
the government economic development plan., It was stated in the law
that 70%Z of the oil revenues should be allocated to development, but
this percentage level has never been met, neither during the kingdom's
regime, nbr‘during the revolutionary regime, because there are limits
to the absorption of capital. Because of the oil sector's role, the
economy becomes a dualiétic structure, and the half-skilled labor
drift to oil sector from other sectors. The oil sector's impact on
the economy was mostly through &he government's expenditure of its
0il revenue, and to a very small degree, through the oil companies'
domestic spending. The government concentrated development spending
in the non-oil sector so that the economy may decrease its dependency._
on oil. Therefore the independencé from oil sector became a very
important target in the economic development plans in the seventies.
By establishing somé chemical industries, the development plans tend
to integrate the oil sector into the other sectors of the economy.
The government has also devoted much attention to the human develop-
ments in order to increase the supply of skilled labor, but because
of the annual growing allocations for economic development, these
allocations can only be absorbed by importing more skills, so that
the Libyan economy will be more dependent on imports of foreign
gskills. Thus it seems that the government's two targets — indepen-
dence from foreign skills and independence from oil sector —contradict
each other. However, these two targets may be achieved in the long run,
with the hope that the oil reserves last beyond this long run.

Now the question may arise, what is the best approach to the

economic growth in Libya? Nurkse (85) developed his 'balanced
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growth' theory on the assumption of an unlimited supply of capital
and lack of strong exports. This model was not realistic in the past,
as all underdeveloped countries had a lack of capital, but now, the
0il producing countries which have a'sﬁbstantial supply of foreign
exchange, effectively meet Nurkse's requirements. The other alter-
native approach is the unbalanced growth framework recommended by
Hirséhman (51). This model cannot assure that the expansion in one
sector may generate growth in others. However all economic development
plans conducted whether before the First September revolﬁtion1 or after
did not follow either theory mentioned above. But it might be said that
_ those development plans of the sixtles are closer to the 'unbalanced
growth theory', so that some sectors, such as manufaéturing industry,
were left without development, while those development plaﬁs of the
seventies carry some characteristics of the 'balanced growth theory' so
that self-sufficiency especially in foodstuffs becomes the main target
of the country.

In 1978, Libya was exceptional among developing countries in having
a capital-surplus rather than a capital deficit economy. That is, it
possessed more capital than its home economic capacity of absorption.
But the government budget is still characterized with déficit, éxcept
in 1966 when the first budget surplus in Libya's history occurred,
resulting from a huge increase in oil revenues in the same year (84, p.
"134). The World Bank was no longer including Libya in the list of
developing countries in 1978. That is, Libya was defined as a capital-

surplus oil exporting nation, and it was categorized with other

lThe First September Revolution started on 9/1/1969.
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capital-surplus oil exporting countries, such as Kuwailt, Saudl Arabia
and other Gulf countries. The fiscal year had begun in April until
1974 when it has been concurrent with the calendar year.

This chapter gives a brief review of the main developments in the
sectors which are covered by our econometric‘monetary model. That is,
the discussion will be on the monetary sector, the oil sector, the non-
oil sector and the balance of payments. Hefe it should be noted that
because government fiscal policies are affecting each sector, discussion

on these policies are given when it is appropriate, expecially in the

non~-oil sector.

The Monetary Sector

When Libya gained its independence on December 24, 1951, the
Libyan people found themselves with a lack of skills, educétion, and
experience in the field of banking. That is, banking activity was
largely out of Libyan hands, except for a few customers who were small
borrowers or depositors. On the eve of independence there were only
two banks offering primary banking services (5,p. 78). One of them was
the Barclays Bank which had:taken_the responsibility of issuing the
Libyan currency in the absence of a Libyan Central Bank. That is,
because Libya became a member of the sterling bloc when indépendence
was established in 1951, and the new issued curréncy unit remained
tied to sterling until the sterling devaluation of November 1967.
However, Libya continued as é member of the sterling bloc until December
1971 when the revolutionary government withdrew from the said membership,
following its nationalization of the British Petroleum's assets. Then

later as a result of increasing economic activity such as the starting
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of oil exploration and ﬁhe growing public expenditures on social and
economic development, the number of commercial banks increased to eight,
all of which were branches of foreign banks. The Central Bank of Libya,
including a commercial banking division in it, was established in Ap{il
1956; this was the first instance of a Libyan institution undertakingw
banking transactions.

By the Banking Law of 1963, the Central Bank of Libya became to
a large degree a traditional central bank. This law called also for
Libyan participation in the ownership of the existing banks of at least
51% of their capital. Late in 1963, the Central Bank called the oper-
ating branches of foreign banks exercising moral persuasion, to lead
them to be transformed into Libyan firms of which 51% of their capital
being owned by Libyans (6, p. 132). But only foursmallﬁbanksluuiacceptédv
this new nationalistic poliéy of Libyaniza;ion; while the others |
including the largest two banks, Barclays and Banco di Roma, ignored
such a policy until November 1969 when a revolutionary ministerial
decision prescribed that 51% of the capital of each of the four branches
of foreign banks was to be taken over by the government. In fact this
is partly nationalization, despite the announced decision indicative
that this share is to be sold to Libyans (6, p. 137). When this decision
was issued, there were ten banks in Libya, one of which was wholly owned
by Libyans. These banks had 53 branches at the end of 1969 compared to
43 branches at the end of 1968 (3, p. 42). But after one year only the
rest of foreign ownership in the banking sector was nationaliéed on the
22nd of December 1970 by the law nationalizing foreign shares in banks,
reorganizing the; and determining the limit of the share, Libyans may

hold. The law put a ceiling amounting to L.D. 5 thousand (5,000 Libyan



35

Dinars) on the nominal value of what a person and his relatives up to
the fourth degree may own in the capital of anyibank. The only justi-
fication given for this action as stated in the Central Bank's Economic
Bulletin (4, p. 50), is "in order to put an end to the capitalist monopo-
lies in the banking sector." The law also reorganized the commercial
banks, in such a way, that separates the Commercial Banking Division
from the Bank of Libya and merged with other two small banks, in a joint
stock company under the name of E1l Masrab El1 Tijari El1 Watani, which is
wholly owned by the Bank of Libya. The other five small banks, most of
them having a proportional private ownership were merged into a joint
stock company under the name of Masrab El1 Wahda. Thus the number of
commercial banks operating in Libya since December 1970 is only five
banks as the door for new entry is closed. However banking expansion is
permitted through more branching especially in the rural areas, but
prior approval must be obtained from the Central Bank before a new
branch can be opened.

There are also three specialized'banks: Agricultural Bank, Regl
Estate and Industrial Bank, and the Libyan Arab Foreign Bank. The
first banks may be considered as government agencies distributing zero
interest loans to citizens who meet the conditions stated in the bank's
constitution and decisions, while the third bank was recently established
with a paid up capital of L.D. 20 million for investments abroad and it
is wholly owned by the Central Bank of Libya. The Bank's activity is
mostly concentrated in its participation in several companies and banks
abroad as well as financing establishment projects in some friendly
countries. In 1971 the Banking Law No. 4 of 1963 was amended by the

Law No. 63 of 1971 (25, p. 1-7) introducing some necessary changes required
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for'the new developments in the banking sector. One of the amendments
i8 a change in the unit of account to the Dinar and Dirham from the old
denominations of the Libyan currency (Pound and Millieme), maintaining
the same gold parity (2.48828 gram). The currency is still sometimes
referred to as the pound, and retail traders.sometimes quote prices in
piastres (the Libyan pound divided into 100 piastres). The said amend-
ment maintains also the Central Bank's supervision and control over
commercial banks and provides a new duty of establishing commercial
banks or participating in the establishment of such banks, despite the

fact that this new duty is not expected to be used in the visible future.

Monetary Policy

Regarding the tools of monetary policy, all tools eXcept open
market operations, are available and can be used for‘regulating the
money supply. But theée tools, such as the bank raté and reserve
requirements, were not used much during the whole period. The bank
rate remained constant at 5 per cent from February 1961 to the current
time and the first actual rediscounting transactions_began only in 1962,
while the reserve requirement ratiq was changed only once in July 1966
from 10 per cent to 15 per cent on demand deposits and from 5 ﬁer cent
to 7.5 pef cent on time and savings deposits. This increase in reserve
requirements in addition to other measures has been taken as a result
of the observed creeping inflation which was increased by 4.5 per cent
as average per year during the prior three years and by about 13.7 per
éent during 1966 alone. These two tools becamé less effective as a
result of the ceiling put on rates of interest by the Central Bank.

That is, the rate of interest is fixed at maximum as 7 and 7.5 pervcent
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per annum for secured and unsecured borrowings, respectively. No
interest was pald on demand deposits, but no more than 4 per cent can
be'paid on other kinds of deposits. All these rates areilinked to the
bank rate of 5 per cent, therefore if a rise in the interest rate is
wanted, the bank rate must be increased by this rise; So a constant
bank rate during the whole period reflects the Centfal Bank's policy
of maintaining a constant rate of nominal interest in the money market.
The Bank of Libya required also a liquidity ratio which was in-
herited from the Banking Law of 1958. This ratiovof liquid assets to
deposit liabilities including cash guarantees kept against letters of
credit started by 20 per cent in 1958, then it was changed twice: wup to
25 pef cent on the first of July 1966 and back to 15 per cent on the
first of November 1970. The latter change arose because of_the year
1970 witnessing a sizeable economic recession and the decrease in
liquidity ratio may lead to a higher level of excess llquidity and the
latter leads banks to grant more credits for stimulating economic and
business booms. The definition of liquid assets has also been changed
twice: (a) from April 1965 liquid assets consisted of vault cash (in
domestic and foreign) and deposits at the Central Bank; (b)-from the
first of May 1970 liquid assets consisted of vault cash (1n domestic
and foreign), deposits at the- Central Bank and deposits at the commer-
cial banks in Libya, while prior to April 1965, liquid assets consisted
of vault cash (in domestic and foreign) and demand deposits held with
the Central Bank and commercial banks operating in Libya ordabroad.
Thus it seems that the Central Bank of Libya does not rely so much
on the bank rate and.the reserﬁe requirements. But it may be sald that

monetary policy has been working through moral suasion and selected
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credit controls during the first period (1962 - August 1969)(5, p. 32-34),
while during the later period (September 1969 - 1977) especially after
the promulgation of Law No. 63 of 1971 amending certain provisions of
the BAnking Law No. 4 of 1963, the monetary policy has been working
through a direct decision since the Central Bank owns wholly the largest
three banks and partly (51% or mbre) of the other two banks. It may
work also through a committee estabiished under the name, The Committee
of Commercial Banks, which consists of general managers of commercial
banks, directors of all main divisions of the Central Bank of Libya,

and the governor and his deputy. Thus cooperation and moral suasion
became easier to be practiced, despite even those members representing
commercial banks still being considered employees of the Central Bank.
However, it is still true that monetary policy works through selected
credit controls and moral suasion during the later period, but with a
stronger emphasis and more effective compared to those practices during

the first period.

Monetary Indicators

Now concerning dctual trends of monetary iﬁdicators, it was
preferable to discuss money supply trends and‘factors affectfﬁg them.
Table 1 shows the growth rates of the monetar§‘indicators{ ﬂéﬁey
éupply, narrowly defined, was increasing very rapidly especiaily
during the first period with an average annual growth rate of 29.8
per cent compared to a little slower rate of 29.2 per cent during
the later period. The currency component grew by an annual average

of 27.1 per cent while the demand deposit component showed a growth

amounting to 32.3 per cent, compared to about 30 per cent in each



TABLE I

PERCENTAGE CHANGES IN MONETARY VARIABLES (ORIGINAL DATA, END OF YEAR)

cc DD ts(1) M1 M2 H NF D ml m2
1962 18.0 4.8 34.3 11.2 16.2 16.9 3.0 -15.4
1963 17.9 16.8 1 18.6 17.4 17.7 20.3 28.3 43.0 -2.37 -2.12
1964 38.2 27.1 35.4  32.9 33.6 33.0 40.9 53.2 -0.02 0.44
1965 36.6 63.7 37.8 48.9 46.1 62.5 44.0 19.2 -8.40 -10.13
1966 42.0 30.5 -18.0 36.3 23.2 35.5 36.1 37.0 0.56 -9.07
1967 27.9-  29.3 22,3  28.5 27.5 37.0 11.0 -33.3 -6.18 -6.90
1968 . 15.4 42.9 7.4 28.6 25.3 21.8 39.8 106.2 5.54 2.86
1969 45.5 24.6 3.3 34.4 30.3  34.6 71.8 153.0 -0.16 -3.20
1970 9.6 29.5 23.6 19.4 19.9 13.5 75.7 148.1 5.17 5.55
1971 7.5 89.2 15.3 51.2 47.3 57.7 53.9 51.9 -4.13 -6.58
1972 22.1 8.9 53.3 13.3 16.7 16.9 10.0 6.1 -3.08 -0.21
1973 37.4 17.3 43.1 24.5 26.5 9.3 (=326 -58.1>  13.87 15.75
1974 29.4  57.9 107.7 46.7 54.3 46.8 95.7 173.5 -0.10 5.10
1975 32,0 0 6.1 =2.3 15.1 12,2 14.1 =397 -85.1> 0.85 -1.71
1976 26.0 34.9 0.7 31.3 26.8 23.2 43.9 185.1 6.60 2.95
1977 . 34.2 22.1 34.9 26.7 27.7 26.7 49.2 115.1 -0.02 0.73
Average (62-69) 30.2 30.0 17.6 29.8 27.5 32,7 34.5  45.4 -1.38 -3.52
Average (69-77 27.1 32.3 31.1 29.2 - 29.1 27.0> (36.4) 17§;§) 2,11 2.04

R o e er Dweser

G

(1)

From monthly average data. CC = ddrrency outside banks; DD = demand deposits; TS = time and savings
deposits; Ml = money narrowly defined; M2 = money broadly defined; H = the monetary base; NFA = net
foreign assets; D = credit creation in the country; ml = multiplier of M1l; m2 = multiplier of M2.

6¢
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component during the first period, so the decrease in currency component
was offset less than wholly by that increase in demand deposits.
Regarding time and savings deposits, they oscillate from month to month,
so they are made a little bit smooth by taking the monthly average for
each year rather thanbthat at the end of the year. These deposits show
a very rapid rate of growth during the later period, as most parts of

it belongs to the government institutions; amounting to 31.1 per cent
compared to 17.6 per cent duriné the first period. Therefore because
of the lower growth rate in time and saving deposits relative to that
of demand deposits, money broadly defined (M2) shows a lower rate of
growth relative to that of (Ml) during the first period and being about
equal during the later period.

A glance af data of money supply and the monetary base shows a
strong relationship betﬁeen them. That is, when the monetary base is
increased, money supply is also increased, except in 1968 and 1973,
which may arise from the consequences of the 1967 war and the 1973
war between some Arab states and Israel.

The monetary base is mostly affected by the net foreign assets
(NFA) and the net domestic assets or credit creation by the Central
Bank. The data of credit creation (D) in Libya is negativebbecause
the Central Bank absorbed more deposifs than creating credits, and
hence the positive changes in (D) 1is augmenting net foreign assets,
as the Central Bank is the only holder of foreign financial assets for
investment. Therefore when (D) shows a negative change such as in
1967, 1973 and 1975, net foreign assets shows a lower rate of growth in
1967 and a negative rate of growth in 1973 and 1975, because these

negative changes mean that more credit creation occurred, or in other
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words, more deposits has been withdrawn from the Central Bank and
spent on imports and other domestic goods, and hence the flow of foreign
reserves slows down. This coincides with the theoretical view that
credit creation is negatively related to the flow of foreign reserves.
However, it can be said that the average rate of deposit absorption by
the Central Bank is 45.4 per cent during the first period compared to
a higher rate of 76.5 per cent during the later period. Net foreign
assets are also increased, but'by a lower average.rate of growth
amounting to 34.5 per cent and 36,4 per cent during the first and the
later periods, respectively.

The multiplier ié just the ratio of money to the monetary base
and it is a function of currency-deposit rafio and reserve-deposit ratio.
The non-banking sector éan influence the currency-deposit ratio and
adjusts it to the desired ratio, while the commércial banking sector
appears to control the reserve-deposit ratio and adjusts it to its
desired one. But the Central Bank éan influence the reserve-deposit
ratio indirectly through altering its legal reserve requirements. How-
ever, it can be said that the Central 3ankf$ influence on the money
multiplier is not potent. |

The money multiplier (ml) shows a negative average rate of growth

e

during the first period, compared to a positive rate of growth during
the later period. The multiplier of money broadly defined (m2) goes
in the same direction as that of (ml). Table II shows the main
variables affecting the money multiflier. The ratio of currency to
demand deposits decreased from an annual average of 1.07 during the
first period to 0.68 during the later period. The decrease in the

currency-demand deposit ratio did not arise from a decrease in demand



TABLE II

MONEY MULTIPLIER AND FACTORS AFFECTING IT (END OF YEARS)

nl o cc cc rd2 GR R R ALr GRY DD WS
DD ™D 4 A DD D % TD YP

1962 1.293 1.723 1.11 0.65 2.95 14,0 0.42 0.25  6.90  27.46 0.59 0.417
1963 1.262 1.686 1.12 0.65 2.96  12.3 0.40 0.24  7.90  37.10 0.58 0.467
1964 1.262° 1.694 1.22 0.69 3.30 -18.8 0.26 0.15 8.59  26.61 0.57 0.487
1965 1.156 1.522 1.02 0.62 2.73 161.1 0.43 0.26 8.52  33.81 0.61 0.503
1966 1.162 1.38 1.10 0.79 2.59 15.6 0.38 0.27 12.71  13.04 0.71 0.494
1967 1.091 1.288 1.11 0.80 2,30 40.5 0.41 0.30 12.72 8.65 0.72  0.489
1968 1.151 1.325 0.88 0.69 2,51 10.5 0.32 0.25 13.02  36.27 0.78 0.541
1969 1.149 1.283 1.03 0.83 2,78 -14.2 0.22 0.18 12.92 8.04 0.81 0.375
1970 1.209 1.354 0.87 0.71 2.68 60.8 0.27 0.22 12.81 -0.13 0.82 0.565
1971 1.159 1.265 0.50 0.44 1,91 161.9 0.37 0.33 13.58  31.08 0.88 0.625
1972 1.123  1.262 0.55 0.47 1.89 18.3 0.41 0.34 13.14 7.36  0.84 0.500
1973 1.279 1.461 0.65 0.53 2.95 -38.6 0,21 0.17 13.22  18.14 0.81 0.592
1974 1.277 1.53 0.53 0.41 2.73 121.9 0.30 0.23 13.08 62.31 0.76 0.606
1975 1.288 1.510 0.66 0.52 2.83 -3.9 0.27 0.21 13.51 -9,08 0.78 0.612
1976 1.373 1.554 0.62 0.51 2.86 29.4 0.26 0.21 13.51  24.77 0.82 0.605
1977 1.373  1.565 0.68 0.55 2.99 9.6 0.23 0.19 13.58  13.15 0.81 0.685
Average (62-69) 1.191 1.488 1.07 0.72 2.77 28.9 0.36 0.24 10.41  23.87 0.57 0.472
Average (69-77) 1.248 1.418 0.68 0.55 2.62  38.4 0.29 0.23 13.26 17.29  0.81 0.574

Note:

ml and m2 are as defined previously; €
deposit ragéo; rd2 = the competative rate of interest paid on total deposits; GR = growth of
= reserve~total deposit ratio; ALr = aver §e

= demand deposit-total deposit ratio; (g—)=

reserves,; ——

= currency-demand deposit ratio; (gg) = currency-total

ratio of wages and salaries to non-oil GDP.

= reserve-demand deposit ratio; (
reserve requirement; GRY = growth of real GNP;

D
o

P
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for currency relatdive to demand for demand deposits By the private
sector, but it arose. from an increase in the number and size of
government economic enterprises which are supposed to hqld only
deposits.

The reserve-demand deposit ratio constitutes an annual average
of 0.36 during the first ﬁeriod which méans that excess reserves were
more than two times the average legal reserve requireménts, while
during the later period the average levél‘of reserve requirement
increased to 13.26 per cent and the (ﬁ%) decreased to 0.29 showing a
lower level of excess reserves. This decrease in (g%) ratio partly
arose from the increase in demand deposit-total deposit ratio from an
annual average of 0.57 during the first period to 0.81 during the
second period, so there is an‘inverse relationship betﬁeen these two
ratios, becausé legal feserve requirements on demand deposits (15 per
cent) exceeds that required on time and saving depsoits (7.5 per cent).
Prior to July 1966, legal reserves were 10 per cent on demand deposits
and 5 per cent on time and.savings deposits, so that this tool of
monetary policy was alpéred only once in July 1966 as a measure for
curbing inflation felt in that period which proved to be not potent

as long as fiscal policy did not cooperate in reducing its expenditures.
The 0il Sector

Some major oil companies started oil exploratiom in Libya in 1955,
but the first oil production by Esso was exported in November 1961,
The Libyan authority had given special considerations to independent
oil companies in order that the country would not be in the hands of

a single o0il company as in the case of Iraq, Saudi Arabia and Kuwait.
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In 1970 there were thirty foreign companies engaged in production
activities. The independents such as Occidental discovered rich oil
fields very rapidly and started exporting crude oil until exports
reached a peak of 243 billion barrels in 1970 compared to 247 billion
barrels exported by the Esso group and 344 billion barrels exported
by Oasis group. However total oil output rose rapidly in the sixties
to reach a peak of 3,31 million barrels per day (mbd) in1970 compared
to 1.21 mbd in 1965, 1.43 mbd in 1975 and 2,1 mbd in 1977.

In fact the oil sector dominates economic activity; it contributes
an annual average of 48.8 per cent of gross domestic product during the
first period compared to 43.1 per cent of gross domestic product during
the later period. Decreasing dependency on the single oil product is a
major goal of the revolutionary government during the later period, so
more attention was given to development of the non-oil sector resulting
‘with a higher contribution in total gross domestic product, or a lower
contribution by the o0il sector as mentioned above.

With regard to the oilrprices, the posted prices for 40°API crude
0oil in U. S. dollars per barrel was unchanged ($2,23) prior teo September
1, 1970. The realized price'per'bafrél"was decreasing, especially when
independents started their sales of oil in the sixties. The realiied
price (as industry average) amouﬁted to $2.19 in 1961, $2.01 in 1962,
$1.95 in 1963, $1.93 in 1964 and $1.77 in 1965 (42, p. 177). So the revolu-
tionary authority started putting pressure on oil companies and claiming
that Libyan oil was priced too low with respect to its production cost,
its high quality because of low sulphur content, and its nearness to
markets., That is, Libya held a strategic position among the oil

exporting countries of the area, When a price increase of 40 cents a
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barrel was demanded, the oil companies rejected such an increase.
However, dishonest oil companies continued to play the game of prices

between them and the host-oil producing countries. Blair (9, p. 221)

indicated

. . the companies in dealing ﬁifh the Libyans discounted the
value of low-sulphur content, whereas in dealing with the -
Venezuelans, whose oil is notoriously high in sulphur, their
position was reversed. In Aken's words: ''they [the companies]
were telling the Libyans, as I recall, that the low-sulphur
quality of their oil gave them something on the order of a
10-cent price differential on the gravity side just for sulphur,
and at the same time the Venezuelans told us that the companies
were telling them that their oil, because of the high-~sulphur
content, was worth some 50 to 70 cents less than Libyan oil."
However, the revolutionary government policy is not only to obtain
what it feels is a fair oil price,2 but also to enter intoAproduction
sharing agreements and to acquire majority ownership in the ekisting
operating companies. Therefore, posted prices started rising for the
first time on September 1, 1970 by 30 cents and continued rising annually
as shown in Table III, reaching a level of $18.17 on May 1, 1978 then
decreased to $13.85 in December 1978. 1In 1979 posted prices resumed its
upward trend to reach $29.95 in December 1979 and $34.67 on January 1, 1980.

By the end of 1973, BP-Hunt, Amoseas and Shell Companies were
wholly nationalized. Their estimated reserves in January 1970 amounted
to 9.5 billion barrels per day, or 32.5 per cent of total reserves

(29.2 billions b/d).3 In the other companies such as Mobil-Gelsenberg,

Exxon, Oasis and Occidental, only 51 per cent of their assets were

That is, a higher price which is associated with the effective
increasing demand for oil. »

Based on one year.



POSTED (TAX REFERENCE) PRICES FOR 40° API CRUDE OIL

TABLE II1
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IN U. S. DOLLARS PER BARREL

Prior to

Sept. 1, 1970  2.230 April 1, 1973 4.024 Oct. 1, 1975 16.060
Sept. 1, 1970 2.530 June 1, 1973  4.252 July 1, 1976  16.350
Jan. 1, 1971  2.550 July 1, 1973 4.416 Jan. 1, 1977 18.250
Mar. 20, 1971  3.447 Aug. 1, 1973 4.582 July 1, 1977 18.780
July 1, 1971  3.423 Oct. 1, 1973 4.604 Jan. 1, 1978  18.340
Oct. 1, 1971  3.399 Oct. 19, 1973 "~ 8.925 May 1, 1978 18.170
Jan. 1, 1972  3.386 Dec. 1, 1973 9.061 Dec. 1, 1978 13.850
Jan. 20, 1972  3.642 Jan. 1, 1974 15.768 jan.l, 1979 14.690
July 1, 1972 3.620 Apr. 1, 1975 15.000 Julyl, 1979  23.450
Jan. 1, 1973 3.777 June 1, 1975 14.600 Dec. 1, 1979  29.950
Sources: (1) Recent Economic Development in Libya, IMF Staff Report,

1978;

(2) M. Attir, Trends of Modernization in an Arab Society (2),

(3) Central Bank of LIE&a, Annual Report 1979. (25)
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nationalized (9, p. 228). The national 0il Corporation which is estab-
lished and owned by the state, is currently hdlding fhe government
ownership in these oil producing éompanies.' Prior to 1974,.a11 oil pro-
duction was exporﬁed except aboﬁt 17 thousand barrels per day used by |
the Esso fefineries for domestic consumption and for bil field operations.
A new refinery, with 60 thousand b/d capacify, was coﬁpleted in 1974 at K
Zawai town. It is designed to éerve both domestic consumption and thei
export market especially when its capacity was doubled in?1977. Howevér;
the development of refineries in Libya méy be reflected by ﬁhe increase
in that part of productioh which is not exportéd, amounting to 2 per
cent of total production in 1974, 3.3 per cent in.1975; 4.4 per cent in
1976 and 5.9 per cent in 1977. fhereforéithe éil by-products received m
a great deal of attention when planning is introduced to the petroieum
industr&, so that expérts of petroleum products, such as naphtha, LGN,
fuel oil, gas and kefosepe, increaséd very rapidly in value from L.b.'
56.5 million in 1974 to L.D. 97.5 million in 1975, L.D; 115.4 miilion in
1976 and L.D. 17%.6 million in 1977 (26, p. 17). The government action is
reducing production.serve both to conserve this‘§aluable siﬁgle asset
and to increase prices further, especially;éiﬁée it is appropriate to
assume that the world demand for oil was relatively inelastié in the
short run. The cut back in production is justified:by that crude oil
being a depleting resource. Thus it appears in Table IV, the quantity
of o0il production was decreasing during the period 1971-1975, then it
resumed its increase during 1976 and 1977. The average annual growth
rate of oil proéuction was changed from a positive rate of 55.28 per cent

during the first period (1962-1969) to a negative rate of 8;36 per cent

during the later period. If the period (1971-75) is concerned, the



TABLE 1V

THE PERCENTAGE RATE OF GROWTH OF THE VARIABLE

RY ROY RYP QX P Ph RW OPX L (RYP/L) RG

1962 27.46 - - - 4.72 4,87 - - - - -

1963 37.10 145.74 8.28 142.36 6.66 6.87 19.98 0.00 1.10 7.10 6.43
1964 26.61 95.36  23.75 94,52 0.58 6.33 20.90 0.00 6.63 16.06 81.49
1965 33.81 29.95 23.76 41.50 6.21 5.58 17.08 0.00 9.28 13.25 114.50
1966 13.04  15.99 10.48 23.85 13.67 25.90 ° 4.42 0.00  3.78 6.46 38.18
1967 8.65 5.99 16.13 14.90 6.65 22.04 11.12 0.00 3.58 12.12 45.95
1968 36.27- 61.38 22.97 50.60 -0.15 -6.82 35.07 0.00 0.62 22.22 9.84
1969 8.04 -23.56 44.17 19.25 10.48  14.83 1,12 0.00 -1.23 45.96 -27.78
1970 -0.13 40.17 -33.45 6.75 5.85 =25.30 -1.42 0.00 1.86 -34.67 23.04
1971 31.08 16.97 43.97 -11.59 -2.99 6.17 52.54. 25.00 4.45 37.83 74.81
1972 7.36 -0.92 25.65 -23.45 0.26 10.47 -6.20 4,00 7.02 17.41 60.04
1973 18.14 14.63 17.95 -3.14 7.12  31.19 39.09 42.31 0.45 17.42 -=2.77
1974 62.31 95.31 31.25 -30.05 8.11 11.75 6.64 200.00 26.05 = 4.12 93.58
1975 -9.08 -24.11 4.94 -2.73 8.80 13.64 4.53 -9.91 1.33 3.57 -2.02
1976 24.77 33.45 12,10 30.96 5.08 0.59 5.27 6.00 5.34 6.42 15.76
1977 13.15 14.21 7.83 6.47 6.66 -4,09 17.50 13.21 3.82 3.86 8.53

Average

Average

(62-69) 23.87 41.36  21.36 55.28 6.10 9.95 15.67 0.00 3.39 17.60  38.37

(69-77) 17.29 19.46 17.16 -8.36 5.49 6.58 13,23 31.18 5.45 11.32 27.02

Note:

RY = real GNP; ROY = real GDP in Ehe oil sector; RYP = real GDP in the non-oil sector; Qx =

quantity of oil production; P = the consumer price level and Jan. 1964 is the base; Ph = price

‘index of rents; RW = real wage; OPX = price index of oil exports; L = labor force; (RYP/L) = labor

productivity; RG = real development expenditure by the government.

8y
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average negative rate of growth in oil production amounted to 14.19 per
cent per annum. But oil posted prices rose by an annual average of
31.18 per cent during the later period compared to zero in the first
period. So o0il revenue to the government continued to rise as the price
increases overweighed the reduction in oil production; that is, oil
revenue has been increased from an annual average of L.D. 177.9 million
during the first period to L.D. 1122.6 million during the later period.
The non-oil revenue in the budget remained very small, it is less than
20 per cent of the total budget revenue.

Real gross domestic product in the oil sector shows a lower annual
average rate of growth (19.46 per cent) during the later period compared
to that (41.36 per cent) of the first period. But with respect to employ-
ment in oil producing companies, it shows only small annual changes, as
its annual average size increased from 5724 workers during the first
period to 6619 workers during the later period, of which foreign workers
constitute about 34.2 per cent in the first period and 29.6 per cent in
the later period. However, this sector does not absorb so much of the
labor force, as oil is capital intensive industry, and as evidenced from
data, the above mentioned émployment size constitutes only 1.3 per cent
of the labor force during the first period, and decreased to 1.1 per cent
during the later period. With respect to wages, oil companies pay a
higher wage rate than any other company in the economy, especially these

Libyans with higher managerial talent or with higher levels of technical skills. .
The Non-0il Sector

The Government's Main Objectives

Taking into account that crude oll is a depleting asset, the
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government attempted to achieve its two main objectives concerning the
structure of the economy; these are to diversify the economy on one
hand, and to reduce the economy's dependence on this single asset.
Thus the revolutionary government allocated a huge development plan
during the later period, of which the annual average of actual develop-
ment expenditures amounted to L.D. 614,3 million compared to only L.D.
70.3 million during the first period. But in real terms, development
expenditures grew by an annual average of 38.37 per cent during the
first period and 27.02 per cent during the later period, Here it is
likely to note that the higher rate of gfowth during the first period
arose from the fact that such expenditures were relatively small
compared to those absolute values spent during the later period. 1In
these expenditures there were threé negative rates of growth. First,
the highest reduction of 27.8 per cent in 1969 arose from the fact
that the revolutionary authority which came about on the first of
September 1969 stopped most projects in the plan for reexamination,
while the second negative rate of 2,77 per cent and third negative
rate of 2.02 per cent occurred in 1972 and 1975, respectively, as a
result of some socialistic actions taken by the government, on one
hand, and of the limited absorptive capacity on the other., Because

of that reduction in developmgnt expenditures in 1969 and some other
government actions in 1970, the later year had witnessed a recession;
that is real output in the non-oil sector decreased by one third, but
because of the huge increase in the real output of the oil sector, the
decrease in real GNP was not felt as it was about one tenth of one

per cent, In fact the annual average of output growth amounted to

21.36 per cent during the first period compared to 17,16 per cent
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during the later period. 1975 witnessed also a higher rate of recession
as the level of real GNP decreased by 9.1 per cent in this year,
resulting from the high rate of féductioﬁ (30.1 per cent) in oil pro-
duction of the preceeding year, and the oil price reduction by 9.91

per cent in 1975,
Prices

Table IV shows the percentage rates of growth in the consumer
price level (P) and in the price index of rents (Ph), while the imported
inflation through the import prices of consumer goods (PMC) and the
import prices of capital goods (PK) are shown in Table VI. Therefore,
a glance to these tables shows if.is 1ike1y to note that the annual
average rate of inflation is lower during the later period, despite the
world inflation was creeping rapidly during this period. To curb the
upward pressures on the general consumer price index, the revolutionary
government established the National Supply Corporation which has
exclusive import rights over various food stuffs, namely, sugar, salt,
wheat, barley7 flour, rice, olive and vegetable oils, tea, coffee and
tomato paste. The prices of these commodities are fixed at the 1972
price level and the difference between buying and selling -prices is
financed by the government as subsidy for curbing inflation especially
in important food stuffs. This policy aims also that the low-income
group shall not be affected by inflation. The subsidies have risen
very rapidly from L.D, 79 thousand late in 1971 to L,D. 5.3 million in
1972, L.D. 12.6 million in 1973, L.D, 43.3 million in 1974, L.D. 74.7
million in 1975 (10, 43), L.D. 40 million in 1976 and an estimated

L.D. 42 million in 1977. 1In addition, the imported meat is also
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5

subsidized so that meat prices decreased by 30 per cent and 25 per
cent during the second and tﬁirdrquarters of 19744.

The National Supply Corporation buys also some supplies such as
olive 0il and wheat from farmers at prices favorable to them; that is
because they cannot compete with those reduced prices of similar
imported gopds. The farmers also receive some subsidies for production
ranging from 25 per cent to 50 per cent of the purchase value of
machinery by the government through the Agricultural Bank. These
subsidies were less than one million in'each year in the late sixties
(6, p. 155), then increased coﬁsiderably to an annual average of L.D.
18.2 million during the period 1973-77. However, total subsidies as
shown by national accounts have shown an annual average of L.D. 55.2
million during the later period, against only L.D. 4.0 million during -
the first period. There are also some price control measures which
were introduced at the end of 1969, aiming to decrease the upward
pressures on domestic prices. In general all these measures including
subsidies may insulate consumers and farmers from international market
price fluctuation, but such measures are justified by assisting the
low-income group on one hand, and curbing the upward pressures on wages
on the other. The index number of housing rents is also affected by
different measures which has been taken by the government such as
reducing rents by 30 per cent in December 1969 and another rent reduc-
tion by 30 per cent in May 1976, for all rental contracts conducted

after August 1972, 1In addition, more free interest loans have been

given to the middle class and low income groups for building their own

4
See Al-Jihad Newspaper, July 29, 1977. Tripoli-Libya.
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houses, which aims to decrease the upward pressures on rents,

With respect to the index number of housing rents, it grew by an
annual average of 9,95 per cent during the first period, against only
6.58 per cent during the later period. There was a negative rate of
growth in this index of 6.82 per cent in 1968 resulting partly from
the 1967 war between Israel and three Arab states when some Jewish
citizens emigrated. Another negative rate of growth occurred in 1970

as a result of the rent reduction on one hand, and that all Italian

5

settlers” had left the country on the other. These reductions were

reflected also in the general index number of prices, as the latter

has shown a little reduction of 0.15 per cent in 1968 and a higher
reduction of 2.99 per cent in 1971. While the little increase of 0.59
per cent in housing rents index in 1976 and a reduction of 4.09 per

cent in 1977 resulted from the rent reduction of 1976 and other

measures concerning the supply increase of houses. However, all anti-
inflationary measures have succeeded partly in reducing the inflationary

trends compared to imported inflation.

Employment and Wages

The growth rates of labor force (L), real wage (RW) and labor
productivity (RYP/L) are shown in Table IV, According to estimated
data of labor force released by the Ministry of Planning from time to
time, employment has increased more rapidly during the later period

than that of the first period as a result of huge development

5Colonel Qadhafi forced on October 7, 1970 those Italian settlers
who belonged to the Italian Facist era to leave the country. In Dr.
Attir's (2, p.9) words "...a drama which had lasted for more than a
century, ended."
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expenditures during the later period, That is, the annual average

rate of growth of the labor force increased from 3,39 per cent during
the first period to 5.45 per cent during the later period. There was
only one negative rate of growth in employment during the whole

period; it was 1.23 per cent in 1969, resulting from a reduction of
27.8 per cent in real development expenditures in 1969. The produc-
tivity of labor was increasing at a reasonable level as a fesult of

the annual considerable augmented capital on one hand and the heavy
plan for training workers on the other. The annﬁal average rate of
growth in the average productivity decreased from 17.6 per cent during
the first period to 11,32 per cent during the later period. This
decrease may have arisen froﬁ the first year of the revolution as a
transitional year, in which the revolutionary government reexamined

the development expenditures, and consequently, these expenditures were
slowed down during 1970, 1In addition, responsibilities were withdrawn
from the top administrative persons in the govermment and given to the
second line of employment with a lower level of experience, as priority
is given to confidence rather than-experience. Therefore, there was a
decrease of 34.67 per cent in productivity in- 1970, A part of this
decrease may be due to a decrease of 1,42 per cent in real wages during
the same year.

The foreign labor force working in Libya constitutedvan annual
average of 7.94 per cent of total labor force during the first period
compared to a higher average rate of 22.06 per cent dﬁring the later
period. This higher percentage of foreign labor force is due to the
huge development plans conducted since 1972, During the period

1975-1977 alone, foreign workers constituted one third of the total
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labor force in Libya, as a result of the current development plan-
allocation and expenditures, which its recent revision amounted to L.D.
9350 million of which 13.1 per cent is allocated for industry and mining,
11.8 per cent for housing, 11.2 per cent for land reclamation and 10.0
per cent for electricity (22, p. 74), so that the demand for foreign labor
is increased very rapidly as the domestic supply of labor shows short-
ages even in the non-skilled labor; consequently such non-skilled labor
is also imported from neighboring countries.

Therefore, if unemployment is defined as a situation in which there
are no jobs for those who want to work, then unemployment in Libya is
not a serious problem facing its economy, especially in the seventies
where even demand for unskilled labor exceeds its supply, so that foreign
unskilled workers are imported and their participation in constructional
and agricultural activities is observable. But the problem of unemploy-
ment in Libya is typical of less developed countries and differs from
that of the advanced countries. In Libya according to traditions and
customs, female participation in the total labor force is very low, amounting
to 3.5 per cent ot total female population in mid-1973; that is inclu-
ding non-Libyan females. However, in 1975 Libyan female participation
constituted only 5.2 per cent of total female partitipation in the labor
force (20) Most female labor is engaged in the education sector as
teachers in girls schools, and some women living in the rural areas
may operate farms in cooperation with their husbands. 1In general,
women in Libya are still operating in the home where their services
are not included in the national product accounts. Therefore it is
reasonable to expect a high proportion of people who can work are not

employed in economic activities. Another kind of unemployment in Libya



56

is disguised unemployment particularly in the government administrative
departments and in the trade sector. That is, if a number of workers
were removed from these two sectors, the output of services would not
be affected. However, the govermment started in 1979 to introduce
large commercial centers and to eliminate individual business, seeking
that such disguised unemployment become eliminated from this sector.
So the main ojbective is a higher rate of participation in the produc-
tive labor force and a higher rate of-productivity. The target of
higher productivity became a priority in recent.years, as arisen from
official announcements, but some government actions concerning motives
contradict this target; and hence it seems not to encourage increasiﬁg
productivity. Table IV shows that productivity is increasiﬁg faster
than that of real wages during the first period, while the opposite
becomes the case during the later pefiod. That is, real wages increased
by an annual average of 13.23 per cent during the later period against
an increase of 11.32 per cent in labor productivity during the same
period. This means that the revolutionary government played a favorable
role in the labor force.

The minimum daily wage was fixed at L.D. 0.5 beforeyl969, then this
minimum level was doubled in 1970, so that there was a sharp increase
in wagesvfor unskilled labor, despite the 1970 data showing a reduction
in real wages, but a high rate of increase (52.54 per cent) in 1971.
Salaries of civil servants were increased by 60 per cent in late 1964
and since then rose by an annual rate of about 3 per cent up to 1974.
In addition, monthly housing allowancés ranging between L.D. 50 and
L.D. 100 was provided in 1969. Because of the continuous increase in

prices at an annual average of 5,5 per cent during the later period,
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the Ministry of Labor and Civil Service studied the prevailing standard
of living in 1970 and found that the prevailing average wage is "con-
sidered lower than the requi;emeﬁts of the standards of living due to
the increase in cost of 11ving9 (18, p. 83), and found that the minimum
income is reasonable for an average worker's family should not be less than
L.D. 120 per month, while the a_.%ieraée monthly income of Libyan civil servants
is L.D. 68 as reported by the Central Department of Administrative Control in
1972. Thus there are pressufes from those competent bffiéials on the
government authorities to raise fhe level of wages and s#laries in order
to offset those increases in the cost of living. Therefore, in April
1974, salaries of civil servants were increased by 25 per cent, while
the rate of inflation registered a rise of 69.3 per cent during the
mentioned decade. However, these salaries ﬁere raised again by between
8 and 15 per cent in January 1975. Minimum wages were also increased

to L.D. 1.350 in 1972 (19, 84), L.D. 1.750 in 1974 and L.D. 2.00 in 1975
(22). But it is felt that the prevailing wages are above those fixed
levels especially in the case of skilled labor in all sectors and most

of unskilled labor in the private séétor.
The Balance of Payments

Table V summarizés the identity of the balance of payments
(ANFA = NX — 1M + NS + NK). The Libyan balance of payments is charac-
terized by a surplus during the period under review, except three years,
namely 1973, 1975 and 1978, in which a considerable deficit appeared
amounting to L.D. 316.0 million in 1973, L.D. 509.3 million in 1975,
and L.D. 133.4 million in 1978. However the annual average surplus in

the Libyan balance of payments amounted to L.D. 36.65 million during



TABLE V

58

THE BALANCE OF PAYMENTS (ANFA =NX - 1M* NS+NK) (AMOUNT IN L.D. MILLION)

0il Monetary

Sector Non~-0il Sector Sector

NX M NS NK ANFA

1962 33.70 48.64 -2.36 +18.30 1.00
1963 58.50 60.88 -5.02 +17.10 9.70
1964 89.30 76.23 -3.62 +8.60 18.00
1965 132.10 92.62 -13.28 +1.10 27.30
1966 184.80 130.56 -30.04 +8.00 32.20
1967 226.60 138.44 "+ =36.76 -36.90 14.50
1968 329.40 174,62 ~56.28 =44 .40 54.10
1969 484,80 187.20 ~81.80 -79.40 136.40
1970 583.20 166.10 ~94.70 -75.20 247.20
1971 733.90 230.93 ~140.17 -53.60 309.20
1972 666.00 324.90 -227.50 -25.70 87.90
1973 755.50 525.50 ~-262.90 -283.10 -316.00
1974 1840.20 802.30. . -525.10 +114.00 626.80
1975 1433.20 1021.20 -573.80 -347.50 -509.30
1976 2152.80 928.40 -620.60 -264.40 339.40
1977 3003.20 1071.63 -997.47 -386.70 547.40
1978 2548.48 1362.57 -756.83 -562.48  -133.40

Annual Average

1962-69 192.40 113.65 ~28.65 -13.45 36.65
1969-78 1420.12 662.08 ~428.08 -196.40 133.56

Note: NX is net surplus of the oil sector.
IM is imports as given in foreign trade data, and the difference

from that given in the BOP is included in net services.

is net services which is net imports of services.

includes the above mentioned difference and domestic exports

and reexports which mostly were made by Libyan travellers and

NS

NK

foreign workers going back to their home countries.

It

is net capital flow, the negative sign means outflow of

capital, and positive sign means inflow of capital.

and omissions are included in .NK, -
ANFA 1is change in net foreign assets or the foreign reserve

flow. The negative sign denotes a deficit in the balance of
payments, a positive sign denotes a surplus.

Errors
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the first period compared to L,D. 133,56 million during the later
period, a rise of 264 per cent. But 1f net exports in the oil sector
are taken into account the mentioned average surplug was shrinking with
respect to rapid growth in oil net exports. The ratio between annual
average surplus and annual average net exports decreased from 19.05
per cent during the first period to 9,41 per cent during the later
period. That is to say, the absorptive capacity is higher in the‘
séventies so that deficits rose in three years. The large decreases
in 0il net exports during the years 1972, 1975 and 1978 are partly
responsible for the above mentioned deficits, while the other part
is resulted from the increase in absorptive capacity of the non-oil
sector, especially the huge increase in imports of capital goods.
Real -imports of gapital goods showed an annual growth rate of 14.10
per cent during the firétupéribd against 23.51 per cent during the
later period. But real net exports of the oil sectdr éhbwed'a’higher-,.ﬂ
annual rate of growth (38.66 per cent) during the first period,
resulting from a rapid increase in oil quantity of production with a
constant posted oil price, against a lower annual rate of growth
(37.07 per cent) during the later period, resulting from a huge
decrease in the oil quantity of production, and a huge increase in the
posted oil exbort prices.

The breakdown of real total imports into consumer goods (RMC)
and capital goods (RMKP) imported by the non-oil sector are showﬁ in
Table VI in terms of rates of growth, In regard to real imports of
consumer goods, they showed an averagé rate of growth of 16 per cent
during both periods, but the lgter period witnessed three negative

rates of growtn in real imports of consumer goods, The first two



TABLE VI

GROWTH RATES OF THE VARIABLES (PER CENT)

RMC RMKP* RNS -RNX PK PMC E ES
1962 - - - - - - - -
1963 22.28 12,29 99.43 62.75 1.14 2.83 0.22 0.20
1964 27.91 20.85 -28.30 51.77 2.25 1.83 0.14 0.30
1965 10.07 19.35 245,41 39.28 - 3.40 2.10 -0.27 -0.10
1966 15.71 33.07 99.00 23.07 1.06 1.67 -0.12 0.10
1967 18.54 -18.70 14,74 14.98 4.31 0.87 -0.38 0.0
1968 25.33 27.70 53.33 45.58 -8.26 -1.05 -1.90 -0.40
1969 -8.21 4.17 31.56 33.22 -2.20 3.47 -0.47 0.30
1970 -2.77 -32.22 93.71 13.65 14,93 4.76 0.72 -0.10
1971 30.47 65.34 52.57 29.71 12,99 5.52 0.06 -1.48
1972 17.91 70.68 61.88 -9.49 12,36 9.37 -0.47  -6.70
1973 40.49 60.82 78.80 5.90 16.54 25.69 -2,00 -8.54
1974 _ 38.04 43,82 84.75 125.30 11.49 - 19.71 -4.,45 -1.29
1975 15,35 18.28 43,72 -28.42 21.79 9.54 4.42 0.0
1976 / -6.12 -19.12 29.27 42.95 . 7.00 -0.98 -10.33 0.0
1977 : 17.71 -0.20 50.69 30.79 10.22 9.60 0.31 0.0
Average (62-69) 15.99 14.10 73.60 38.66 0.24 1.67 -0.40 0.06
Average (69-77) 15.87 ~  23.51 58.55 27.07 11.68 9.63 -1.36 -1.98

Note: RMC = real imports of consumer goods (in 1964 dinars); RMKP = real imports of capital for the non-
0il sector; RNS = real net imports of services, RNX = real net exports of the oil sector; PMC =
price index (1964 = 1.0) of imports for consumer goods; PK = price index of capital imports; ES =
the exchange rate of U. S. dollars in terms of home currency, E = the exchange rate index in terms

of home currency.

09
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rates occurred in 1969 and 1970 as the revolutionary government
economic policy appeared to be more restrictive with respect to the
private sector, and the third negative rate of growth occurred in 1976,
where a revolutionary action was taken toward socialism. However
these shortages were covered during the following years; that is, the
rate of growth in real imports of consumer géods amounted to 30.5 per
cent in 1971 and 17.7 per cent in 1977.

Real imports of capital goods showed also four annual negative rates
of growth, the first onewas in1967 (-18.7 per cent) resulting from the
disturbance of the June fifth war between Israel and Arab states; the
second rate was in 1970, and the late two rates were in 1976 and 1977,
resulting from the same causes mentioned above, affecting real imports
of consumér goods.

Net real imports of services registered a higher rate of growth,
amounting to 73,6 per cent as an annual average during the first period,
compared to 58.6 per cent during the later period (see Table VI). Net
real imports of services and net capital outflow showed an annual
average of L.D. 28.65 million and L.D. 13.45 million, respectively,
during the first period compared to a higher average of L.D. 428.08
million and L.D. 196.4 million during the later period. However, it is
likely to note that the sum of net imports of services and net capital
outflow exceeds,for the first time, total imports of goods by 29 per
cent in 1977, while they were lower than total imports of goods in most
years of the period under review, except in 1970 and 1973 in which the
increase amounted to 2 per cent and 4 per cent, respectively.

The exchange rate index (E) of the Libyan Dinar (L.D.) in terms

of home currency showed a small increase during 1963 and 1964, and a
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small annual decrease during the years 1965-1969, reflecting the
strength or weakness of the pound sterling, inasmuch as the Libyan
Dinar is linked to the pound sterling (see Table VI). Thé largest
fall in the exchange rate during the first period was in 1968, as a
result of the pound sterling devaluation in November 1967, so that

the Libyan Dinar was appreciated by 1.9 per cent against those

foreign curreﬁcies with which Libya had a trade relationship. When
the pound sterling became unstable on one hand, and Libya had withdrawn
from the pound sterling area in December 1971, on the other, the
monetary authority chose the U. S. dollar as the intervention currency
for the Libyan Dinar, so that once more the Libyan Dinar reflects the
strength or weakness of a foreign currency, especially if the daily
rate of exchange toward this foreign currency is kept constant. Only
official changes in the value of the U. S. dollar are considered, so
that the Libyan Dinar was appreciated by the same value of the dollar
devaluation. However, the Libyan Dinar was appreciated vis-a-vis

main key currencies by 0.47 per cent in 1972, 2.0 per cent in 1973 and
4.45 per cent in 1974. But a depreciation of 4,42 per cent occurred
in 1975 and an appreciation of 10.33 per cent also occurred in 1976,
reflecting the improvement gained by the U. S. dollar vis-a-vis other
main currencles. However, in general, the exchange rate index as
expressed in terms of the amount of domestic currency exchanged per
unit of foreign currency, showed an annual average appreciation of
0.40 per cent during the first period against 1.36 per cent during

the later period, That is the Libyan Dinar did not follow devaluations
of some foreign currencies. So that this decrease in the foreign

exchange rate index makes imported goods cheaper in terms of the
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Libyan Dinar and exported cémmodities more expensive in terms of the
foreign currency. But in the case of Libya,vthe Libyan Dinar appre-
ciation did not harm exports, as these éxports are wholly crude oil
and sold in terms of U. S. dollars. Thus the above mentioned
appreciation of the Libyan Dinar will -contribute to a decrease in the
level of imported inflation, but the reduction in the imported
inflation is smaller when foreign prices also rise as a result of
devaluation, and hence an offsetting effect may occur, on the price
level in the appreciating country.

The depreéiation of the dollar in 1977 and 1978 is reflected in
depreciating the Libyan Dinar by 0.31 per cent in 1977 and 8.06 per
cent in 1978. But a question may arise, why the U. S. dollar is chosen
by the Libyan monetary authority to be used as the»intervention currency?
If an intervention currency is necessary for the Libyan Dinar, why was
the choice not set on a stronger and more stable currency, such as the
Mark of West Germany. In fact, Libya's earnings of foreign exchanges
are wholly in dollars from oil exports, and hence most Libya's reserves
are also invested in dollar assets on which a higher rate of interest
may be obtained. So that 1f the Mark was chosen as the intervention
currency for the Libyan Dinar, the Central Bank of Libya may suffer some
losses when such earnings of dollars are converted into Mark assets on
one hand, and because of lower rate of.interest paid on the latter
assets, on the other hand. Therefore, given the economic econditions
in Libya, the choice of the dollar as the intervention currency for
the L.D, is appropriate as far as the dollar is still convertible
into other reserve assets.

The policy of appreciating the Libyan Dinar vis-a-vis foreign
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currencies helps to reduce the level of imported inflation, so that
domestic inflation is kept lower than imported inflation. The imported
inflation through consumer goods showed an annual average of 1.67 per
cent during the first period against 9.63 per cent during the later
period. While imported iﬁflation through capital goods showed a
higher annual average of 11.68 per cent during the later period against
a lower annual average of 0.24 per cent during the first period (see
Table VI). So that domestic inflation averaged annually at only 5.49
per cent during the later period, as a result of those anti-inflationary
policies, compared to 6.10 per cent during the first period (see Table
IV). That is actual domestic inflation which is higher than world
inflation during the sixties, resulting from the absence of anti-infla-
tionary policies, is lower during the later period, because of those
anti-inflationary policies such as currency appreciation, subsidies

for reducing prices of food étuffs and some agricultural eapital goods,

and other measures of price control and profit sealings.
New Developments in the Libyan Economic System

Early in 1978, Colonel M. Al Qadhafi issued part two of The Green
Book which deals with the solution of the economic problem, A new
socialism is indicated as being the real solution to the economic
problem, and may be summarized as follows:

A man is free if he possesses the house in which he lives, the
vehicle to be used for his transportation, and an income by which he
may satisfy his other (material) needs, That is, because "in need
freedom is latent", A man cannot be a wage earner because someone else

would then control his income, The Green Book considers the relation
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between employers and employee as slavery. Therefore, the real
solution is to abolish the wage-system, "emancipate man from its
bondage and return to the natural law'". Thus the actual producer
(worker) should be a partner in the process, sharing equally in what
is produced. The income is wholly derived from what is produced.
Servants in houses are another tybe of slavery, so they must be liber-
ated and to be transformed into.partners outside the house. '"The
house is to be served by its residents."

Concerning the primary need of housing for each family, no one
has the right to build an extra ﬁéuse.for in renting property he would
be controlling the primary need of that family. But, in general; the
Green Book considers the purpose of the socialist society.as "the
happiness of man which can only be realized through material and spir-
itual freedom." "For man to be happy he must be free, and to be free,
man must possess his own needs." The purpose of the individual's
economic activity is-sélely to satisfy his material needs, it is not to
create a surplus for investment to gain a profit;'.When a profit exists,
it means there is exploitation. Thus, 'the final solution is the
abolition of profit." However, savings are allowed if they are from a
man's needs, and not from the efforts of others. ''The savings which
are in excess of one's needs are another person's share of the wealth
of society." But after all, when the material needs of a society are
satisfied, profit and money will eventually disappear.

Now then some of the mentioned principles were applied in Libya
during the second half of 1978 and during the year 1979, so that it is
expected that our econometric monetary model may not be able to make

good forecasts for some variables during the transitional years.



CHAPTER IV
THE MODEL AND ITS STRUCTURE

This chapter derives a monetary macro econometric model to the
Libyan economy in particular and to the oil exporting countries in
general, with a special emphasis on the balance of payments. Particu-

lar attention is given to the money demand function because of its

effect on the balance of payments.
Demand for Money

Following Klein (61, p. 933) the ﬁwnéy demand function may be

written as:

(=) = f (— , RM, RS) 1)
M 9 Y
where (50 is demand for real money balances, (59 is real income,
RM is the rental price of the monetary service stream from a unit of
money, or it is as the own price of money. RS is the rental price
paid for the monetary service stream from a unit of money substitutes,

or it is as the cross price of money. The rate of interest in Libya

is fixed at a constant level since 1963, so it is not appropriate to

Its derivation is based on the individual utility constrained
maximization as shown in Chapter II (p. 11-13).

66
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be taken as proxy for the own priée of money. The real rate of return
on money is the opportunity cost of holding money in terms of goods, so

it 1s likely to define such real rate as the rate of inflation (108, p.

62).

1 dp
RM = — ¢ — (2)
P dt
With respect to money substitutes, the prople of most developing
countries prefer to hold their wgalth in the form of housing for two
reasons: (1) the rate of return is satisfactory; (2) holders of such
assets may easily obtain credits from banks as people have mortgage
guarantees. This is the case also in Libya, as the holders of buildings
and houses may easily get the monetary services guaranteed by the
housing assets. Then similarly it is reasonable to consider the rate
of inflation in the prices of housing building materials as proxy for
the rental price of monetary service stream from a dinar's worth of

money substitute. Thus the cross price of money is

1 dph

RS = — o (3)
: ‘Ph dt

Now concerning signs of the money demand function, theyAare as
follows: f1 >0, f2 <0, £3>0. It is 1ike1y to note according to
Klein (61, p. 933) that the positive relationship beggéen RS andAé;ménd
for money is due to the assumption that the substitution in production
effect dominates any scale of production effect.

According to Lieberman (74, p. 309), the coefficient of the interest

rate in money demand analysis reflects not only the opportunity cost of
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to reduce demand for money, especially to reduce demand for currency in
the case of Libya. Therefore it is useful to introduce an explicit
technological change variable in order to assure the pure effect of the
opportunity cost of holding money.

In the case of Libya, it is possible to consider the actual
development expenditures as a proxy for the technological change
variable, and if it 1s not appropriate in some cases, a time trend
may be considered, as was done by Lieberman.

The technological change proxy (RG or T) is negatively related
to demand for money, because improvement in technology leads to a
reduction in the real cost of transactions in managing money balances.
But in the case of Libya the improvement in communication and trans-
portation between cities and villagés in the country leads to reduced
cash holdings of households and small business firms. In addition
the development of such facilities induces more businesses to partici-
pate in investment and hence reduces their deposits at the commercial
banks.

The importance of this variable is not only to avoid the inter-
dependence between the opportunity cost of holding money and the
technological change variable, but also to gain stability in money
demand equations. Thus it is preferable to add a technological change
measure to equation (1). While Cargill and Meyer (17, f. 322) indicated
that to get an unbiased t¢st of money demand stability, and to improve
the explanatory power witlin the sample one has to consider the theo-
retical arguments which inply a time-varying response of the money

demand function to income and opportunity cost changes. But since



69

the recent empirical evidcnce supports the existence of a short run
and a long run stable money demand function, it is prefefable to
ignore this issue in order to minimize the cost of estimation proce-
dures.

Then it is found, by including a lag, that improvements have been
made in estimating the appropriate parameters of money demand function,
and it is recognized that the various elasticities of demand for money
are lower in the short run than in the long run as indicated by White -
(106, p. 564). He also insisted that inflation becomes the strongest
influence in creating discrepancies between desired and actual holdings
of monetary assets; he argued that a revision of the conventional stock
adjustment models2 should be used under inflationary conditions. That

*
is, there is an error under the assumption that mt = m but

t-1’
Pt > Pt—l’ therefore desired and actual money are equal by definition,
so there is no need for stock adjustment prdcess, but White (106) indi-
cated that this equality is irrelevant, since the price rise means that
the value today of past period's nominal money stock has fallen below
today's desired level. Therefore a new flow of money whether measured
in nominal or in real terms must be generated (p. 569). So he éalls

for the correction of the conventional adjustment coefficients, as this

misspecification causes a bias in the estimated coefficients.

2These models written in log:

t-1
using real values: Inmt - 1Inm =y (In mt - 1n mt-l) (2)

*
using nominal values: 1n Mt - 1ln M = vy (In Mt - 1n Mt-l) (D
t-1

3Equation (2) in footnote (2) is valid if it is assumed that lagged
stock adjustment applied to changes in real income and other variables
including inflation rate, and even if stock disequilibrium is caused
by a change in the price level, there is no need for the adjustment lag.
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Thus from the above analysis, it is preferable to include a lagged
stock variable to improve thg explanatory power of the regression and
to improve the estimates of the apprbpriate elasticities of demand for
money with respect to the independent variables. The lagged dependent
variable must have a positive sign. It 1s assumed that the adjustment
coefficient is between zero and one for purposes of stability.

Finally it is important to consider the impact of implementing
the economic social system which aroée with the First September Revolu-
tion, 1969, as it began a series of economic social measures leading to
a tightened government and public control over industry, commerce,
banking and foreign trade. Therefore it is'expected that people tend
to hold thelr assets mostly in liquid form as money; therefore a dummy
variable is useful to capture the above mentioned impact. This dummy
variable (DR) is expected to have a positive sign, since the expected

impact is an increase in demand for money holdings during the second

White (106) shows this fact by converting equation (2) into nominal terms by
addition of (In Pt - 1n P__,) to both sides:

In Mt - 1n Mg~1 = v (In of - 1n me_7) + Aln Pt v (3)
But converting (1) into real money terms:
In mt + In Pt - In m¢_ = In Pt—l =
v(1n nf + 1n Pt - 1n me_q - 1n Pt—l)
S lnmt - 1lnm_q =y (In af - 1In me_1) - (1-y) Aln Pt 4
Then the corrected adjustment coefficient (yr) is:

yr = In mt - 1In me~1 + (1 + Yr) Aln Pt

1n mt - In my_q (5)
Dividing equation (5) by the solution of equation (2) for vy:
Yr _ (1 - yr) Aln Pt (6)
Y Aln mt

Then the direction of bias depends on the sign of (AE%D and when yr = 1,

there is no bias. Am



71

period (1969-1977). Then another dummy variable is needed to capture
the impact of government nationalization of buildings and houses (late
1975) which are financed by commercial banks under a special law
calling for a "housing development'" with a lower rate of interest
(5.5%). So this dummy variable (D76) is expected to have a negative
sign with respect to demand for deposits, and a positive sign with
respect to demand for currency; The-variéble (DR) is equal to one

for years 1969 and after and equal to zero otherwise, while the
variable (D76) is equal to unit for l§76 and 1977 and zero otherwise.

Thus the money demand function is specified as follows:

M d Y G | M
(=) = £ (-, RM, RS, (= or T), (=), ;» DR, D76] (4)

P P P P
and the expected signs are: f1, £3, £5, £6 > 0; £2, f4, £f7 < 0.
But it is reasonabie to expect that the variable (D76) may be insig¥
nificant if the function is estimated ‘in its aggregate model form,
because the decrease in demand deposits may be offset by the increase
in currency outside banks. However, it may be preferable to estimate
the money demand function in its disaggregated modelrtaking into
account the same independent variables for two reasons: (a) to make
a comparison between aggregated and disaggregated models based on the
percentage error measure criteria. The model which has the lowest
percentage error measure must be accepted as plausable to be included
in the complete model; (b) some interesting information may be hidden
when the aggregate model is estiﬁated, thle'the disaggregated model
may show this information obviously, so that they may become helpful

to the monetary policy makers.
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Even in the aggregated model, two definitions of money will be
investigated:
1. The well-known narrow definition of money, that is currency
outside banks (CC) plus demand deposits (DD) held by the

public at the banking system. This is called (M1).
ML =CC+ DD (5)

2. The well-known Friedman definition of money, that is Ml plus

time and saving deposits (TS) of the public:
M2 = M1 + TS (6)
Prices

After World War II, discussion of inflation centered on cost push
and demand pull theories. That is, an autonomous rise in the factor
costs leads to an increase in the price level, given a fixed level of
aggregate demand. Similarly an autonomous rise in the aggregate
demand leads to an increase in the price level, given a fixed level
of factor costs. However a various approach to the inflationary phe-
nomena has been offered by the proponents of the monetary and income
expenditures approaches. This approach indicates that the pfice
level may be explained as a function of cost factors, aggregate demand
and an index of past price level changes (94, p. 32). But the aggregate
demand is mainly a function of fiscal policy actions and monetary
policy actions. However, Ron and Hunt (94) indicated that their results
suggest there is a Iimited direct effect of monetary policy on prices,
despite there‘being indirect effects through pressures on the level of

resource utilization while the fiscal policy variable appeared to be
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very important (p. 37). This is mostly the case with respect to the
developing economies, especially in Libya where the money is issued
automatically when government increases its expenditures. If the latter
is the case in Libya, then it is reasonable to consider money as a proxy
for the aggregate demand variable. But this analysis does not take into
account the degree of openness of the economy concerned. That is when
the economy is open the domestic price is influenced not only by the
monetary and fiscal policies actions at home, bpt also by the import
pricesé. And the import prices (PM) for a given importing country are
export prices (FP) of other exporting countries to that country adjusted

for the changes of exchange rate (E).
PM = FP * E @)

That is the import price in domestic currency is equal to foreign price
of imports in foreign currency multiplied by the exchange rate given in
terms of domestic currency. The transmission of inflation from omne
country to another has received a great deal of attention during the
last decade. Thus when a country is involved in trading goods and

services with another country, it is also involved in trading inflationmns,

—

and its propensity to import inflation depends on its degree of openness.

S e e

But only those tradable goods are subject to be influenced directly by

the world inflation, because the non-tradables have only a domestic

Other studies support the idea that the import price is important
in explaining the domestic price level, such as that of Clark (in Kwack
(69)) who found the import price to be important in explaining the U.S.
GNP deflator when it was used with the momey stock and govermnment
expenditures. Kwack (69) also found that the coefficients on the
import price variable were stable and significant in explaining U.S.

deflator for consumption expenditures even in the presence of the
money stock.
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market, and hence they are mostly determined by domestic factors.
However non-tradables may be indirectly affected as indicated by
Laidler and Parkin (71, p. 783). But in the case of Libya, considering
that housing is mostly a domestic good, it is partly influenced by the
imported inflation through the imports of building materials.

Now utilizing the above discussion and concerning the case of
Libya, the relevant independent variables may be specified for the

general domestic price level function as follows:

P_ =P (Ph, PMC, E, M, P__;) (8)

where Ph is the price level of housing (or non-tradable goods), PMC is
the foreign price of imports of consumer goods in foreign currency,

E is the exchange rate of foreign currency in terms of domestic
currency, M is the money to represent the pressure of aggregate demand

for tradable goods or demand pull inflation, and P is the lagged

t-1
price variable in order to see whether the desired price level is
adjusted within the period or not. That is to say the domestic general
price level is a function of imported inflation, domestic inflation

and a demand pull inflation in the sector of the tradable goods. But

also, it is preferable to add two dummy variables representing the

large annual amount given as subsidy to the National Food Supply Corpor-

e e i -

—————

ation for reducing the market prices of such goods (DS), and the big

o e e R . Y s i e T

changes in the foreign exchange rates of the main key currencies in

1971 and 1973 and their floatings since then (DE) Both varlables (DS
and DE) carry a value of one for the years after 1970 and zero other-
wise. These dummy variables are used to correct the slope of the price

of imports and the slope of the exchange rate with respect to their
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dependent variable (the price leVel). Therefore the dummy variable ‘
(DE) may capture the effects of changes in the exchange rate on the
domestic price level, especially the official value of the Libyan
currency vis-a-vis gold has remained unqhanged since 1952. Hence,
the devaluation or depreciation of some foreign currencies against
gold, means an appreciafion of the Libyan currency against those
currencles. Consequently, a lower level of import prices may occur,
and the latter leads to a lower level of domestic prices.

Indicating the fact tﬁat Libya is a small open economy so that
the appreciation of its currency has a negligible effect on raising
the prices in other countries on one hand, and its exports are sold
in terms of dollars on the other, thereby there is no inflation to be
exported to its partners in trade. But among the industrial countries,
with which Libya is involved in tréde, an appreciation of a currency
against the dollar or the sterling pound, not only lowers that
country's domestic prices, but also raises the prices of the other
countries. Therefore the decrease in.home inflation becomes smaller
when prices of the other countries rise. That is because the rise
in the foreign countries' prices leads to a rise in the import price
of the appreciating country, thereby there is an offsetting effect
on domestic prices in the appreciating couﬁtry. Then if this is the
case, it may be reasonable to suggeést that the changes in the exchaﬁge
rate of the Libyan Dinar has a negligible effect on domestic prices.
However in other studies such as that of RKwack (69, p. 28) concerning the -
same topic, the above hypothesis is confirmed, as he indicated that
"the feedback effect of a currency appreciation tends to offset the

initial negative effect on the inflation of the appreciating
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country."

With respect to the demand vector, it is preferable to consider
the huge development plan which started in 1971, which may produce a
big rightward shift in the aggregate demand curve for tradable goods.
Thus a dummy variable (DV) is needed to capture that shift, and it is
equal to one for years after.1970 and zero otherwise. So the above

equation may be specified as follows:

P, = P (Ph, PMC, DSePMC, E, DE*E, MX, DV, P _ 9

it 1)

and signs of the partial derivatives are: P1l, P2, P4, P5, P6, P7,
P8 > 0 and P3 < 0 where MX is an index number of money supply (1964
= 1.00).

With respect to the price level of housing (as a nontradable
good) it may be expected that its function mayvbe influenced by the
cost-push inflation, especially since wages in the housing production
sector are very sensitive to the rising demand for housing and hence
for workers even in the short run. Therefore the nominal wage is
considered as proxy for the cost-pﬁsh inflation. The other main
factor influencing the housing priéellevel is the imported inflatioﬁ
due to the fact that imports of bulilding méterials are a main factor
in the housing production. Tﬁus the price of imports of building
materials in terms of foreign currency, and the exchange rate are to
be included in the housing price function. The exchange rate is
included as a separate variable in order to capture the effect of the
Dinar appreciation on the housing price level. Hefe, the index number
of money is also as a proxy for the demand vector representing demand

pressures for housing in Libya. It is representing the demand pull
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inflation in the housing sector. But this variable is not appropriate
for the second period without introducing a corrective variable. That
is to say the introduction of a new social ideology tends to encourage
people to hold their wealth in terms of more liquid assets, and during
the last two years of the period the new measures discouraged people
from holding houses as an asset. Thus a dummy variable (DR) for the
revolution is needed to correct the slope of the demand vector with
respect to the housing price level, and a negative sign is expected

to this variable. That is beéause this variable may be interpreted
also as representing a leftward shift in demand for housing, and hence
it must have a deflationary effect on the housing price level. Finally
it is important to consider the government measures in this sector,
such as the big increase in the number of buildings and houses which
were bullt by the government during the second period, and other factors
affecting the supply of houses, namely reducing the o0ld rents twice
during a period of three years (1970-1973). The former factor tends

to shift the supply curve of housing to the right, and hence reducing
(Ph), while the latter factors tend to shift the supply curve to the
left, and hence increasing (Ph). Thus a dummy variable (Dh)5 is needed
to capture the net effect of these measures working in the opposite
directions with respect to the housing price ieﬁel. Then a lagged
dependent variable is added also in order to see whether the desired
pricing of housing i1s adjusted during the same period or not. So the

housing price level function may be specified as follows:

Ph_ = Ph (W, PB, E, MX, DReMX, Dh, Ph, _ (10)

1

5
Its value is one for years greater than 1969 and zero otherwise.
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where the signs of coefficients are: Phl, Ph2, Ph3, Ph4, Ph7 > 0 and

Ph5 < 0 while Ph6 can be negative or positive.
Money Supply

The best known money supply models which have a reasonable
theoretical analysis and plausable empirical results are the adjustment
ratio theories. The most important work in this area is that presented
by Friedman and Schwartz (41) and Cagan (16). The Friedman money supply

identity can be derived as follows:
Mi = meH 1=1, 2 (11)

where Mi is money and i denotes the definition of money; that is
currency outside banks plus demand deposits of the non-banking public
which is called (M1), and the Friedman's definition of money which
includes also time and saving deposits in addition to (Ml1). This money
broadly defined is called (M2). (m) is the money multiplier, and (H)

is the monetary base (high powered money) which contains currency
outside banks (cc) plus the Central Bank's liabilities to the private
sector including commercial bénks and economic govérnment institutions,
that is reserves (R) of commercial banks including their vault cash (V),
plus deposits of the private sector including economic government

institutions with the Central Bank (DC). Thus:
H=0CC+R+DC (12)
R=Rd+V (13)

where Rd is the deposit reserves of commercial banks with the Central

Bank. Then, since Ml = CC + DD, the multiplier is:
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ML  CC + DD
ml = — = ————————
H CC+R+DC

Divide the numerator and denominator by (DD); this gives

CcC
—+ 1)
Ml DD
ml = — = (14)
H CcC R DC
(—+—+—)
DD DD DD

or

ccC
(—+ 1)
DD
Ml = e H (15)
cc R DC
(—+—+—)
DD DD DD
For M2, the identity becomes:
cc
(—+1) H
TD
M2 = (16)
cc R DC
O Tb TD

where TD = DD + TS.

That is to say, the money supply is influenced by three sectors:
(1) the Central Bank has some control on the monetary base and some
control over the volume of commercial bank reserves; (2) the commercial
banks are hypothesized to have a desired relationship between reserves

and deposits, and hence they may determine the reserve-deposit ratio;
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(3) the non-banking public is hypothesized to have a desired relation-
ship between currency and commercial banks deposits, and hence the
public controls the currency-deposit ratio. They may control partly
the ratio (%%) (during the period 1962-1970) which denotes the public
preference (including government institutioné) td have deposits at the
National Bank of Libya, since it was the only national bank available
up to the end of 1963. Despite some foreign banks accepted to have a
Libyan partner establishing a new Libyan bank in 1964, some people
still preferred to deal with the commercial banking division (during
the period 1964~1970) which is-linked to the Central Bank of Libya.
During that time this departmént was not subject to the legal reserve
requirements, since it is under the control of the Central Bank. But
since 22 December 1970, thié commercial division is separated from the
Central Bank to be fully a commercial bank and subject to reserve
requirements. However, money deposits with the Central Bank did not
disappear, because there were still some economic quasi-government
institutions dealing.with it.

The multiplier itself is influenced directly by any changes in
the ratios of (%%), (5%), and (%%). Thus the most effect on the
multiplier is coming from the public's behavior through (%%) and
(%%) ratioé and from the commercial banks behavior through (%%) ratio,
while the central bank may have some influence on the (%%) and (%%)
ratios. Therefore, if the actual ratios differ from the desired
ratios, the three economic sectors mentioned above adjust the actual
ratios, and in turn these adjustments cause changes in the multiplier,
and the latter causes the same changés in the money supply, since

the money supply is a positive function of the multiplier.



81

In this stud& the (%%) ratio is likely to be considered as an
exogenous variable, because it is influenced mostly during the period
1962-1970, and wholly during thé later period, by those economic
government institutions who are imposed by government to deal with
the commercial banking division of the Central Bank (or the Central

Bank). But the other two ratios are endogenously determined.

The Currency—Depoéif Ratio

Now concerning the public beﬁavior in determining the cﬁrrency-
deposit‘ratio, it is assumed that this ratio is dominated by relative
movements in demand for currency and demand for deposits, as Boughton
and Wicker did (10, 409) since the supply functions of currency and
deposits are not important in determining this ratio. So once
individuals have decided through their demand functions for currency
and deposits, how much real balances of these components of money,
they are going to hold, they also have decided the proportion between
cash and deposits in which they are gding to hold theilr money balances.
Thé currency-deposit ratio may be influenced by the following factors:

1. As income increases demand fof money increases. But since the
growing acceptance of checks is expected as a country develops, so
the growth rate of deposits is expected to be faster than that of
currency. Then as the government sector and the business sector
become larger, the acceptability of checks has been widened. Thus it
is expected that the demand for demand deposits to have a higher
income elasticity than the demand for currency, which means an increase
in income tends to increase the demand for demand deposits relative to

currency and generate a decline in the currency-deposit ratio. Cagan
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has also indicafed that not only income growth reduces (%%) ratio if
the income elasticity of currency is less than that for DD, but also
urbanization may reduce the relative use of currency, as a result of
the spread of banking on one hand, and increasing familiarity with the
advantages of checking accounts, hence the banking habit on the other.
Urbanization works also in the other direction, that is, '"the impersonal
nature of urban trade discourages the use of checks and credit."
Therefore Cagan (16, p. 128) argued that 'these two supposed effects of
urbanization on currency demand work in opposite direction and there is
not a priori basis for expecting their net effect to work one way or
the other".

2. Another factor affecting the (%%) ratio is the relative cost
of making exchanges with the two components. Neither earns any interest,
therefore if there is implicit interest or benefit on demand deposits,
this interest or benefit may be felt by the asset holder only. Holders
of demand deposits may have an expected loss rate or benefit rate, by
which they are discouraged or encouraged to hold an asset. That is an
increase in the expected loss rate leads to diminish the attractiveness
of deposits, and hence a shift may occur from deposits to currency,
thereby increasing the currency-deposit ratio. An attempt was made by
Cagan in calculating the expected loss rate based on the past exper-
ience and some average of past loss. But this approach is not adequate
as is recognized by Cagan himself (15, p. 320). In the case of Libya
no loss has been occurred during the period, but the inefficient
services offered by banks may cause a high cost for holders of demand
deposits. This cost may be explained as the income foregone during

the time a check is cashed, which takes sometimes one hour or more.
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However there 18 no way to measure such a cost except by collecting
data from customers which are not yet available. However, the com-
petitive rate of interest on demand deposits calculated by Klein

(61, p. 936) is considered in this study as follows:

R
rdl = rs (1 -~ — ); where DCO = DD - DC; (17)
DCO
R
rd2 = rs (1 - —— ); where TDCO = DCO + TS; (18)
TDCO

where rs is the rate of interest paid on time and saving deposiﬁs. (rs)
has been fixed at 47 as maximum sinée July 1963. Thus, Klein hypothe—A
sized that commercial banks do pay interest payments on demand deposits,
despite it being announced that such interest is prohibited. This
hypothesis 1s supported by the empirical study of Teixeira (102, p. 42) in
the Brazilian economy. So the interest rate on demand deposits (rdl)
shall be calculated according to the above equation and it is expected
to be negatively related to the currency-deposit ratio. That is, an
increase in the rate of interest on demand deposits leads to increase
holding of these deposits, and the latter means a decrease in the
currency-deposit ratio. However, if the expected loss rate incurred by
the holders of demand deposits exceeds the implicit interest rate on
demand deposits (benefit rate), a decrease in holding of demand deposits
may occur, and the latter means an increase in the currency-deposit
ratio.

3. It has been also argued that changes in the distribution of
income may affect the currency-deposit ratio because different income

groups have different preferences for money components. It is observed
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that in less developed countries most wages and salaries are paid in
cash. In addition the wage-earners are low income earners, consequently
the level of their savings is negligible if there is any, therefore

they do not tend to have checking accounts with commercial banks. Thus
for these people, currency holding may be the only media for transaction
purposes, and for other income groups currency holding may be the only
means of holding wealth (hoarding). Therefore it is preferable to
include a variable say the share of income paid as salaries and wages

to represent the degree of income distribution to capture those effects
in the currency-deposit ratio function. Other effects increasing
holding of currency are also the changes in military wages and salaries
which were found by McDonald (77, p. 326) to be important. But Cagan
(15, p. 317) indicated that this factor is not important, ''because new

entrants to the armed forces also experience a substantial reduction

in money income.'" This is true for developed countries, while it is

not likely that Cagan's argument be considered in the case of less
developed countries, especially if there 1s a high level of unemploy-
ment. An increase in the labor's share of income relative to that of
other factors of production, leads to increase the holding of currency,
hence the currency-deposit ratio.So the share of income (WY) going to
labor and employees must be positively related to the currency-deposit
ratio. But in the case of Libya, the positive sign may not be obtained
for two reasons: (a) moré than 507 of the GNP is contributed by the
oil sector which is a capital-intensive industry, (b) the government
forced its employees to open checking accounts with commercial banks

in order to receive their salaries in these accounts, therefore the

sign of (WY) variable may be negative, especially if all data are



85

available at the end of months. However, a dummy variable shall be
used to capture the government action in this respect, while with
respect to the first reason, the GDP of the non-oil sector, rather than
(Y) shall be tried also (WYP). The currency-deposit ratio function,
therefore, can be specified as follows:

cC Y CcC

(—) =¢C ( (-—)’ rdl, WY, (_) ) (19)
DD P DD t-1

where signs of the partial derivatives are: Cl, C2 < 0 and C3, C4 > O.

The Reserve-Deposit Ratio (é%)

This ratio is important for two reasons: (1) the Central Bank has
some control on this ratio as it can change its legal reserve
requirement rate which is an iﬁportant instrument of monetary policy,
especially in less developed countries; (2) it reflects the behavior
of commercial banks in adjusting their desired reserve-deposit ratio,
and with respect to the public, it reflects the confidence or lack of
confidence in the monetary authority. This is why Cagan and Friedman
and Schwartz explain changes in the reserve-deposit ratio in terms of
confidence in the banking system and not in terms of the cost of
holding reserves. Cagan (44, p. 27) discounted the cost of holding
reserves as an important explanatory variable of cyclical changes in
the reserve-deposit ratio. However it is preferable to have the oppor-
tunity cost that commercial banks incur by holding reserves, and it
may be calculated as the interest foregone as they could substitute
earning assets for these reserves, or using the same rate of interest

paid on those deposits subject to reserve requirements. 1In this
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study the competitive rate of interest (rd2) which is calculated
according to Klein's equation, is used in the reserve-~deposit ratio
function.

Another factor affecting the (%%) ratio 1s the ratio of demand
deposits to total deposits including time and saving deposits (%%),
because there are different legal reserve requirement rates on these
deposits; therefore an increase in demand deposits relatively more than
that of tiﬁe deposits tends to increase the reserve total deposit ratio
(%%) since the required reserve ratio for time and séving deposits (TS)
is lower than it is for demand deposits. But this relationship must be
negative when the reserve-demand deposit q;;) ratio is concerned, as R
contains reserves held against time deposits6.

Assuming a constant rate of reserve requirement, as the case in

Libya, the growth rate of reserves reflects the growth rate of total

deposits. Therefore this rate of growth is highly correlated with

6 . .
If the reserve requirement rate is o on time and savings deposits

and B on demand deposits (B > o) then the amount of reserves is:

R = aTS + BeDD = o(TD-DD) + BeDD ;

(a) .. R= aTD + (B-a)DD

-1
) G5 = alGD) + (B-a) = a2+ (8-a)
© () = a+ (B-0) CD)

Now taking the partial derivative of reserve deposit ratio with respect
to (%%) in equations (b) and (c), we get

R
3(ER) -2
from (b) '—g‘g—- = '“(%%) < 0
3(‘.]‘5)

R
Bﬁfﬁ) .
from (c) D - (B-a) > O since B > «

B(EEQ
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both reserves and deposits, hence with their ratio. That is, the
growth rate of reserves is positively related to the reserve-deposit
ratio.

Then the growth rate of reserves (GR) may be used as to improVe
the goodness of fit and to explain the trend of the fun;tion. This
variable is used by Teixeira (102, p. 44) in his study on the Br;;;iian

economy. Thus the reserve—-deposit ratio function may be specified as

follows:

R | DD R
(—) = RILR, rd2, GR, —, (—) ] (20)

DD , TD DD
where LR is the average of legal reserve requirements, and other
variables are as indicated abbve. While the expected signs for the
coefficients of indebendent variables are: R1, R3, R5 > 0, and R2,
R4 < 0. |

So in general thé multiplier and hence the money supply is a

negative function of the above two ratios7 while money supply is a
positive function of the monetary base which is under the control of

the monetary authorities. But the monetary base in Libya is not wholly

7 R CcC DC
i Denote (55) by A and (BB) by B and Bﬁ-by C, thus the multiplier

_ (B + 1)
=B +A+C0C)

Now by taking the partial derivative of m with respect to A and B in
turn, therefore:

as A, B, C < 1.

9_f_ﬂ.=._(_§__+__9.2__:_1_ < 01if A+ C

< 1
%  B+A+0)
and they were less than one in the whole period.
om _ =(8 + 1) <0
A 2

(B+ A+ 0C)
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controlled by the Central Bank, since it is affected directly by the
changes in net foreign assets of the Central Bank and the latter is also
affected by the different transactions in the balance of payments which
is under the control of other government agencies (other than the
Central Bank). Thus the monetary base is also considered as an

endogenous variable given by the following identity:

- - 21
H = CP_+ CG_+ NFA_ - NL (21)

where CP denotes claims on the private sector, CG denotes claims on the
government, and NFA denotes net foreign assets. NL is (other items net)
which turns to be net liability of the Central Bank's balance éheet.
Here it is likely to be noted that the (CG) and (NFA) variables include
the small amounts which the commercial banks hold. Thus to sum up the

main equations of the money supply mechanism are as follows:

Mi=miH i=1, 2. (11")
cc
(—) +1
Di
mi = (14"
cc R DC

(—) +—+—
Di pi Di

where D1 = DD and D2 = DD + TS = TD.

CC Y CcC
(—‘—) = Ci [ (—') ’ rdis WY, ("'—')t_ll (19')
Di P Di
, R - R
rdi=rs (1 -—), or rd2=r1rs (1 - —) (17,18)

DCO TDCO
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R DD R ‘
(—) = R{[LR, rd2, GR, —, (—) ] (201)
Di D Di
= - (21)
H, = CP_ + CG.+ NFA_ - NL,

The Supply of Output

0il production is the major contributor to increasing income in
Libya. Gross domestic ﬁroduct can be broken into (1) oil sector
production (0Y) and (2) nom-oil sector production (YP). The production
of crude oil is determined by the capacity of the foreign oil companies
during the first period (1962-1969) and by both oil companies and
government during the second period (1970-1977). The value of domestic
product in this sector is influenced by the quantity of oil produced
(QX), the effective price of oil exports in dollars (OPX) since payment
of 0il exports are in dollars, and the exchange rate of the dollar in

terms of the Libyan Dinar (ES). Thus the supply of the value of oil

output is as follows:
0Y = 0 (QX, OPX, ES, DRLP) (22)

where DRLP 1is the change in real credits given to. the economy; that is,
the government tends to encourage investment in the non-oil sector in
order to decrease dependency on oil sector, the change in credit
facilities given to the non-oll sector is growing faster than that
given to those companies providing services to oil producer companies,
and hence this leads to decrease utilized capacity of o0il producer
companies and increase the utilized capacity of the other sector.

That is, the oil output function is a negative function of the credit
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facilities. The expected signs éf the independent variables are
01, 02 > 0 and 03, 04 < 0. The desired output of oil is assumed to
be adjusted within the same period, since oil campanies and government
have a major_influence.on the (QX) and the (OPX).
Now then, concerning the production function in the non-oil

sector, it may be reasonable to assume the following production

function:

YP o
RYP = (—) = A (RMKP) oL
P

B (23)

where A 1s technological change which is considered to be exogenous,
RMKP is the real imports of capital goods to the private or non-oil
sector as proxy for capitals. L is the number of labor force, assuming
there is no unemployment. o« and B are the output elasticities with
respect to (RMKP) and (L) respectively. These two factors of
production are assumed to be sensitive to the conditions for profit
maximization which require that the marginal product of labor equals
the real wage and the marginal product of (RMKP) equals the ratio of
the real import price of capital goods to the output prices (E%K)_
Then taking the partial derivatives of (RYP) with respect to (RMKP)
and (L) in turn to get the marginal product of the two factors and
put them equal to ratios mentioned above, thus:

3 (RYP) a(RYP) PWK

- = — (24)
9 (RMKP) (RMKP) P

8Assuming a constant rate of growth in capital from domestic sources.
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3 (RYP) B (RYP) W
= (25)
oL L P

Therefore, the expansion path of the non-oil sector is obtained

by dividing marginal product of labor on the marginal product of (RMKP)

as follows:

4,
B (RMKP) P
— . = (26)
o (L) PWK

SO

While the total cost equation may be defined as follows:

TC = (W ¢ L) + (PWK ¢ RMKP) + FC (27)

Where FC 18 total cost of other capital stock and technological change
which is determined exogenously. Then following Otani and Park (86,
P. 171)9 in deriving a supply functidn of desired output which is a
function of real wage and import price of capital goods to domestic

price ratio, a neoclassical supply function of desired real output is

derived.

9Solving (26) and (27) for L and (RMKP), and substitute the results
in (23), so we get

— Fe)2 - B
[M].[M]

(RYP) = A B o
w( +-;) w(l + E)

Then we obtain the total cost function in terms of (RYP) and differ-
entiate TC with respect to (RYP) to get marginal cost and set the
latter equal to the price of output. Thus the supply of output has
the following form( 1log(RYP) = f(log P, log W, log PWK) where F1 > 0
and £f2, £3 < 0. The function is modified to contain real wages and
the ratio of PWK to the domestic price level, aiming to avoid the
problem of multicollinearity as indicated by Otani and Park.
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Then the import price of capital goods (PWK) can be broken into
(1) import price of capital goods in terms of foreign currency (PK)
and (2) exchange rate in terms of the home currency (E). That is, to

separate the effects of the exchange rate variable which is a monetary

policy instrument.

W PK
(RYP) =Y (—, —, E, DRLP, RYP1) (28)

P P
where DRLP is the change in real credit facilities granted to the public
as a proxy for the capacity utilization, since there are many factories
and other producer units do not utilize their full capacity because of
the shortage in skillful labor. This proxy is chosen because the change
in credit facilities can be safely‘taken as a proxy for the working
capital of the producers units, by which they may increase the utilized
capacity of these units. Therefore the output supply function is a
positive function of the change in real credit facilities. Then as it
is felt that there is unutilized cépacity of some degree, it is
reasonable also to assume that the desired real output may not be
adjusted within the same period, so the actual output may lag behind
the desired output, thereby a lag is introduced (RYP1l). Then (Yi) being
the partial derivative with respect to the ith argument, the parameters
signs are: Y1, Y2, Y3 < 0 and Y4, Y5 > 0. Then the discussion is

closed in this section by the following two identities:

GDP

1

(RYP)P + OY (29)

GNP

GDP - FY + IT - S (30)

Where GDP is gross domestic product of the whole country, GNP is gross
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national product, both in current prices, FY is income belonging to
foreign factors of production, IT is indirect taxes, S is subsidies.

FY, IT, and S are considered as exogenously determined.

The Balance of Payments (BOP)

Johnson (57,.p. 17) indicated that '"the usual approacﬁvto‘thé (BOP)
is to consider it as the difference between receipts . from and payments
to foreigners by the residents of the country excluding the monetary
authority".‘ Thus if there is a difference which is called (deficit
or surplus), it is the responsibility of the monetary authorities.

In Libya, until 1973 the amount of currency issued was wholly backed
by gold and foreign exchange assets. While in 1973 government
treasury bills were introduced toiconstitute not more than ten per cent
of the total currency issued. Therefore the change in net foreign
assets is reflected directly in the domestic money supply. If the
monetary base is considered as exogenous variable, then our model is
closed and there is no need for the‘monetary base identity (21) shown

in the money supply mechanism. But the change in net foreign assets is

considered as endogenous variable, since it is affected by factors other

than that of the monetary authorities, such different kinds of commer-

cial controls as tariffs, subsidies and quota. The effect of these

commercial conéggi;mis fo cre#ﬁe'é”éap betweén the internal and the
external prices of tradable commodities. That is, the restriction of
imports makes the external price of goods less than the internal price.
However, the monetary authority in Libya controls the exchange rate, so
that when the dollar was devalued twice in 1971 and 1973, the Libyan

Dinar was appreciated vis a vis the dollar, which may be considered
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as being the equivalent of an import subsidy leading to narrowing the
gap between external and internal prices. In short the balance of

payments identity is:
ANFA = NX - NM - NK (31)

where (ANFA) is change in net foreign assets, (NX) is net exports of
goods and services in the oill sector and denotes‘here the surplus
(positive), (NM) is net imports of goods and services in the non-oil
sector which is a deficit in the current accoupt'of the balance of
payments (negative), and (NK) is net capital outflow from non-oil
sector, so 1t is negative in the eﬁuation. It is likely to note that
errors and omissions are included in the net capital outflow. NX
variable is considered exogenous since it denotes net earnings of
foreign exchange which belongs to the government and dominated by it.
NK is also considered exogenous since the monetary authority is
applying exchange control on such transfers.

Then the net imports of goods and services can be broken down into

three main groups:
NM = MKP + MC + NS (32)

where (MKP) is imports of capital goods and intermediate goods by
the non-oil sector, (MC) is imports of consumer goods and (NS) the
net imports of services. Since most of the expenditures on services
comes from government and government institutions.on one hand, and

from Libyans traveling abroad, on which there is exchange con-
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trollo, on the other, thereby it is reasonable to consider (NS) as an
exogenous variable. While with respect to imports of capital goods and
consumer goods are left free in some degree to the private sector, and
hence these two variables are considered endogenously determined.
Imports of capital goods are mostly free of restrictions especially
those durable goods, while most of thé consumer goods are subject to
customs in different degrees, and some consumer goods are government
monopoly. Thus a tariff rate is appropriate to be an independent
variable in the impor;s of consumer goods function. Now then taking
into account the profit maximization principles and the above modified
production function of the non-oil sector, the following import function
of producer goods is derived:

MKP YP W  MKP

RMKP = (— ) =K [—, —, E, DRM2, ( —) ] (33)
P P PK P t-1

That is, real imports of capital goods to the non-oil sector is a

function of real gross domestic product in the same sector, the ratio
of nominal wage to the price of capital goods in foreign currency,

the exchange rate in terms of home currency, the change in real money
balances broadly defined, and the lagged dependenf variable, as it may
be believed, because of lower capacity of the available Libyan harbors,
that the desired level of imports of capital goods may not be adjusted

to the actual level within the same period. The change in real money

0The exchange control determines a maximum annual amount of
traveling allowance for pleasure, at L.D. 300 per person over 12 years
old and L.D. 150 per child of 12 years old or less. A higher traveling
allowance is permitted for businessmen. These quotas did not
change since the sixties. However early in 1980, the traveling
allowance was raised by 150 per cent.



96

balances 18 taken as a proxy for the assumed unutilized capacity in
order to reflect its presence in reducing imports of capital goods.
However the expected signs are: K1, K2, K5 > 0 and K3, K4 < 0. But
here it should be noted that the slope of the exchange rate variable
with respect to the dependéntvvariable must be corrected during the
second period which witnessed big changes and managed floating in the
value of foreign currencies. Thus the dummy variable (DE) may be used
in this respect, and‘it should also have a negative sign.

With respect to the demand for imports of consumer goods, assume
that such a function is based on the consumer demand theory. Therefore
the following form may be a satisfactory demand function for imports of
consumer goods in the case of Libya:

MC Y PMC MC

RMC=(—)=6G6[~—, —™, E, Tr, ( ——-)t—l ] (34)

P P P P .
That is, the imports of real consumer goods (RMC) is a function'of real
gross national product (RY), the ratio of foreign price'of imports in
terms of foreign currency to fhe domestic price level, the foreign
exchange rate in terms of home currency, the average tariff rate paid
on imports of consumer goods, and the lagged dependent variable as it
1s widely believed, for the same purpose mentioned above, that the
desired level of imports is not always equal to the actual level within
the same period. This assumption is also based on the fact that the
demand for consumer goods exceeds supply in many lines, so that there
is a need for buyers to expand considerable efforts to buy goods at
inflated prices. But with respect to the signs of the partial deriva-

tives of the dependent variable with respect to the independent



variables are as follows:
Gl, G5 >0 and G2, G3, G4 < 0

The dummy variable (DE) may also‘be used to correct the slope of the
exchange fate with respect to the imports of consumer goods, as we
did in the demand function for imports of capital goods.

Now to sum up, it is preferabie»to state the complete model and

trace the working of the model in the Libyan economy.
The Complete Model

The structural equations (the coefficient's sign is above. the

variable):

M1 + -+ - + + -
(1) RMl:= (7;) = m[RY, RM, RS, (RG or T), RMl,_;, DR, D76]

+ + - 4+ 4+ o+ o+ o+

(2) P, = P(Ph, PMC, DSePMC, E, DEE, MX, DV, Pt—l)

-+ o+

” + + 4+ o+ +
(3) Ph_ = Ph(W, PB, E, MX, DR*MX, Dh, Ph __,)
4+
cc - _ + cC
4 (— )t = C [ RY, rdl, WY, ( - )t"l 1
DD DD
- +
R +4 - + DD R
(5) (— )t =R [ LR, rd2, GR, —, ( — )t—l 1
DD TD DD

' + 4+ - ~
(6) (oY), = 0(QX, OPX, ES, DRLP)

W PK _ + +
@) (RYP)t =Y { (=), (— ), E, DRLP, RYP
P P t

-1 ]
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+ W - - +
(8) (RMKP), =K [ RYP, (— ), E, DRM2, RMKP __, ]
PK ‘
. PMC - +
(9) (RMC)_ =Y [ RY, (f;"'), E, Tr, RMC__; ]

The definitional equations:‘

(Pt - Peq)
(10) RM = —————
P
(Ph, - Ph__))
(11) RS =
Pht_l

(12) MS1 = mleH

cc
( oD + 1)
(13) ml =
cc, R, DC
Gp* o o
MS1
(14) MX1 =
(M51) 1964
R
(15) rdl = rs (1 - — )
DCO

(16) H = CP + CG + NFA - NL

(17) GDP = RYPsP + OY

(18) Y

(]

GDP - FY + IT - §



(19)

(20)

(21)

Y
RY = —
P

ANFA = NX - NM - Nk

NM = (RMKP + RMC)P + NS

where variables are defined as follows:

CC*

CP*

CG*

TD*

DCO*

DD*

DC
DD

E*

ES*

GDP

GR*

FY*

IT*

Lp#*

LR*

M1

Currency outside banks

Claims on private sectors (Central Bank)

Claims on government (Central Bank)

Total deposit liabilities of banks to the public
Deposits of private seétor at the commercial banks

Demand deposits of the public
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The ratio of private deposits with the Central Bank (DC) to v

demand deposits
Exchange rate index (1964 = 1.00) in terms of home currency

Exchange rate index of dollars in terms of home currency
(1964 = 1.00)

Gross domestic product = OY + YP

The growth rate of reserves (R), but (AGR) denotes the average
changes in (R)

Foreign factor's income ~

The monetary base (H = R + CC + DC)

Indirect taxes

Total credits to private sector (monthly average)
Legal reserve requirement ratio (monthly average)

Money supply = DD + CC



M2

RM2

MX1

ml

MC

NFA

NK#

NL*

NM

NS*

NX#

OPX*

(0)4

PB*

Ph

PK*

PMC*

PWB

PWC

100

Money broadly defined (M2 = M1 + TS)

Demand for real balances %}
M2
Demand for real balances 7

An ‘index of money supply M1) (1964 = 1.00)

Money multiplier %%

Imports of consumer goods

Imports of producer goods to the noﬁ—oil sector

Net foreigﬁ assets (central and commercial banks)

Net capital oﬁtflow in the non-oil sector (NOS)

Net liabilities of the Central Bank (other items net)
Net imports of goods and services in (NOS)

Net services and non-oil exports in (NOS)

Net surplus of the oil sector in the balance of payments
(net exports of goods and services plus net capital £low)

01il price index in terms of dollars (1964 = 1.00) -
Gross domestic product in the oil sector

The general price level, consumer price index, January
1964 = 1.00 ,

Price index of imports of building material in terms of
foreign currency (1964 = l.OO)

Price index.of rents and prices of houses and building
materials (Jan. 1964 = 1.00)

Price index of imports of producer goods in terms of foreign
currency (1964 = 1.00)

Price index of imports of consumer goods in terms of foreign
currency (1964 = 1.00)

Price index of imports of building materials in terms of home
currency (1964 = 1.00)

Price index of imports of consumer goods in terms of home
currency (1964 = 1.00) ’



PWK

Qx*

R*

rdl (rd2)
RG
RM
rs
Rs
RY
Sk

Tr*

TS*

Wk

WS*

WY*

WYP*

Y

YP
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Price index of imports of producer goods in terms of home
currency (1964 = 1.00)

Quantity of oil produced

Reserves of commercial banks (deposits with the Central Bank
plus their Vault cash)

The competitive rate of interest paid on DD (TD)

Actual real development expenditures spent by the government
The opportunity cost of holding money (the inflation rate)
The rate of interest on time and savings deposits

The rental price of money substitute

Real gross national product

Subsidies paid by the government

Average rate of tariff: total taxes on imports divided by
imports of consumer goods

Time and savings deposits

Average nominal wage = (%?)

Wages and salaries (component of Y)

The ratio of (WS) to (Y) .. WY = WS

Y
. WS
The ratio of (WS) to (YP) .. WYP = 5

Gross national product at current prices

Gross domestic product in the non-oil sector

where * denotes exogenous variable. There are also six dummy variables

defined as follows:

DR

D76

bv

Denotes uncertainty affecting demand for money, DR = 1 for
years greater than 1969 and zero otherwise

Denotes uncertainty affecting demand for money, D76 = 1 for
1976 and 1977 and zero otherwise '

Denotes big increase in development expenditures, DV = 1
for years greater than 1970 and zero otherwise
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Dh Denotes government actions in the housing sector, Dh = DV

DE Denotes big changes in the exchange rate and the exchange
rate floating DE = DV -

DS Denotes subsidies to some consumer commodities, DS = DV

Thus the complete model contains 21 simultaneous equations with
21 unknowns and 33 exogenous variables excluding the lagged dependent
variables. The endogenous variables are those shown on the left hand
of the 21 equations. The exogenous variables excluding the lagged

dependent variables are the following: RG, DR, D76, PMC, DS, E, DE,

DV, PB, Dh, WY, LR, CR, %’% , OX, OPX, ES, DRLP, W, PK, DRM2, Tr, %—% ,
rs, CP, CG, NL, FY, IT, S, NX, NK, NS, 5%5 )

Now to trace the working of the model, it is likely to start by
the major actual economic activity in the oil sector: suppose an
increase in oil expofts or oil prices, this will directly increase the
amount of gross domesticvproduct in‘the oill sector, which in turn gives
rise at the same time to an increase in the amoun; of net earnings of
foreign exchange (NX), hence the amount of foreign assets and the
government deposits at the Central Bank of Libya. But since oil
revenue is the major income.of the governmént, such deposits will
decrease as government spending is started, hence the monetary base
will directly increase which will lead to an increase in the nominal
money supply. As Libya depends mostly on imports, the pressure on
prices of tradable goods will be lower in some degree than that on
prices of nontradable goods (housing production). However both
prices will increase, and the 1atter may stimulate more investment
in the non-oil sector, so the Qutput'may also increase. The demand

for imports of capital goods may also increase. As the real income



103

increases it leads to an increase in both demand for real balances

and demand for imports of consumer goods. Demand for real balances

is also positively affected by the increase in the prices of housing
and negatively affected by the inqrease in the general price level.

But both increases in imports of capital goods and imports of consumer
goods lead to decrease the amount of net foreign assets of the country,
which in turn means a decrease in the monetary base and hence in money
supply. However the increase in real income leads to a decrease in
currency-deposit ratio which increases the money supply. In general
the oil shock spreads to all endogenous variables in varying degrees
(see Figure 1). The money market is in equilibrium when the demand for
real balances equals the amount of real money suppliéd.

In this model the monetary authority has four policy variables,
namely claims on government (CG), claims on private sector (CP), legal
regerve requirements (LR) and the exchange rate (E). With respect to
(CG) it is not wholly in tﬁe hands of the Central Bank, it can be
administered by both the Central Bank and the government. However
(CG) was negative during most of the period (net deposits) except
during the last three years (1975-1977) where claims on government
exceeds its deposits at the Central Bank.

0f interest is the fact that in an open economy the balance of
payments plays an important fole in determining changes in domestic
money supply. Foreign reserves increase when residents desire to
accumulate money balances faster than the rate at which monetary policy
actions and other domestic factors increasing the stock of money suppiy.
However this linkage between money market and the balance of payments is

obvious from those equations of both sectors. If it is assumed that
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the desired stock of money demanded is adjusted during the same period

to thé actual stock of money supplied, then, we may have the following

system of equations:

ud = PeE(RY, RM, RS, e) (35)
M° = meH (36)
md = u® , (37)
H=NFA+(CP+CGV—NL)=R+D (38)

where R is foreign reserves and D is the sum of credit creation by the
Central Bank. Consider also the assumption of fixed'exchange rate, so
such a variable is excluded from the system. Now putting the above

system in terms of growth rates, therefore:

GI"Id = GP + alGRY - a2GRM + a3GRS + e' (39)
cM® = Gm + GH (40)
a® = ovd (41)
GH = G(R + D) = —— GR + =2 GD (42)
R+D R+D
: R e 4D
. GH = 3 GR + 3 GD (43)

The coefficient (al) is the income elasticity of demand for money,
so it is expected to be positive, while (a2) is the opportunity cost
elasticity with respect to demand for money and expected to be negative.

a3 is the cross price elasticity of money and expected to be positive.
Thellatter two elasticities must be within the range of such independent

variables elasticities of demand for money.



CHAPTER V

DATA SOURCES ‘AND ESTIMATION

OF THE DEMAND FOR MONEY
Sources of Data and Derivation

Most of the monetary aggregates are taken from the International

Financial Statistics of the International Monetary Fund (IMF). Items

such as legal reserve requirements, time and savings deposits held by

the public are taken from the Economic Bulletin of the Central Bank of

Libya (C.B.L.). Such data are available monthly. Data of the balance
of payments, such as net exports in the oil sector, net services, net
capital outflow, and the changes in net foreign assets1 are taken from

both the Economic Bulletin and the Balance of Payments Book of the (IMF).

Total imports, production of crude petroleum for the whole period, and
the balance of payments of 1977 are obtained by a special request from

the Economic Research Division of the Central Bank of Libya, and various

issues of the Economic Bulletin.

The exchange rate as an index is calculated by the author for

lAs changes innet foreign assets (ANFA) which appears in the balance of
payments (BOP) statistics differs from that appearing in the consolidated
assets and liabilities of the banking system in Libya, it is preferable
to consider those data appearing in the latter source as it is felt that
this source is more adequate than the (BOP) data. Then to insure the

equality of the two sides of the (BOP), the difference is included in the
net capital outflow.

106
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each foreign currencyz. After wéighting, by their contribution to
Libyan imports, their indexes are used to derive the general exchange
rate index. It is calculated quarterly and annually from monthly
averages of absolute exchange rates of foreign currencies in terms of

home currency. ‘The imported-weighed index of exchange rate is:

T uMin
Eh=§—— Rih §=1,2...6; n=6
j (T™)

where TM is total imports and Mjh is imports of home country from
country j. Rjh is the price of one unit of currency j in terms of home

currency expressed as an index number relative to the base year and the

Mjh

z___=1.

3 ™

Data for imports of producer goods (MK)3 were calculated annually
for the period (1968-1977) by the author from different issues of the

Year Book of International Trade Statistics (United Nations) (ITS, UN),

while the data of the period (1962-1967) were taken from various issues

of the Annual Reports of the (C.B.L.).

2The exchange rates of six foreign currencies in terms of Libyan Dinar
(LD) are announced by the (C.B.L.) every working morning based on foreign

exchange rates in the international market vis a vis the key currency
for the (LD).

3The producer goods can be broken down into (K1) producers non-durable
goods, (K2) producers durable goods. Kl and K2 are calculated according
to the (SITC) code numbers with respect to Libyan data:

Kl =2+ (5~ 55) + (6 - 657 - 69);

K2 = (7 - 7191 - 7241 - 7242 - 7321).
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But the imports of consumer goods (MC) are obtained by subtracting
(MK) from (TM), that is MC = TM - MK. The breakdown of imports for
1977 is not available, so imports of capital goods (MK) during 1977 are
calculated as the average share during the three previous years.

Imports of capital goods by oil companies (OM) are obtained from
the balance of payments statistics and various issues of the Economic
Bulletin. Thus imports of capital goods by the non-oil sector (MKP)
are obtained by subtracting (OM) from (MK).

National accounts statistics, such as GNP, GDP, and their break-
downs are obtained from various issues of National accounts statistics
issued by the Ministry of Planning and Development. Actual development
expenditures data are also obtained from the Ministry of Planning and
Development. |

The value of total tramsactions (TR) is estimated according to
Lieberman (74, p. 307) as total debits to demand deposits (TDD) plus
currency outside banks (cc) multiplied by the demand deposits turnover
(TDD/DD). That is debits to demand deposits (adjusted for currency
transactions) are used to replace GNP as measure of transactions in order
to investigate whether demand for money is a transaction demand or an
asset demand model. Thus in mathematical form:

TDD
TR = TDD + CC

DD

Data on domestic price level and the housing price index are taken

from various issues of the Economic Bulletin. These data are originally
collected and calculated by the Census and Statistics Department in the

Ministry of Planning and Development. In fact these data represent a
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family study conducted only in the Tripoli City, but it is safe to
consider such data as representing the whole country. The weights used
from the family budget study to the price index are mostly devoted to
prices of foodstuffs, beverages and tobacco (37.2 per cent), and to prices
of housing (32.2 per cent), while of the other five items, three items have a
weight ranging between (5-10 per cent), and two items have a weight less than |
5.0 per cent. These data are available on a monthly basis, and the data used
in this study are the monthly average whether for the quarter or for the
year. The general domestic price level (P) is considered as the GNP deflator,
and its growth 1s used as the opportunity cost of holding momey.

Data of import duties (or custom revenues) (TX) are obtained from

a study on The Development of Public Finance (24, p. 23) for the period

(1962-1966) and from "Recent Economic Development in Libya of Years 1972,
1976, 1978" prepared by (IMF) (53), for the rest of the period. Most

of these data are given as for the goverment financial year which started
the first of April to the end of March. However the budget year was
changed to coincide with the calendar year as from 1974. Thus these
data given as for the budget years are transformed to be as for the
calendar year by the following identity:

TX (1962/1963) TX (1963/1964)
TX (1963) = X1+ X 3

4 4

Then the average tariff rate (Tr) is obtained by dividing (TX) by
the amount of imports of consumer goods. That is because most imports
of producer goods are exempted from import duties as a government policy

to encourage domestic production.

The o1l price index (OPX) of crude exports is obtained from the
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International Financial Statistics of the (IMF), Page for Libya. The

base period of this index is 1975, but for homogeneity with other indexes
used in this study, its base period is changed to 1964. This index
represents the foreign price of crﬁde 0il in dollars. The import price
index of consumer goods (PMC) is calculated as the average of: (a)
average unit value index of food exports from developed economics which
is obtained from the (ITS, UN), Year Book 1977; (b) average of manu-
factured unit value index of the main countries contributing to imports
of Libya weighed by the countries shafe of imports. That is, PMC =

(a + b)/2; while the import price of capital éoods (PK) is obtained from
various issues of Yeaf Book of (ITS, U.N.). That is to say the price
index of machinery exports of developed economies is considered as a
proxy for the price index of imports of capital goods. 1In this study
there is é need also for the price index of imports of building materials
(PB), and the price index of manufactured goods calculated in (b) above
is considered as a proxy for such index, because many items needed for
building and construction are found under this category.

But it is likely to note that all these indexes mentioned above and
which are borrowed from the foreign sector, are not evaluated in domestic
currency, therefore, they must be multiplied by the exchange rate index
of the Libyan Dinar to reach the price index of imports in domestic
currency. However, for the purpose of showing the effect of the exchange
rate as separate in order to evaluate this tool of monetary policy, those
mentioned price indexes are left to reflect foreign prices of imports in
foreign currencies.

Concerning the labor force, the ministry of planning and development

issued four estimates for the years 1964, 1971, 1973 and 1975, so the
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other estimates are interpolated on the basis of changes in actual
economic development expenditures. As 1t 1is believed that the shift in
demand for laborvis dominated by changes in economic development expen-
ditures.

A major limitation from estiméting the model by quarterly data is
the fact that most of the varibles are available.only in the annual basis.
However, it is my belief that demand for real balances 1s very important
in this study. This belief is based on the fact that demand for money
has a strong relationship to the balance of payments én one hand, and
that the supply of money is automatically issued according to the avail-
ability of foreign exchange assets on the other. Therefore, an interpol-
ation is made for those variables needed for money demand function and

not available quarterly such as the GNP and the actual development

expenditures.
Interpolation of Quarterly Data

When a relationship between tﬁo variables is found to be strong and
significant one can use a linear interpblation formula to interpolate for
quarterly data of that variable whose annual data is available, and use
its strong relationship to the other variable whose quarterly data is
observable. So on the basis of such relationship it is reasonable to
assume that the intrayear movements in these two variables are similar.
Using a similar formula according to Madalla (76, 206) and assuming Y

is the variable to be interpolated and X is the related variable which

is observable quarterly, then:

TY = (Y - Yt)/4;

t+ 4

Yo, =Y, +TY
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+ 2 = Yt + 2TY;

+ 3 = Yt + 3TY;

=(X

g 14<)c;<)

£+ 4 " X4

= Xt + TX;

PP

t+1

>

£+ 2 = Xt + 2TX;

Y

e+ 3" XT + 3TX.

Since the value of X is observable in each quarter, the errors com-
mitted in the linear interpolation of X becomes obvious (Xi - Xi). Then
using (TY/TX) as weight, the errors committed in the primary estimate of

Y can be corrected by the following equation:

A

. X | :
Yi = Yi + TY/TX (Xi - Xi) i=t+1, t+2, t+3

That is by using the-weight (TY/TX =vAY/AX), it means also that
variable Y will share the error committed in the primary estimate of X
by the same strength in its relationship to variable X.

In this stndy gross national product (Y) is interpolated in the
same manner. The income identity is Y=C + I +G - & -'¥), but since
most of the consumption and investment goods come from imports and in
the same time government expenditures and most parts of investments are
financed from the earnings of oil exports which accounts for 99.9 per cent of
the total Libyan exports, so it is reasonable to consider the sum of

ey

total merchandise imports and total oil exports Q() as a proxy for the

o e o s e e N

sum of (C + I +G), consumption, investment and government expenditures.

A correlation of O. 9966 is found between Y and}( which means a strong

e

relationship between these two variables. Thus when the change in (Y)

is regressed on the change in Q{) it is found that
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AY = 70.279 + 0.940 AX;
(42.136) (0.018)"
R? = 0.904; D.W. = 1.776; S.D. = 135.343

This regression is free of serial correlation based on the Durbin-
Watson (d) statistic. Thus the change in (X) explains 90.4 per cent of those
changes in (Y), and therefore Y can be interpolated safely since the
related variable (X) is available and observable quarterly.

It is found also that the actual development expenditures (G) is
related to the money supply (broadly defined) (M2), that is the corre-

lation between (G) and (M2) is 0.992 and the first difference relation-

ship is:
AG = -4.661 + 0.845 AM2;
(26.890) (0.174)
R = 0.619; D.W. = 2.475; S.D. = 75.171

The regression is free of serial correlation based on the (d)
statistic. Therefore the changes in money supply, broadly defined,
explains 62 per cent of those changes in government actual development expen-—
ditures, thereby the quarterly data of (G) can be interpolated as the

related variable (M2) which is available and observable quarterly.

Testing Measures Used for Estimate Evaluation

Now since this chapter and the following chapter are devoted to
estimate the coefficients in each equation. The model is estimated for

the period 1962-1977 on quarterly basis with respect to money demand

Those numbers between parentheses below the coefficients are the stan-
dard error of that coefficient.
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functions and on annual basis with respect to the whole model. This

is due to the limitation that most of the variables are not available on
a quarterly basis. However, estimating the money demand function with
quarterly and annual data may show whefher this limitation so one may
spend more efforts to obtain the quarterly data even by interpolation.
The SAS program5 is used to estimate the model by the (OLS) technique.
Each equation is estimated in linear and log-linear form.

With respect to testing the equation chosen to be included in the
whole model, the following steps are considered:

1. The explanatory power of the regression is measured by the
multiple correlation coefficient adjusted for degrees of freedom (ﬁz)
(65, p. 365).

2. The t-value shows whether the coefficient estimated is signifi-
cant or not. As there is only sixteen observations to be used in this
study, the estimated coefficient is statistically significant at the 5%
level if the t-value exceeds 2.11, or 2.12 if there is a loss of one
degree of freedom because of one period lag. However the standard
errors, and not the t—values6 are presented in parentheses below the
estimated coefficients. This is convenient for those desiring to test

others hypotheses.

- The Durbin-Watson (DW) statistic is investigated whether

5A User's Guide to SAS, 1976 was used, which is prepared by A. J. Barr,
J. H. Goodnight, J. P. Sall, and J. T. Helwig.

It is easy to calculate t-~value as follows:

b
t=—
Sb

Where b is the estimated coefficient and Sb is its standard error.
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there is serial correlation or not7. But this test was designed for
one single equatidn model where there is no lagged dependent variable.
Thus if the regression contained lagged dependent variables, Durbin
(33, p. 419) developed alternative test which is called the Durbin h—fest.
If the higher degree of autocorrelation is desired, Godfrey (45, p.
1308) developed an interesting test for serial correlation in regres-
sions with a lagged dependent variables. Concerning this study the
Durbin h~test is satisfactory since the number‘of observations is small.
4. The ratio of absolute mean error to the mean of dependent
vériable (AME/Y) 1is calculated to see how large is the error and hence
how good is the equation for ecomomic forecasting. The mean absolute
percentage error (MAPE) is also used for the same purpose. The standard
error is another measure for the equation to be preferred on another.
However this measure is reported with each equation as (SD) in order to
be recognized from standard error of the coefficient on one hand, and to
follow the SAS program notation on the other.

Thus the above four steps are studied carefully for each equation,
and the equation which gains a higher ﬁz and t-value and lower (AME/Y),
(MAPE) and (SD) 1is accepted in the complete model.

The model 1is estimated by the ordinary least squares (OLS) tech-
niques as a first stage. But since the complete model is a simultaneous
system of equations, so using (OLS) in estimating the parameters of this

model ylelds estimates which are blased and inconsistent. Thus two stage

When there is no conclusive evidence of serial correlation a par is ap~-
peared above the p (p). If the equation 18 corrected for such correlation,

a star is appeared above the dependent variable, and the used (pl) is
reported.
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least squares (TSLS)8 procedure must be used as it yields a superior
result, that is the estimates of the parameters are biased but consistent
(65, p. 562).

Last but not least it is unlikely to ignore the revolutionary
change in the economic system of the country from a conventional one
during the first period (1962-1969) to a growing socialistic economic
system during the second period (1969—1977).. 0f interest is the fact
that each period may have different‘estimates for each function of the
whole model. 1In addition, éach period may show the relevant independent
variables for each function. Therefore a new information may be obtained
from these periods analysis, showing the economic behavior development

of the Libyan people during the whole period, and which_may Justify the

extra double time of work spent and the doubled cost of computer services.

Demand for Money Estimation

‘Concerning money narrowly defined as demand deposits plus currency
outside banks (Ml) and broadly defined as MI plus time and saving

deposits (M2) then demand for money is estimated according to the

following equation:
RMI = f [ RTIR or (RY), RM, RS, RC, RMII, DR, D76 1

Where RMI is demand for real money balances, RTR is the real trans-
action, RY is the real gross national product, RM is the opportunity

cost of holding money, RS 1s the rental price of money substitutes

(housing), RG is government real development expenditures, RMIT is the

8(TSP) programis used for estimating the model by the (2SLS) procedure,
as it has a simple procedure for correcting serial correlation.
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lagged dependent variable or real ﬁoney balances in the previous period,
DR is a dummy variable indicating uncertainty arising from the banking
system during the second period, and D76 is also a dummy variable indi-
cating uncertainty arising from the nationalizing some buildings late in
1975.

With respect to RMI an experiment is done for investigating the
relevant proxy for income. It is found when RTR is used most of the
other independent variables become insignificant. While when (RY) is
used as independent variable most of the other independent variables
becomes significant at 5per cent level except RG at 15 per-cent level.
Their standard errors become lower. R2 is iﬁproved and the standard deviation

(SD) of the regression is reduced. Thus within the linear format of demand

for RMl the empirical evidence in Libya has tended to favor the asset
demand for money which is supported by Friedmand and Meltzer.

Thus the results of estimates are:

RML = -20.329 + 0.170 RY - 171.376 RM @
(6.675) (0.021)  (50.885)
+ 66.553 RS - 0.114 RG + 0.484 RM11

(16.570) (0.071) (0.061)

+ 28.157 DR + 45.393 D76;
(7.744) (10.436)
R% = 0.999; h = -1.271; SD = 6.916
All independent variables have the correct signs, and the regression

is free of serial correlation according to the (Durbin)h test (since the

equation has a lagged dependent variable) (33, p. 419) where
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~ n
h = pl

1-n var (B)

where var (B) is the variance of the coefficient of the lagged dependent
variable.

All independent variables are highly significant at the 5 per cent level
except the proxy for technological change variable (RG). Now concerning
(RM2) an experiment is done to include real value of transactions,
instead of real income, but none of the variables are significant at all.

It is found also that (RG) as a proxy for technological change is
not significant, in addition that RS and DR have a low level of signifi-
cance. Better results are obtained when time is used as a proxy for
technological change as done by Lieberman (74, p. 325) who said "A time
trend would measure the mean rate at which new cash management tech-

niques reduce money balances'. When time is included the results are

as follows:

RM2 = -6.031 + 0.210 RY - 155.618 RM + 68.450 RS (1.2)

(10.058) (0.019) (70.169) (22.489)

- 5.394 T + 0.416 RM21 + 42,090 DR + 29.496D76
(2.601) (0.066) (12.285) (14.011)

®2 = 0.998; h = -1.442; SD = 9.675

Where RM2 1s real money balances broadly defined, RM21 is the
lagged dependent variable, and other variables are as defined above.‘

The regression is free of first order autocorrelation, based on the
Durbin-h test. All coefficients of independent variables are significant

at higher levels and have the correct signs. However the intercept
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coefficient 1s not significant.

Concerning the logarithmic form, a semi logarithmic form is used
because the variables RM and RS have some negative values. The same
thing was done by Klein (61, p. 939). The estimates of demand for RML in

its semi log linear form are obtained as follows:

LRMl = -2.338 + 0.845 LRY -~ 0.862 RM + 0.211 RS (1.1)

(0.384) (0.109) (0.283) (0.085)

-0.0004 RG + 0.377 LRMI1 + 0.124 DR

(0.0001) (0.084) (0.050)

®% = 0.998; h = 0.117; SD = 0.039

Where L is a prefixto thevariable to denote that the amount of the
variable is in log-value, that is LRML is the log of RMlL.

First of all it should be noted that D76 is not significant, the
reason it is omitted from thé eQuation when semi log linear form is used.
All other independent variables are highly significant. This equation is
also free of serial correlation according to Durbin h test. ‘Here it
should be noted also that when the log value of real government expenditure
on economic development is used instéad of the absolute value its coeffi-
cient is neither significant nor of the correct sign.

The experiments on demand for RM2 are done to different regressions

and the best results are obtained in the following regression:

LRM2 = -1.568 + 0.802 LRY - 0.831 RM + 0.240 RS (1.21)

(0.228) (0.090) (0.256) (0.075)

+ 0.279 LRM21 + 0.171 DR

(0.082) (0.043)
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R2 = 0.999; h = -1.614; SD = 0,035

el

This regression is free of serial correlation. The technological
change variable is omitted, since it is found insignificant and with a

wrong sign. While the other remaining variables are significant at a

higher level.
Demand for Money (Disaggregated Model)

Disaggregated model of demand for money is defined as demand for
real currency (RCC), real demand . deposits (RDD), and real saving and
time deposits (RTS), using the q&he independent variables of the aggre-

/

gated model.

Now it is likely to investigate the disaggregated model of demand
for money in order to see if there is any more information (can be
reported) which the aggregated model of money demand does not obviously
show.

Some experiments were made to obtain the best fit, of demand
functions of currency (RCC), demand deposits (RDD) and time and savings

deposits (RTS). The following regressions are the most plausible ones

that we have found:

9

RCC = -20.183 + 0.022 RTR1® + 36.374 RS (d1)

(6.855) (0.003) (14.226)

+ 4.736 T + 14.144 DR + 21.073 D76

(1.470) (8.246) (9.598)

9 .
One is added to the variable to indicate the lag of one period.
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R? = 0.993; D.W. = 1.689; p = 0.134; SD = 6.444

LRCC = -1.317 + 0.289 LRIR + 0.223 RS (d1.1)

(0.659) (0.113) (0.107)

-0.0004 RG + 0.835 LRCCl9

(0.0003) (0.061)

=
i

0.996; h = -0.610; SD = 0.054

RDD

-18.278 + 0.121 RY - 183.686 RM + 63.133 RS (d2)

(4.920) (0.011) (50.507) (16.771)

+ 0.182 RODI + 34.009 DR + 31.766 D76

(0.073) (7.535) (9.838)

&2 = 0.997; h = -0.925; SD = 7.068
LRDD = -4.865 + 1.397 LRY - 1.477 RM (d2.1)
(0.492) (0.083) (0.479)

+ 0.479 RS ~ 0.0006 RG + 0.400 DR

(0.145) | (0.0003) (0.068)

-2 -
R™ = 0.996; D.W. = 2.313; p = -0.238; SD = 0.068

RTS = 6.206 + 0.073 RY - 4.054 T (d3)
(3.090) (0.006) (0.791)

-24.794 D76

(5.372)

-2 -
R™ = 0.979; D.W. = 2.312; p = -0.162; SD = 4.343
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LRTS = -1.332 + 0.404 LRY + 0.617 LRTS1’ (d3.1)

(0.828) (0.211) (0.214)

R% = 0.914; h = 1.506; SD = 0.222

It is found that the regression of demand for real currency is more
plausible when the real value of total transactions is used as an
argument, while when real income is used all other independent variables
become insignificant. This means that the currency demand function in
Lybia is a transaction demand model which is presented in Baumol (7)
and Tobin (103). This is obviously shown in both forms linear and semi-
log linear equations.

It is interesting to note that the lagged amount of real trans-
actions (RTR1l) shows a higher level of éignificance than that of the
current value. The time trend has a.wrong-sign in equation dl. While
the current value of real transaction is used in the semi-log linear form
most independent variables show a reasonable level of significance. It
is found also that the opportunity cost of holding currency (RM) is
insignificant at very high level in both estimated forms. This is the
reason why it is omitted from the currency demand function. This
omission is reasonable since those who are holding currency either for
the purpose of transactions as those of household and small business
firms, or for precautionary purposes in the form of hoardings as those
savers who are not familiar with the banking habit on one hand or because
of the lack of confidence in banks on the other.

With respect to the demand function for real demand deposits, it is

found that real income is more appropriate a variable than that of real
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value of total transactions. This result is expected since the trans-
actions between people and business firms are not settled by checks.

In addition, even the government institutions such as Electric Power
Corporation and revenue department do not accept checks from persons

or firms except if such checks are guaranteed by banks on which they are
drawn. Thus most of such demand deposits are held by a limited number
of medium and large commercial industrial and real estate firms of both
a government‘and private sectors, mainly for transacting business among
themselves and for covering letters of credits issued by banks for
imports. So it seems that the demand function for real demand deposits
i8 dominating the demand function for RM1l, (the aggregate model) with
respect to its sensitivity to changes in real income rather than in real
tranéactions. This is why the demand function for RMl is an asset demand
model which was reported above, despite the fact that demand function
for currency is a transactions demand model. This is one piece of
information being gained from analyzing a disaggregated model.

The dummy variables DR and D76, if they are representing uncer-
tainty in the case of individual personé and private business sector,
are representing also the great expansion of government sector in
economic activities during the 1970's and the shift of business from
the private sector to the government sector. Thus the positive signs
for the coefficients of DR and D76 aré correct in both demand functions
for currency and demand deposits. However if the private sector demand
function for real demand deposits can be separated, then DR continues
to have a positive sign reflecting the expansion of the private sector,
while D76 should have a negative sign reflecting the contraction of the

private sector economic activities. Here it seems that the semi-log
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linear regression does explain this situation more accurately, as the
variable D76 is insignificant and irrelevant when it is added to
regression (d2.1), so it is omitted.

Now concerning the demand function for time and saving deposits, it
is found that the opportunity cost of holding such assets is not signi-
ficant and has the wrong sign. However the fixed rate of 4% given by
commercial benks covers at least about 78 per cent of the average
inflation rate (5.13 per cent) during the period 1962-1977. However the
positive sign for (RM) may be interpreted as the high rate of inflation
which leads holders to shift a part of their demand deposits to time
deposits in order to reduce the harm of inflation. This is true because
most of such.time deposits belongs to those medium and big firms and
institutions participating in economic development activities, especially
those of government.

Individuals may prefer to hold savings since it earns the same
rate of interest, and this interest is exempt from income tax. The dummy
variable D76 representing uncertaintf with respect to holding of such
deposits, which is developed during 1976 and 1977, is significant and
relevant in the linear form (d3), while it is at lower levels of signi-
ficance in the log~linear form, the reason it is omitted. However it
has the correct negative sign, that is such uncertainty leads to reduce
these deposits. The linear demand function for real time and saving
deposits (d3) is plausible if coﬁpared with that of the log-linear form
(d3.1).

The time trend in equation (d3) is highly gignificant and has a
negative sign. But this negative sign should not be taken as the appro-

priate sign of the technological change proxy. It is my belief that this
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sign should be positive as the technological change leads to reduce the
cost of managing cash and the cost of the banking activities in general,
and hence. the latter will induce bankers to increase the rate of interest
or other facilities to attract more time and saving deposits. But in
the Libyan case this negative sign of time trend in equation (d3) denotes
(a) the increase in investment opportunities, which leads to shift funds
from time deposits to investments in different fields on one hand and
(b) the increase in credit facilities to individuals for building
houses, which also leads to decrease the level of savings.

Now to sum up, more analytical Information is given when the
demand functibn for money is disaggregated. But the estimated regressions
of this disaggregated model show a higher mean absolute error to the

mean dependent variable which is calculated as:

1 .
RS

According to Klein (64, p. 40) who used the absolute mean percentage
error (AMPE), such percentage is still very high in the disaggre-~

gated model. This percentage is calculated as follows:

n

| 1 (Yi - Yi)
MAPE = — _ . 100
Yi

i=1

However both measures are accurate, but the first measure is easier
as it needs less calculations. In addition the second measure may be
affected, in case of a small number of observations like ours, by the

first observation 1f it starts at a very low amount such as in the case
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equation (d2) as its (MAPE) decreased from 10.6 per cent to 5.3 per cent
when the error of the first observation is ignored.

Table VII summarizes the different types of errors in order to
evaluate the comparison between the aggregated and disaggregated money
demand models. As shown in the tabie the more the model is disaggregated
the more percentage of error will be. This is true also if the standard
deviation of the regression 1s considered as a measure for selecting the
plausible model. The lowest (MAE/?) is in demand function for RM1l, as
it amounts to 1.66 per cent, while that of (RM2) amounts to 1.71 per cent.
But if (MAPE) is considered (RM1) has a higher percentage error 4.0 per cent
compared to 2.4 per cent of RM2. This higher error comes mostly from the
error of the first observation which if it is ignored the (MAPE) will equal
2.7 per cent, or close to that of (RM2). This is why it is preferable to
depend safely on the first measure, that is the rate of the mean abso-
lute error to the absolute dependent variable ‘mean. However both demand
functions for RM1 and RM2 are plausible, and either one used for the com-
plete model, will give more plausible results with less expected errors
if it is compared with disaggregated model of demand function for money.
However those two selected eqﬁations (1and 2) are free of serial correla-
tions according to Durbin h-test, despite that this test is valid when the
sample is large, that is D-h, n > 30, aﬁd that of D.W. test when there
is no lagged dependent variable valid when the sample is greater than
fifteen observations. In the case of developing countries where the number
of observations is small, it was éuggested that 1f the sign of residuals
is changed in the regression four times or more, then this regression
can be considered as free of autocorrelation (34, p. 23). So if

this criteria is also considered, our two regressions mentioned above
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A COMPARISON BETWEEN AGGREGATED AND DISAGGREGATED MONEY DEMAND FUNCTIONS

USING DIFFERENT MEASURES OF ERROR (ANNUAL DATA 1962-1977)

M. Demand Function SD MAE MAE/Y  MAPE RMSE RMSE/Y
% % %
1 - RMI 6.916  4.005 1.66 4.00  4.724 1.96
2 - RCC 6.444 4434 4.56 8.38  4.991  5.13
3 - RDD 7.068  4.475 3.10 10.60  5.162 3.58
4 - RTS 4.343 3,110 8.79  13.36  3.884  10.97
5 - RM2 9.675  4.758  1.71  2.40  6.610  2.37
6 - LRCC 0.054  0.033 0.76 0.96  0.044 1.03
7 - LRDD 0.069  0.040 0.89 0.98  0.053 1.18
8 - LRMI 0.039  0.012 0.24 0.48  0.029 0.56
9 - LRTS 0.224  0.086 2.57 5.46  0.199 5.98
10 - LRM2 0.035  0.021 0.39 0.41  0.027 0.51

SD = standard deviation
gAE = mean absolute error
Y = dependent variable mean

MAPE = mean absolute percentage error
RMSE = root mean square error

are free of serial correlation.

But since we get a high valuye of'Rz for

both equations (0.999), despite that t-value is not very high even if it

is significant at high levels, the reason that_leads to the belief that

some degree of multicollinearity is present in these two regressions.
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However according to Klein's (64, p. 208) suggestion that multicolli-
nearity is harmful only when the sample correlation between two inde-
pendent variables is equal or greater than the multiple correlation of
the regression (r2 2 Rz). If this is acceptable, then multicollinearity
in our equations is not severe or harmful since the highest r2 is 0.989
in regression (RM1) between RY and RG, and 0.975 in regression (RM2)
between RY and RM21, which is lower than R2 in both regressions.

But Kmenta (65, p. 389) indicated that (r2) can be used as a measure
of multicollinearity in the case of models with two explanatory vari-
ables, and when explanatory variables exceeds two, 'the measurement of
the degree of multicollinearity becomes more complicated.”

A glance at Table VII shows that the choice of the best equation of
demand for money becomes very easy ;S'all those equations of the aggre-
gated model have a lower percentage error than 5 per cent which is
considered plausible (8, p. 185). However those equations estimated in
semi-log linear form show a percentage of less than one percent; it is
0.24 per cent and 0.39 per cent for LRM1 and LRM2 respectively. But

whether we choose the demand function in its linear form or semi-log

linear form may depend on forms of other equations in the whole model.
Demand for Money (Quarterly Data)

All regression tests which were run with annual data, were estimated
using quarterly data during the period 1962-1977. The results of the

demand function for real money balances narrowly defined (RM1) are:

RM1L = 1.297 + 0.041 RY - 140.329 RM + 57.952 RS  (1,Q)

(4.413) (0.012) (74.474) (33.437)

+ 0.150 RG + 0.630 RM11 + 20.279 DR = 27.107 D76



129

(0.058) (0.067) (7.109) (9.242)

R% - 0.994; D.W. = 2.260; h = -1.230; SD = 14,577

This equation shows that the intercept coefficient is statistically
insignificant, while other coefficients of independent variables are
significant except those of RM and RS which are significant at only 10
per cent level. The technological change proxy is significant but it
has a wrong sign, which is an opposite result if it is compared with that
regression using annual data, as this proxy is significant at lower
levels (15 per cent) and has the correct expected sign. However if the
regression is estimated without the intercept, the significance of all other
coefficients are increased, Rzis increased, SDis reduced, but the coeffi-
cients of RM and RS are still not significant at 5 per cent level.

The results of demand function for money broadly defined (RM2) are

the following:

%
RM2 = -7.217 + 0.069 RY - 247.057 RM + 91.101 RS (2,Q)

(2.907) (0.009) (70.103) (30.788)

+ 0.781 RM21 + 6.993 DR + 10.093 D76

(0.036) (4.785) (6.680)

R% = 0.995; p = -0.417; h = -2.923; SD = 14.662

This equation is corrected for serial correlation whose existence is
based on the Durbin h test. The technological change proxy is omitted
since it is insignificant. In addition, DR and D76 are only significant
at a lower level, while the rest of the independent variables are
statistically significant at a reasonable level. The same regression

using annual data is superior to regression (2,Q) as it shows a high



130

level of significance including the technological change proxy (time
trend).
But if these demand functions are estimated in the semi-log linear

form, then the results are as follows:

]

* ' ~
LRM1 = ~0.407 + 0.183 LRY - 1.285 RM (1.1,Q)

~ (0.105) (0.039) (0.229)

+ 0.284 RS + 0.845 LRM11 + 0.036 DR
(0.100) (0.035) (0.020)

R”™ = 0.997; p = -0.489; h = -3.949; SD = 0.049

LRMD = -0.183 + 0.201 LRY - 1.274 RM + 0.356 RS = (2.1,Q)
(0.253) (0.041) (0.220)  (0.096)
+0.012 T + 0.762 LRM21 + 0.042 DR
(0.013)  (0.061) (0.019)
R% = 0.998; o = -0.445; h = -3.586; SD = 0.046

The variable DR in equation (1.1,Q) is not significant at a
reasonable level and D76 is omitted as it is found statistically
insignificant at all in both equations. The intercept is also insig-
nificant in equation (2.1,Q). Neither equation was free of serial corre-
lation, so each was corrected by non-linear least squares and the
results are shown above. However the corresponding regressions
which are estimated using the annual data are preferable since all
their independent variables are highly significant. This is also the

case if the comparison 1s applied on the disaggregated model which is

shown and summarized in Table VIII.

Here {t should be noted that the Godfrey (45) test for higher order



TABLE VIII

MONEY DEMAND FUNCTIONS DURING THE WHOLE PERIOD 1962.1-1977.4 (QUARTERLY DATA)

1) RCC = 0.580 + 0.006 RY - 56.325 RM + 11.616 RS + 0.969 RCC1 + 4.386 D76
(0.891) (0.003) (17.805) (7.990) (0.033) (2.174)

R% = 0.997; oo = -0.079; h =-0.650; SD = 3.563

2) RDD = -5.773 + 0.036 RY - 111.912 RM + 44.297 RS + 0.156 RG + 0.506 RDD1 + 13.463 DR
(4.008) (0.011) (71.410) (31.871) (0.056) (0.086) (5.967)
R? - 0.986; p = -0.072; h = -0.781; Sp = 14.078 '

3) RTS = -2.300 + 0.016 RY - 2.679 DR + 0.714 RTS1 - 5.029 D76
(1.345) (0.003)  (1.988)  (0.064) (2.737)
R% = 0.988; o = 0.431; h = 2.861; SD = 3.230
4) LRCC = ~0.108 + 0.066 LRTR1 - 0.920 RM + 0.490 RS + 0.936 LRCC1 + 0.024 DR

(0.062) (0.022) (0.189) (0.083) (0.025) (0.021)
R? = 0.998; p = -0.003; h = -0.024; SpD = 0.037

*
5) LRDD = -0.725 + 0.233 LRY -~ 1.694 RM + 0.480 RS + 0.816 LRDD1 + 0.062 DR

(0.226) (0.064) (0.427) (0.191)  (0.052) (0.040)
R% = 0.994; o = -0.370; h =-2.962; SD = 0.088 |
6) LRTS*= -1.019 + 0.319 LRY + 0.674 LRTS1
(0.408) (0.111) (0.116)
R? = 0.980; p = 0.552; h = 2.463; SD = 0.104

€T



TABLE VIII (Continued)

7) RML = 1.297 + 0.041 RY - 140.320 RM + 57.952 RS + 0.150 RG - 0.630 RM11 + 20.279 DR + 27.107 D76

(4.412) (0.012) (74.474)  (33.437)  (0.058)  (0.067) (7.109) (9.242)
R% = 0.994; p = -0.131; h = -1.230; SD = 14.577
8) RM3 = -7.217 + 0.069 RY - 247.057 RM + 91.101 RS + 0.781 RM21 + 6.993 DR + 10.093 D76
(2.907) (0.009) (70.103)  (30.788)  (0.036) (4.785) (6.680)
%% = 0.995; o = -0.417; h = -2.757; SD = 14.662
9) LRMI = -0.407 + 0.183 LRY - 1.285 RM + 0.284 RS + 0.845 LRM11 + 0.036 DR
(0.105) (0.039) (0.229)  (0.100)  (0.035) (0.020)
7% = 0.997; o = -0.489; h = -3.949; SD = 0.049
10) LRM? = -0.183 + 0.201 LRY - 1.274 RM + 0,356 RS + 0.012 T + 0.762 LRM21 + 0,042 DR
(0.253) (0.041) (0.220)  (0.096)  (0.013) (0.061) (0.019)
&% = 0. 998;  p = -0.445; h =-3.586; SD = 0.046
B » o . , , - e -

*Indicates that the regression is corrected for serial correlatlon, and those which have lagged dependent
variables are corrected by the non-linear least squares method, and convergence criterion was met. The
reported p in these non-linear equations are statistically “v&ty significant.

Note: See Appendlx 1 for variables definitions.

CeT
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serial correlation in those regressions including lagged dependent
variables was investigated since the number of observations used in
these regressions is appropriate for such a testlo. It is found,
however, when the Durbin h-test indicates that the errors are serially
independent, the Godfrey test supports this result and continues to
show no higher order of serial correlation. But when the Durbin h-test
indicates the existence of serial correlation, the Godfrey test supports
this result and continues to show a higher order of serial correlation,
ranging between two to four. Of interest is the fact that when a higher
order of serial correlation is indicated, the zero value is located
between the first order aﬁd the second order of serial correlation,
leading to the conclusion that this higher order of serial correlation
may arise because of higher multicollinearity existing in these regres-
sions. Thus it is logical to reject the high order of serial correlation
in this respect, especially when the error is regressed on the lagged
errors to the fourth lag period, only the first lagged error was found
statistically significant.

Table IX shows a comparison (using different measures of
errors) between the selected regressions (which are run on quarterly

data) of aggregated and disaggregated demand functions for

lOThe test procedure can be summarized as follows (45, 1308): (a) obtain

(OLS) estimates of the regression, (b) use residual (u) as dependent
variable to be regressed on,lagged (u) to the wanted order and all other
independent variables (c) R® in (b) multiplied by the number of obser-
vatigns (T), is asymptotically distributed as chi-square (X°), that is
(T*R™)r = X"r where (r) is the order of serial correlation. Then signifi-
cantly large values of (T*R”) imply that the assumption that the errors

are serially independent is not consistani with Ehe sample data. So
errors are serially independent when (TeR“)r < X'r.
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COMPARISON BETWEEN REGRESSIONS (QUARTERLY DATA) OF MONEY DEMAND
FUNCTIONS USING DIFFERENT MEASURES OF ERROR

Diﬁi?d MAE MAE/Y  MAPE RMSE  RMSE/Y SD
RCC  2.322. 0.0270 0.03%41  3.389 0.039  3.563
ROD  9.029  0.0702 0.1129 13.273  0.1032 14.078
R 8.826  0.0412  0.0466 13.631 0.0636 14.458
RIS 2.725  0.0755 0.1142  3.300 0.0914  3.440
RM2  10.457  0.0424 0.0528 14,735 0.0588  15.629
LRCC  0.0282 0.0068 0.0073  0.0357 0.0096  0.0375
LRDD  0.0670 0.0155 0.0159  0.0881 0.0204  0.0926
LRMI  0.0393 0.0080 0.0079  0.0525 0.1064  0.0552
LRTS  0.0755 0.0229 0.0240  0.1077 0.0327  0.1104
LRM2 0.0072 0.0072  0.0475 0.0093  0.0503

0.0367

Note:

These figures are calculated before the correction of serial
correlations when such a correlation is present.
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money. All different measures concerning errors support the view that
the aggregated money demand functions are the appropriate ones by the
conclusion of minimization of errors. Thus since these features produce
a percentage error less than 5 per cent, as suggested by Klein (8, p.
185), such functions are eligible to be considered in the complete model.
But if the ratio (MAE/Y) is considered then all regressions (except
RDD and RTS) are quite good, as this ratio is less than 5 per cent.
However the semi-logarithmic form of money demand function is more
accurate with respect to a lower level of error, and hence they may be
more preferable to be included in the complete -model, as the mean
absolute percentage error is less than one per cent in each regression.
However, the corresponding regressions estimated using the annual data

are still preferable, as they indicate the least level of error.

Analysis by Period

As the period of this study witnessed two extreme types of
philosophy with respect to economic thinking, it is useful to break
the entire period into two sub periods. The first one is (1961-1969),
the period that reflects the traditional government thinking which does
not interfere in economic activities that the private sector is able
to do, while the second period (1969-1977) reflects the revolutionary
government's thinking, as the government role dominates in economic
activities and the private sector accordingly shrinks especially
during the last three years of this period. Another less important
reason for breaking down the period of this study is that the economic
development plans conducted during the sccond period are so big in

amount of expenditures on one hand and in the expected goals to be
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achleved on the other so as to suggest a structural change. The annual
average actual development expenditures in real terms is L.D. 207.6 mil-
lion in the whole period (1962-1977), while the annual average during
the first period was only L.D. 49.2 million compared to L.D. 329.4
million during the second period.‘ In addition such expenditures are
strongly correlated with the main variables‘included in the demand
function for money. The correlation between real development |
expenditures (RG) and the other mentioned variables is different in
these two periods as shown in Table X. Thus more investigation during

each period may give information which would disappear when only the

whole period is considered.

TABLE X

CORRELATION BETWEEN RG AND OTHER VARIABLES

BT P2

Variable (61-69) (69-77) 1962-1977
RY 0.902 0.984 0.989
RM1 0.881 0.972 0.984
RM2 0.890 0.982 0.988
RM 0.086 0.519 0.100
RS 0.141 0.152 -0.056

Note: 1969 is included in both periods because most variables were
influenced one way or the other by the First of September
Revolution during the last four months of 1969.
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First Period (1961~1969)

During this period the number of independent variables in the money
demand function is reduced by two, namely the two dummy variables DR
and D76, as these two variables were created in order to capture the
effect of uncertainty felt by the public during the second period. Thus
there are five independent variables including the lagged dependent
variable. The demand functions for RM1 and RM2 are estimated by the (OLS)
method and the following results are obtained; taking into account that
the number between parentheses is the standard error of the coefficients'

estimate shown upon this number.

RMI = -5.915 + 0.086 RY - 24.735 RM + 3.463 RS (1,P1)

(3.576) (0.032)  (48.089)  (22.200)

-0.032 RG + 0.761 RM11

(0.076) (0.165)

R% = 0.995; h= -1.585; SD = 2.818 (1.2,P1)
RM2 = 0.368 - 0.010 RY + 3.529 RM - 40.777 RS (1.2,P1)

(5.798) (0.322) (171.605) (130.420)

+ 7.698 T + 0.716 RM21
(21.431)  (0.476)

% - 0.980; h = undefined; SD = 5.650

In regression (1, Pl) only the coefficients of real GNP (RY) and
the dependent lagged variable are significant, while the other variables
despite they have the correct expected signs are insignificant. That

is the demand for (RM1) is not sensitive to the rate éf inflation (RM)
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in this period despite the average rate of inflation was at 6.1 per cent
compared to the average of the whole period (5.5 per cent). Demand for
RM1 is also not sensitive to the rate of change in prices of housing (RS)
despite the annual average rate of the increase in such prices was 10.1
per cent which is higher than the rate of the whole period (7.9 per cent).
It may be reasonable to explain this insensitivity as that most of the
commercial banking business is owned by foreign banks which do not

like to finance housing loans. The Real Estate Bank whicﬁ was estab-
lished by the government early in the 1960's, was not able to meet the
big demand for its loans especially the rate of interest was 1.57% when

it started and then abolished later. Real government expenditures which
are a proxy for this change in technology, are also insignificant. If
these insignificant variables are omitted then the demand function for RM1
becomes well specified as that RM1 is a function of real income and
lagged dependent variable. These two independent variables become very

significant at a high level as follows:

RM1 = -6.401 + 0.084 RY + 0.730 RM11 (1.1,P1)
(1.996) (0.017) (0.104)

R? = 0.997; h = -1.451; SD =2.057

Equation (1.1, P1) is free of serial correlation according to both
the Durbin h~test and the number of sign changes of residuals, as the
sign changes six times. There is a high degree of multicollinearity in
this regression, but it is not severe. According to Kmenta (65, ﬁ. 389)
the correlation between RY and RM1l can be taken as a measure of multi-
collinearity which amounted to 0.970 compared to a higher multiple

correlation (0.998) between the dependent variable and independent vari-
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ables, on which it is based that the existing multicollinearity is not
severe and harmful.

Now concerning the demand function for money broadly defined (RM2),
equation (1.2,P1) it is also found that none of its variables is signi-
ficant and with unexpected signs especially that of (RY) which should be
positive. This negative sign of RY may be arised from including
irrelevant variable for this first period, even if such variable is
proved to be relevant for the whole period. However if those three
independent variables with very low t-value are omitted such as RM, RS
and T, then not only is a high level of significance gained to RY and
RM21, but also the lowest level of standard deviation and the standard
error of estimate is gained too. Thus the plausible regression, even

if the coefficient of lagged dependent variable is significant at lower

level, is as follows:

. _
RM2 = -2.676 + 0.170 RY + 0.229 RM21 (1.21,P1)
(1.832) (0.027) (0.157)

R = 0.993; pl = -0.817; h = -2.376; SD = 2.880

This regression is corrected for serial correlation whose exis-
tence is based on the Durbin h-test. However according to the rule of
changing signs of residuals four times or more, it is free of serial
correlation. Correction for serial correlation increased the absolute
t-value of the intercept (from 0.42 to 1.46), decreased the t-value of
the lagged dependent variable coefficient from 2.12 to 1.46 and increased
the t-value of (RY) coefficient from 3.47 to 6.30. The degree of

multicollinearity based -on the correlation between RY and RM21 is 0.975,

it is lower than the multiple correlation of the regression.
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Thus the demand function for money in Libya, whether it is nar-
rowly or broadly defined, has only two relevant independent variables,
namely real gross national product and the lagged dependent variable
during the period,l961—196911. RM and RS become irrelevand variables
because banking sector lending to the real estate business on one hand,
was not substantial and on the other, people were not aware of inflation,
as expectations and economic education among the businéss community in
Libya were in their first stages of development. With respect to the
proxy of technological change, it is clear why it was not relevant during
this period, since the level of development expenditures was very low
compared with the sécond period. Thus when the rate of technological
change is very low, it is not a relevant variable for this period.
Lieberman (74, p. 316) indicated that '"'the time trend variable may not
have operated in the same fashion before World War II as it did after
the war'. However the period is very short and the development expen-
ditures are normal during this period. So it is reasonable to expect
that the technological change proxy to be a relevant variable, when the
period is longer in the case of normal development expenditures or when
the development expenditures are very high so that it leads to quick
technological advances in the banking sector.

But when these two regressions are run with quarterly data, it is
found that only two variables namely: RY and RG, are significant. Thus

the regressions with quarterly data during the first period are:

*
RM1 = 7.735 + 0.073 RY + 0.490 RG (1,P1,Q)

(5.221) (0.019) (0.101)

11 . .
This is also the case when thesemoney demand functions are estimated
in their log-linear forms.
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®% = 0.892; D.W. = 1.259; pl = 0.548; SD = 4.638

RM2 = 12.766 + 0.116 RY + 0.325 RG (1.2,pP1,Q)
(3.512) (0.017) (0.087)
®% = 0.968; D.W. = 1.109; p = 0.345; SD = 5.630

Equation (1.1,P1,Q) has shown evidence of serial correlation, so it
is corrected for this serial correlation by the Cochrane-Orcutt method,
and the results are shown in this equation. Equation (1.2,P1,Q)
shows no conclusive evidence of serial correlation, however the star
on the dependent variable denotes that the equation is corrected for
serial correlation and bar on the p denotes no conclusive evidence of ser-
ial correlation.

Here it should be noted that RG is not a proxy for technological
change as it 1s mostly spent on other fields of development such as
education, health and agriculture development. These expenditures were
mainly creating incomes and they are themselves as incomes té people,
so that they are increasing the demand for money and especially the
demand for currency. When it is assumed that the adjustment of demand
for.money is not complete within the quarter, the real income variable
becomes insignificant. That is to say, t-value is (0.84) with respect
to demand for RM1 and (0.99) with respect to demand for RM2. The
coefficients of lagged dependent variables (RM1l and RM21) show a high
level of significance, and their coefficients amounted to 0.987 and
0.929 respectively. They are not statistically different from one,
so the coefficient of adjustment is zero, which means that demand for
money in this period using quarterly data is being adjusted within the

quarter. Thus the classical assumption is appropriate in this respect.
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Second Period (1969-1977)

With respect to the second period, it is found that most indepen-
dent variables of the money demand function (RM1l) which were relevant
in the whole period, are also relevant‘during this period. The results

of those two regressions of demand function for money are as follows:

RML = -19.121 + 0.215 RY - 344.354 RM + 49.814 RS'Z (1,22)
(4.178) (0.008) (23.571) (5.152)
- 0.244 RG + 0.556 RMLL + 18.177 D7612
(0.027) (0.017) (3.984)
R = 0.99990; h = -0.660; SD = 1.722
RM2 = 60.753 + 0.410 RY - 52,216 RM + 403.078 RS (1.2,P2)

(55.923) (0.165) (230.929) (278.738)

- 159.255 T + 1.611 RM21 + 117.511 D76
[125.424] (0.972) (79.466)

R% = 0.995; h = undefined; SD = 14.682

Regression (1, P2) indicates a high level of goodness of fit as
its adjusted R-square for degrees of freedom is approaching one. It
indicates also a very low level of (MAPE) and (SD) compared with the
corresponding values arised from estimating demand for money narrowly
defined in the first period and the whole period. Serial correlation in
this regression is absent, based on the Durbin h-test. All variables

are highly significant.

12When the function is estimated in log-linear form RS an& D56A

become not significant.
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With respect to the demand function for money broadly defined, it
is found that all independent variables, when run in the regression
together, are not significant and (RM) has the lowest t-value. However
all these variables have the correct signs. When the variable (RM)
is ommitted from the regression (1.2, P2), the estimated coefficient of
(RY) is the only significant one at 5 per cent level while the coefficient of
other independent variables are significant at a level between (9-15)
per cent. With respeét to the lagged dependent variable in regression
(1.2, P2), it seems to not be relevant as it has a coefficient greater
than one which violates our assumption that the adjustment coefficient
should be between zero and one. The coefficient of the lagged dependent
variable becomes reasonable only when the time trend variable is omitted,
which means that time trend variable is wrongly specified in this regres-

sion as follows:

RM2 = -16.959 + 0.209 RY + 0.393 RM21 (1.21,P2)
(17.665) (0.032) (0.117)

2 - 0.994; h = 0.159; SD = 18.178

Thus the coefficients of these two independent variables become
highly significant except the intercept coefficient which is not
significant at a reasonable level.

However, it is found ﬁore'appropriate to estimate demand function
for (RM2) in log-linear form during»this period. The results are as

follows:

LRM2 = -1.706 + 0.758 LRY - 1.555 RM (1.211,P2)

(0.379) (0.109) (0.330)
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+ 0.125 RS + 0.395 LRM21 ~ 0.037 D76
(0.103) (0.086) (0.050)

R% = 0.996; h=-0.385; SD = 0.039

This regression indicates that most variables are significant,
except RS and D76, and the (MAE/Y) is equal to only 0.33 per cent.

When the quarterly data are used during the second period the
estimated demand function for RM1 showé a lower level of significance
with respect to variables RM, RS and RG. The latter also has a wrong
sign, while the estimated demand function for RM2 is more plausible
than that which is applied to the annual data. Here two more variables,
RM and RS become significant in addition to real income and the lagged

dependent variable. These two regressions are:

RML = 24.341 + 0.043 RY - 183.968 RM + 77.097 RS (1,P2,Q)

(14.007) (0.018) (151.498) (55.324)

+ 0.150 RG + 0.614 RM21 + 29.111 D76
(0.085) (0.099) (14.213)

R% = 0.983; h = -1.062; SD = 20.615

RMD = -5.309 + 0.075 RY - 374.455 RM (1.2,P2,Q)

(6.163) (0.012) (137.144)

+ 88.764 RS + 0.781 RM21

(45.201)  (0.045)

®% = 0.988; pl = -0.500; h = -2.678; SD = 19.646

Regression (1,P2,Q) is free of serial correlation while regression

(1.2,P2,Q) is corrected for serial correlation.
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Now to sum up, Table XI shows the comparisons among selected regressions.

TABLE XT

COMPARISON BETWEEN SELECTED REGRESSIONS DURING DIFFERENT PERIODS

RM1 RM2
Period MAE, MAPE MAE MAPE
=% SD 74 SD
Y v
1) Annual data:
1961-1969 1.92  2.78 2.057 3.35 4.00 4.102
1969-1977 0.14 0.14 1.722  3.09 4.06 18.178
1962-1977 1.66 4.00 6.916 1.71 2.40 9.675
2) Quarterly data:
1962.1-1969.2 6.63 7.13 5.693 5.06 5.07 5.630
1969.3-1977.4 4.03  4.57 20.615 3.91 4.50 21.502
1962.1-1977.4 4.12  4.66  14.458 4,24 5.28 15.629

Note: These statistics are calculated before the correction fo_r serial
correlations, if there are any.

Now if the measurement of errors is’ considereci whether (MAE/Y) or MAPE,
the regressions of the whole period are still preferable if a simulation is
needed within this period. But if forecasting is needed before or after this
period, then it is recommended that equations dfthe first period for back
casting be used and equations of the second period for future forecasting be
used. That is such forecasting will be with a lower level of errors, especially
with respect to (RM1), as its percentage error is lower than 5 per cent except
that of the first period whenquarterly data is used. Table XI shows that those

regressions estimated with annual data are more accurate than those
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estimated with quarterly data. This is a result of our limitation
that the quarterly data of real income and real development expendi-
tures are interpolated as they are not available on the quarterly
basis. However for saving time on one hand and because there are at
least two variables to be interpolated in each equation, it is likely
not to continue to estimate the other equations of the model with a
quarterly data since the annual data has given more accurate results

as mentioned above.

Demand Elasticities of Monetary Variables

Since this study concerns mostly the role of money in the Libyan
economy, it is preferable to give more attention to the money demand
elasticities with respect to real income (RY), opportunity cost of
holding money (RM) and the opportunity cost of holding other alter-
native assets (RS), it is housing in this study.

In this section the analysis of elasticities of money demand
functions (aggregated and disaggregafed) is discussed in detail, as
these elasticities become very useful to policy makers, .-because their
values are independent of the units in which the variables are measured.

Those elasticities which are shown in Table XII and Table XIII
are calculated at the points of the means of each independent variable
when the regression is estimated in its linear form. But when these
regressions are estimated in semi-log linear form, the income elasticity
is the coefficient of the independent variable (LRY) while the elastici-
ties of RM and RS as they are not in log forms, are calculated as follows:

d(RMI) RM 1 d (RMI)
E(RMI’RM) = . ~ = . e RM

d (RM) RMI  d(RM) RMI
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d(1n RMI) n .
= —————— ¢ RM = B ¢ RM
d (RM)

Thus the point elasticity, in this case, is the product of the estimated
coefficient and the mean value of the independent variable (80, p. 60).
And when a 1agged dependent variable is included in the regression the
calculated elasticity is reduced to the status of short run elasticities
(Esr). Therefore the long run elasticity (Elr) would have to be calcu-
lated in each regression by dividing the coefficient of the variable by
the adjustment coefficient ()) which equals one minus the coefficient of
the lagged dependent variable.

The long run elasticity equals the short run elasticity divided
by the adjustment coefficient. So when the adjustment.coefficient
equals unity, the short-run and léng—run elasticities are equal.

But calculating the long run elasticity produces two error terms,
the coefficient standard errors of the independent variable and the
lagged dependent variable. So the standard error of the long run
elasticity is obtained by dividing the standard error of the short-

run elasticity by the adjustment coefficient.

SElr = SEsr/)\

The same procedure is done for calculating the standard error of
elasticity derived from a linear regression, based on the assumption

that the ratio of the par values of two variables (within a sample) is

constant13.

13The reader is cautioned that this procedure is not strictly legit-

imate because the par value of dependent variable is not a constant.
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Table XII shows money demand élasticities with respect to RY, RM
and RS during the whole period. When the annual data are used with
respect to the two different definitions in linear forms, the money
demand-income elasticity is statisticélly different from one, it is
greater than one which leads to the conclusion that money is a "'superior
good" in Libya. But when these two types of money are estimated in semi-
log linear form, the two money definitions (RM1 and RM2) have an income
elasticity greater than one, but they ére statisticélly not different
from one, which means that the income unitary elasticity of the money
demand classical model holds in Libya. However, since these equations
are more appropriate in its semi~log linear form, it is likely to
congider those elasticities calculated from these equations which are
more accurate and more plausible, and hence it can be said safely that
the classical income unitary elasticity of money demand holds in Libya
with respect to RM1 and RM2. The income elasticity of demand for real
time and saving deposits (RTS) aﬁounts to 2.0 and it is statistically
different from one, but these deposits are ingluded in (RM2) which also
shows an income elasticity not different from one. The table shows also
different results of elasticities with respect to demand for demand
depostis when such a function is estimated in linear form or semi-log
linear form. The income.elasticity of RDD is not different from one
when it is estimated in linear form and different frombone when it is
estimated in semi~log linear form. But of some interest is that the
(RDD) in its linear form using quarterly data gives an elasticity of
(0.549) which is statistically not different from one half leading to the
conclusion that demand for aemand deposits belongs to the 'transaction

model". That is opposite of what we earlier found. However, it is
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TABLE XII

ELASTICITIES OF MONEY DEMAND FUNCTIONS WITH RESPECT TQO RY, RM
AND RS DURING THE WHOLE PERIOD (1962-1977)

Annual Data Quarterly Data
Dependent variable
RY RM RS RY RM RS

Linear equations

RCC 0.584% N.s. 0.030 2.170%°2 -0.029 N.s.

ROD  1.048° -0.086  0.043 0.5490 N.5.  N.s.

RML 1.3972 -0.076  0.043 0.5321  wm.s.  w.s.

RTS 2.000° N.s.  N.s.  1.528%  m.s.  N.s.

RM2 1.315° -0.053  0.034 1.226> -0.062 0.032
Semi-log linear equations

LRCC 1.752122 n.s. 0.025 1.030° -0.197 N.S.

LRDD 1.396° -0.082  0.038 1.272°% -0.127 0.051

LRML 1.356> -0.076  0.027 1.178% -0.114 0.036

LRTS N.S. N.S.  N.S.  0.979° N.S.  N.S.

LRM2 1.112% -0.064  0.027 0.845% -0.074  0.029

lIt is not statistically different from one half (Baumol model).

2It is not statistically different from one (the classical model).

3It is different from one. .

N.S.: not significant
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likely to reject this result since other regressions of RDD using annual
and quarterly data do not support this result. This result is also
shown by RMI in its linear form using quarterly data, and it is rejected
based on the same reasoning. While the demand for currency showed three
times that its income elasticity, statistically it is not different from
one half, leading to the conclusion that demand for currency in Libya
belongs to the "transaction model" especially as it is found highly
significant when the total value of transactions is used as an argument
for the income pfoxy. Then in general all equations of the aggregate
(and disaggregate) demand for money when they are estimated in semi-log
linear form and using quarterly data, regardless of the definition of
money, showed different elasticities which all are statistically not
different from one, leading to the conclusion that demand'for money in
Libya regardless of the definition_of money, belongs to the classical
unitary income elasticity of demand for money. In the log form the income
elasticity amounted to 1.178 and 0.845 with respect to RM1 and RM2,
respectively. The large elasticities of course, imply that the depen-
dent variable is very responsive to changes in the independent variable.
But regarding the inter equation, differences in the elasticity of
common variables are very small and statistically insignificant at the

5 per cent level. For example the income elasticity of (RDD) is less
than that of the (RM1l) as shown by their linear forms, but the t-value

of the difference is equal only to (0.220)14. The income elasticity of

141n his dissertaitio_n, Moufti (80, p. 62) tested the significance of

a difference between elasticities drawn from two equations by deriving
the relevant standard error as the root square of the sum of the two

elasticities variances. The same procedure is followed here, assuming
that the two elasticities are independent, thus,

var (El - EZ) = var (El) + var (EZ)'
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(RTS) 1is greater than the more inclusive money (RM2) but their
difference is not significant és its t-value equals (0,353). The
significance of the difference between elasticities of (RM2 and RM1)
is also investigated and found notksignificant, leading to the fact
that they are épprdaching equality regardless of the definition of
money.

The income elasticity is also investigated during the two periods
of analysis (Table XIII). Using anﬁual data in the linear form, the
income elasticity of RMI is statistically different from one during both
periods amounting to 1.844 and 1.896‘for the first and second periods,
respectively while the income elasticity of the more inclusive money
(RM2) is not statistically different from one. But of interest is the
fact that when the quarterly data is used most equations appear with
elasticities statistically not different from one half, regardless of
the definition of money, aggregated or disaggregated model, during the
two separated periods. Some exceptions of this result are the income
elasticities of (RM2, linear) during the second period, (RM2, log linear)
during both periods, and (RTS, linear) during the second period. Thus,
in general the income elasticities lead to the conclusion that demand
for money regardless of the definition of money, belongs to the transac-
tions model during the first period in which the opportunity cost of
holding money was insignificant for most equations. But it is inter-
esting to note that when the income elasticity of RDD is not significant,
the opportunity cost elasticity of RDD is highly significant and
1s not different from one half, which also hold the characteristic of
the Baumol model. But it is not safe to-take this result as it may

come by chance, since the opportunity cost elasticities are very low



TABLE XIII

ELASTICITIES OF MONEY DEMAND FUNCTIONS WITH RESPECT TO
RY, RM AND RS DURING THE FIRST AND SECOND PERIODS
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Dependent Variables

First Period

Second Period

RY RM RS RY RM RS
Annual data (linear)4
RML 1.8443  N.s N.S.  1.896> -0.098 0.016
RM2 1.082%> N.S N.S 1.175%  N.s N.S.
Quarterly data;
Linear equations
RM1 0.488° N.s N.S.  0.495° N.S. N.S
RM2 0.622% w.s N.S.  1.261% -0.053 0.014
RCC 0.390° N.s N.S 0.444%  N.s N.S
RDD N.S.  -0.548° N.s 0.5228 " N.s. .S
RTS 0.849°2.0.100  0.090 1.870° N.s N.S
Semi-log-linear
LRML 0.431 wm.s. - N.s.  0.302) wN.s. NS
LRM2 0.744> N.s.  N.s.  0.852%> -0.052 0.025

N.S.: mnot significant.

it is not statistically different from one half (Baumol model).

it is not statistically different from one (the classical model).

it is statistically different from one.

4
The income elasticity of both (RM1 and RM2) is statistically unitary
when the functions are estimated in their semi-log linear form during

each period.



153

in the other equatidns ranging between 0.029 to 0.197, excluding that

of (RDD) during the first period which amounts to (~0.548). The
significance of the difference between opportunity cost elasticities

of holding money is also investigated in those semi~log linear equations
(using quarterly data), and found not significant regardless of the
definition of money and the aggregated or disaggregated model.

But it is interesting to report a conclusion which was indicated by
Deaver (29, p. 11) on the Chilean economy. He found that income
elasticities estimated with quarterly data are less than one, and when
the whole period is broken into shorter periods, income elasticities
become.lower than for the period as a whole. In this study most results
of income elasticites confirm the Deaver's conclusion, except that
of RM1 (linear), estimated with annual data show a higher income elas-
ticity when the period is broken into two periods, than for the period
as a whole.

Another view which is likely to be mentioned, that the demand for
real demand deposits, real currency, and for real money narrowly defined,
in general,»is more sensitive to changes in the cost of holding money,
than that for more inclusive money. The cost elasticity estimated with
quarterly data (semi-log linear) of demand for currency amounted to
(-0.197), the cost elasticity of demand for demand‘deposits and for RM1
amounted to (0.127) and (-0.114) respectively, while the cost elasticity
of demand for RM2 is lower reachinga level of (-0.074). Thus as the
cost elasticity of RM2 is lower than that pf RMi, the inclusion of
time and savings deposits are poor money substitutes, while currency is

definitely a very good money substitute, followed by demand deposits.



154

To sum up, the main results are the following: (1) Using annual
data, the classical income unitary elasticity of money demand holds in
Libya with respect to RM1, RM2 and RDD. The income elasticity of demand
for currency is statistically not different from one half, hence the
demand for currency in Libya belongs to the "transaction model". The
income elasticity of demand for (RTS) amounts to 2.0 which is statistically
different from one. This high level of income elasticity suggests that
(RTS) is a "superior goodﬁ in Libya. (2) But using quarterly data, the
classical income unitary elasticity of money demand (aggregate and disag-
gregate) holds in Libya regardless of the definition of money. (3) The
analysis by period indicates that using annual data, the income elasticity
of RM1 is statistically different from one during bothpériods, (linear) while
the income elasticity of the more inclusive ﬁoney (RM2) is not statisti-
cally different from one. But by using the quarterly data, the income
elasticity of (RM1) appeared to be statistically not different from one
half, regardless of the definition, aggregéted or disaggregated model,
during the two separate periods. The income elasticity of (RM2) is
statistically different from one in the first period and not different
from one in the second period. (4) The income elasticities estimated
with quarterly data are, in general less than those-estimated with annual
data, and less than one with respect to RDD, RM1, LRTS and LRM2. When
the whole period is broken into shorter periods most income elasticities
become lower than for the period as a whole. (5) The demand for real
demand deposits, real currency, and real money narrowly defined, in
'general, is more sensitive to changes in the opportunity cost of holding
money, than that for more inclusive money. Thus the inclusion of time

and saving deposits are poor money substitute, while currency is definitely

a very good money substitute, followed by demand deposits.
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Stability of the Demand Function for Momey

The stability of the money demand function equation over time during
the whole period is investigatea; The Chow (Zé; p. 598) régiém;ﬁiéh is
distributed as F (K, ntm-2K) under the null hypotheses that both groups
of observations are consistent with the whole sample data is used.

The whole period is divided into the two ﬁeriods, taking (Sept. 1969)
as the time point of division, So the second period started from the
first September of 1969 when the quarterly data are considered. But
when annual data are used, 1969 is included in each period; and 1961
is added to the first period in order to have an appropriate number

of degrees of freedom in each period. The stability investigation

is concentrated on the main equations of money demand functions namely:
demand for real money balances in its both definitions (M1l and M2)

and in its both forms: 1linear and semi-log linear. The Chow ratio is
taken from two linear regression with equal (K) parameters (K-1 coef-
ficients plus one intercept), and the number of observations are (n)
for the first period, (m) for the second period and (ntm) for the
whole period. Then as shown by table (XIV) the Chow ratio is nét
greater than the tabulated F ratio in each case. Consequently it is
safe to conclude that the observations before and after 1969 do not
come from a different structure at the five per cent level of signifi-
cance. That is to say they are consistent within the whole period
sample data, and hence the money demand function in Libya is stable
during the period 1962 to 1977, and the observations (m) are governed
by the same relationship as before. ‘This conclusion is also supported
by the above discussion on the income elasticities, estimated during

the different periods, as they were found not significantly different
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from each other. A glance to F ratio of both definitions of money,
seems to indicate that the more inclusive money (RM2) is less stable
thén that of less inclusive money. This difference in the stability
level may arise from the instability of the demand for time and savings
deposits. However, the stability of demand for money is widely accepted
and approved by famous economists such as Friedman (38) and Goldfeld

and - Modegliani (47).

TABLE XIV

TEST FOR STABILITY OF MONEY DEMAND FUNCTION (CHOW TEST)

RM1 RM2
Equation form K annual quarterly annual quarterly
' data data data data
Linear 3 0.99% 0.77% 2.93% 1.13
Linear 5 2.06° 0.71% 2.173 0.97"
Semi log linear 5 1.943 1.954 1.503 2.204

(K) is the number of parameters (K-1 coefficient plus one intercept).

1Compared with tabulated F(3,10)

2Compared with tabulated F(3,57)

3Compared with tabulated F(5,6)

4Compared with tabulated F(5,53)

3.71; at level 5% of significance.

2.77; at kewel 57 of significance.
4.39; at level 57 of significance.

i

2.39; at level 57 of significance.

A Test of the Linear Homogeneity Assumption

This assumption is the classic one, that the quantity of money
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demanded in nominal terms 1is homogeneous of degree one in prices.
However this assumption becomes testable. The money demand functions
(narrowly defined) are investigated in this respect, and all experiments
show that the coefficient of (LP = log P) is not significantly different
from one, leading to the conclusion that demand functions for real money
balances are appropriate to be estimated in this study.

After including the price variable (LP), the results are:

a) with annual data
IMI = -1.183 + 0.621 LRY + 1.350 LP - 1.124 RM

(0.607) (0.107) (0.455) (0.432)

+ 0.253 RS - 0.0002 RG + 0.411 LRM11 + 0.125 DR;

(0.139) (0.0002) (0.134) (0.068)

&2 = 0.999; h = -1.405; SD = 0.051

b) with quarterly data

IMT = -0.324 + 0.176 LRY + 1.082 LP - 1.342 RM

(0.136) (0.040) (0.087) (0.236)

+ 0.313 RS + 0.830 LRM11 + 0.038 DR;

(0.104)  (0.039) (0.020)
®% = 0.998; pl = -0.495; h = =-3.970; SD = 0.049

This regression is corrected for serial correlation by the non-linear
least square method. The coefficient of the price variable, whether
the equation is estimated with annual data or quarterly data, indicates

that the coefficient is not statistically different from one, leading to
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the conclusion that the linear homogeneity assumption holds in the case
of Libya. The Goldfeld (47, p. 625) test15 in this respect, was conducted

and the equations were estimated with both annual and quarterly data

showing the coefficient of price variable insignificantly different
from zero which leads to the same above conclusion approved by
regressing the quantity of money in nominal value on the whole

independent variables mentioned above.

A Test of the Linear Homogeneity Assumptiomn

in Population

Some economists indicated that demand for money is also homogen-
eous of degree one in population. That is to say, the demand function
may be estimated as the demand for per capita real money is a function
of per capita real income (ARY) and other appropriate arguments such as
the interest rate. Thus the best fitted function of demand for money
narrowly defined, with annual data is estimated after introducing a

new argument of the number of population (N):

LRM1 = -1.515 + 0.634 LARY + 0.337 LN - 0.977 RM

(0.313) (0.100) (0.341) (0.368)

+ 0.170 RS + 0.527 LRM11 + 0.099 DR;

(0.115) (0.118) (0.066)

R% = 0.998; h = -0.889; SD = 0.052

Estimate the original equation after adding the price variable and
test the hypothesis that the coefficient of price variables is equal to
zero, so that one cannot reject the unitary price elasticity if the
coefficient is insignificantly different from zero.
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The coefficient of population is not significantly different from zero,
but significantly different from unity. Thus deflation by population

does not seem to be appropriate. Golsfeld's (47, p. 625) test for such hypo-
thesis was also conducted. His procedure is to estimate the same function
after inclusion of the population variable, and the hypothesis is

rejected if the coefficient of population is insignificantly different
from zero, or when this coefficient is equal to unity less the coefficient
of real income and the coefficient of the lagged dependent variable. So

the money demand function is estimated as follows:

LRMI = -1.852 + 0.728 LRY ~ 0.955 RM + 0.181 RS

(0.409) (0.124) (0.358) (0.112)

+ 0.478 LRM11 + 0.106 DR + 0.382 LN;

(0.121) ~ (0.064) (0.334)
R? = 0.998; h = -0.077; SD = 0.050

Thus the equation reveals that the coefficient of population is insigni-
ficantly different from zefo, which suggested that the assumption of a
linear homogeneity in population is not valid for the case of Libya.
Another experiment is done on the number of hoﬁ;eholdshrather than of

persons as suggested by OKun (47, p. 645) and the above conclusion

still holds. However, if the income proxy is the only argument in the

money demand function, then such a function reveals a unitary elasticity

of population as shown by the following function:

*
LRM1 = 0.800 + 0.597 LARY + 1.688 LN}

(1.622) (0.174) (0.665)

2
R™ = 0.552; D.W. = 1.386; pl = 0.9; SD = 0.092
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This equation is corrected for serial correlation. The coefficient of
population is not statistically different from one, leading to the
conclusion that demand for real money is unitary elastic with respect
to the population. But even here it is not safe to be considered,
especially the multiple correlation of the regression (R2) is very low.
Whitén(66, p. 603) indiéété;mzaézhaoﬁiyﬂin“the special';;ée“iﬁ which
real income elasticity of demand for money approximates unity, can the
deflation by population be ignored." It seems this is the case of Libya
since most income elasticities, as discussed‘earlier, are not different
from unity at 5 per cent level. Of interest is the fact that other
studies did not show good results in this respect, such as that of
Goldfeld (47, p. 625), despite the deflation by population has a strong

theoretical grounding.



Estimation of the demand for money has been done in the previous

CHAPTER VI

ESTIMATION OF THE MODEL

chapter. Therefore this chapter concentrates on the estimation of

the remaining eight behavioral equations, using only annual data.

Analysis by
equation is
both linear
the balance
in order to

SAS program

the period shall also continue for each equation. Each
estimated by the ordinary least square (OLS) method in
and log-linear forms. Then the single equation model of
of payments is also estimated at the end of this chapter
check whether it is valid for the caée of Libya or not.

is also used in thils chapter to estimate the model.

Domestic Price Level

The price level equation is estimated in its linear form by the

ordinary least squares method, and the results are as follows:

P

§2

= -1.836 + 2.667 PWC - 2.839 DS.PWC + 0.227 Ph

(0.462) (0.489) (0.445) (0.057)

+ 0.023 MX1 + 3.011 DV
(0.004) (0.459)

= 0.985; D.W. = 1.396; p = 0.269; SD = 0.046

(1

where P denotes the price level, PWC denotes the import prices in home

currency, DS denotes a dummy variable equal to one for years greater

161



162

than 1970 and zero otherwise, representing the subsidy given by the
government on main foodstuff items, Ph denotes the price level in the
housing sector, MX1l is an index number for money narrowly defined
(1964 = 1.00) and denotes the demand pull inflation, and DV is a dummy
variable (DV = DS) for capturing the demand pull inflation arising
from the huge development expenditures during the period (1971-1977).
This equation shows no conclusive evidence of serial correlation
(p). All independent variables are significant. The ratio of absolute
mean error to the dependent mean value is 2.19 per cent leading to the
conclusion that this equation is very plausible and appropriate for the
whole model. The signs are also as expected and support the theoretical
view. Thus the price ievel behavior in Libya is affected positively by
imported inflation (PWC), domestiec inflation (Ph) and demand pull
factors (MX1) and (DV). The price level is negatively related to the
subsidy paid by the government for some necessary consumer goods.
That is, the slope between the price level and the world price in home
currency 1s 2.667 during the period 1962—1970, and from 1971 to 1977
it is corrected by the subsidy effect-(DS.PWC) making the coefficient
negative in the latter period (2.667-2.839). With respect to demand
pull inflation, it is found that (MX1) is a good proxy for it, while
when the government'developmént expenditure is used (G) it deteriorates
the significance of other independent variables. The other factors
affecting the shift in demand is captured by the dummy variable (DV)
which represents not only the huge increase in development expenditures,
but also other measures conduéted by the government such as limiting
quotas for some imported goods and establishing government monopoly

in imports which increased gradually since 1971.
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Here it should be noted that since PWC = PMC*E, the foreign price
and the exchange rate were tried in place of the world price in domestic
currency, but the results were implausible as the exchange rate was
insignificant and had a negative sign which is contrary to the expected
signl. Then if the exchange rate is omitted the equation becomes more
plausible if the level of percentage error [(MAE/Y) = 0.0133] is con-
cerned, and the foreign price index (PMC) becomes a good proxy for
price imports in domestic currency. But this equation is ignored,
because such a result may arise by chance and is not based on theory.
The above equation is also very plausible and the difference between
the percentage errors 1is negligible. The price level is adjusted
within the period (one year), as the coefficient of the lagged
dependent variable is insignificantly different from zero.

The price function is also estimated in its semi-log-linear form

and the results are as follows:

LP = 0.053 + 2.053 LPWC - 2.247 DS.LPWC + 0.309 LPh (1.1)

(0.019) (0.404) (0.364) (0.064)

+ 0.012 MX1 + 0.159 DV
(0.003) (0.036)

%% = 0.980; D.W. = 1.312; 5 = 0.310; SD = 0.035

where L is added to the variable to denote log.

There 1is no conclusive evidence whether the serial correlation is

This result is also confirmed by Kwack (69) as noted earlier in
Chapter IV. That is the continuous increase in world inflation tends

to offset the initial negative effect on domestic inflation, caused by
the Dinar appreciation.
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present or absent in this equation. All independent variables are
gignificant and have the correct signs. However this equation is
less plausible than the linear equation (1) if the percentage error
(MAE/Y) is concerned, as this equation has a percentage error of 6.55
per cent which is a little bit higher than the a priori acceptance
level of 5 per cent. Thus equation (1) is not only plausible but also
is appropriate to be included in the whole model. In the chosen
equation the price elasticities with respect to (PWC), (Ph) and (MX1)
are 2.324, 0.267 and 0.137 respectively, while the corresponding
elasticities as shown in the semi-log linear form amounted to 2.053
with respect to (PWC), 0.309 with respect to (Ph) and 0.111 with
respect to (MX1l). However the difference between each elasticity
caléulated from the above two equations is insignificantly different
from zero.

When period analysis is investigated, the imported inflation
variable is found during the first period to be significant only at
level 16.8 per cent. This is a satisfactory result since the world
inflation was normal and slowly increasing during the sixties, com~
pared to that of the seventies when it was increasing at a higher rate.
The other two independent variables representing domestic inflation

and demand pull inflation appear to be very significant as shown from

the following equation:

P = 0.025 + 0.695 PWC + 0.275 Ph + 0.051 MX1 (1,P1)
(0.370) (0.413) (0.078) (0.017)

R? = 0.987; D.W. = 2.994; p = -0.504; SD = 0.019

This equation shows no conclusive evidence of serial correlation.
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But it is interesting to note that this equation shows a very low
percentage error (MAE/Y) amounting only to 0.83 per cent. However,
when the price function is estimated in its semi-log linear form, no

new information is added except that it has a higher percentage error

amounting to 5.38 per cent.

LP = -0.004 + 0.545 LPWC + 0.347 LPh + 0.035 MX1 (1.1,P1)
(0.013) (0.378) (0.090) (0.014)

R2 = 0.987; DW = 3.086: SD = 0.016

0f interest 1s the fact that the price of housing becomes insig-
nificantly different from zero during the second period. This is
because the housing assets have lost their characteristic as an alter-
native asset for money. That is to say, people have given up holding
houses as wealth and instead they increased their holdings of money
(hoarding) as wealth. The dummy variable (DV) is also found insig-
nificant. Therefore both variables (Ph, DV) are omitted from the

following price function (1,P2) of the second period.

P =1.118 + 0.285 PWC - 0.107 DS.PWC + 0.022 MX1 (1,p2)
(0.078) (0.083) (0.031) (0.003)

R? = 0.984; D.W. = 2.068; 5 = -0.160; SD = 0.031

There is no conclusive evidence of serial correlation in this
equation and all remaining independent variables are highly significant.
In addition this regression is plausible and appropriate as it gives a
low level (1.26 per cent) of percentage error (MAE/Y). Then when the
price function of this period 1s estimated in its semi-log linear form,

it is also found plausible and appropriate as all the independent
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variables are highly significant, but 1t differs in that the percentage

error (MAE/Y) is a 1little bit higher (2.17 per cent).

LP = 0.294 + 1.102 LPWC - 0.928 DS.LPWC + 0.012 MX1 (1.1,p2)
(0.015) (0.263) (0.239) (0.001)

R = 0.985; D.W. = 2.054; p = =0.118; SD = 0.017

This equation is free of serial correlation based on the Durbin-Watson
statistics. Table XV summarizes the price elastocitieswith respect to
independent variables. When the price elasticity with respect to (PWC) is
corrected by the subsidy proxy during the period (1971-77), it becomes
negative (~-0.194) as shown in the estimates of the whole period, or

pesitive (0.174) as shown in the estimates of the second period.

TABLE XV

PRICE ELASTICITIES WITH RESPECT TO (PWC), (Ph) AND (MX1)

Elasticity and First Second Whole
Equation Form Period Period Period

1) E(P,PWC)

a) Linear form 0.583% 0.249 2.324

b) Semi-log linear form 0.545 1.102 2.053
2) E(P,PH)

a) Linear form 0.310 N.S. 0.267

b) Semi-log linear form 0.347 N.S. 0.309
3) E(P,xM1)

a) Linear form 0.087 0.186 0.137

b) Semi-log linear foim 0.072 0.169 0.111

.S5. = not significant at all

N
lSignificant at level 16.8 per cent
2

Significant at level 22.3 per cent
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The price elasticity with respect to the imported inflation (PWC)
is approaching unity (1.102) compared to that of linear form which
amounts only to 0.249, The difference between these two elasticities
is significantly different from zero while the difference between
price elasticities with respect to (MX1> calculated from these men-

tioned equations is insignificantly different from zero.
The Price Index of Housing (Ph)

The percentage change in the price index of housing is considered
as an independent variable in the money demand function and has a
positive sign since holders of wealth in Libya may prefer to hold
housing assets rather than money. Sq houses and other buildings
became an alternative asset to money and its price is positively
related to the money demand function. The price function of housing

is linearly estimated and the results are as follows:

Ph = -0.398 + 0.001 W + 1.221 PWB + 0.104 MX1 (2)
(0.360) (0.0004) (0.386) (0.040)
- 0.144 DR.MX1
(0.031)
R = 0.952; D.W. = 2.530; 5 = -0.405; SD = 0.140

Where W is the nominal average wage représenting the cost push
inflation, PWB is the import price of building materials in home
currency (PWB = PB.E) representing the imported inflation to the
housing sector, MX1 is an index number of‘(Ml) representing the
demand pull inflation. DR is a dummy variable equal to one for years

greater than 1969 and zero otherwise. It represents the social
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ideological change associated with the First of September Revolution.
That 1is most people who prefered to hold wealth in the form of housing
started to shift to more liquid assets (money), so the trend toward
hoarding was encouraged.

There is no conclusive evidence of serial correlation in this
equation. All independent yariables are significant. However the
dummy variable (Dh) representing the big increase in number of building
and apartments which are built by the government, and other measures
such as factors affecting the supply of houses namely reducing the old
rents twice during a period of three years (1970-1973) is omitted from
the eqqation because it is found insignificantly different from zero
and with a positive sign. This result; however, arose from the fact
that all houses built by the government were distributed to those
families who were not a partner in the effective demand for housing.
That is to say, they were living in tents or slums. With respect to
reducing rents; it was subject to old rents only, while the new rents
of new houses continue to go up, despite the fact that there is a law
indicating a fixed level of rents fof new houses and buildings.2

The price of housing is not wholly representing the domestic
inflation, as the non-tradeable goods (housing) is produced by a high
percentage contribution from imported building materials. So the

price of housing is affected by the import price of building materials

The annual rent is calculated as a seven per cent of the total
value cost of the house excluding land plus two per cent of the land
value. However the above mentioned measures discouraged private

investment in this sector, resulting with a lower level of supply and
a higher level of prices.
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(PWB).3 The cost push inflation (W) is significant and it has the
expected positive sign, demand pull inflation variable (MX1l) is also
positively related to prices of housing, and shows a high level of
significance. That is to say an increase in money balances will lead
to a right hand shift in the demand for housing causing the price to
go up.

(DR.MX1) is a variable included in order to correct the slope of
(MX1) with respect to (Ph). The sign of (DR.MX]l)variable is negative
as expected, indicating that a part of the money increase is allocated
for hoarding or for purchasing durable goods and expensive metals as
gold and silver. The variable is at the highest level of significance
in this equation (0.0007). The 1agged dependent variable is omitted
because it is found insignificant, and hence the desired price level
of housing is adjusted during the same period. In general the equation
is plausible and appropriate as its mean absolute percentage error is
approaching the five per cent level (5.29 per éent), and it is consis-
tent with the theory of demand pull-cost push inflation.

The price function of housing is also estimated in its semi-log

linear form as follows:

LPh = ~-1.190 + 0.225 LW + 1.062 LPWB + 0.087 MX1 (3.1)

(0.283) (0.051) (0.271) (0.017)

- 0.094 DR.MX1
(0.016)

R? - 0.966; D.W. = 2.270; p = -0.157; SD = 0.069

3Here it is found also that the exchange rate is not significant,
so it is included in the foreign price of imports in order to show the
price of imports in domestic currency (PWB).
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Equation (2.1) is also inconclusive evidence of serial correlation,
and all independent variables are significant except the dummy variable
(Dh) which 1s omitted from the equation as it is insignificantly differ-
ent from zero even with a negative sign. This equation, however, is
inferior if it is compared with equation (2). 1In equation (2.1) the
ratio of (MAE) to mean dependent variable is 8.63 per cent and the mean
absolute percentage error is 19.72 per cent compared to the corres-
ponding percentage errors, 5.33 per cent and 5.29 per cent respectively
in equation (2). |

The price function of housing is also estimated for the first
period alone, and it is found that the cost push variable is insig-
nificantly different from zero, so it is omitted from the function in
this period. However its omission is reasonable since the contribution
of housing production in GNP is relatively low. The industries pro-
ducing building materials are also small and in their first stage of

development. The results of the estimated equation are as follows:

Ph = -3.935 + 4.845 PWB + 0.164 MX1 (2,P1)
(2.478) (2.510) ~ (0.052)
R? = 0.906; D.W. = 1.881; SD = 0.103

Serial correlation is absent in this equation, and only the money
variable is significant at lower than 5 per cent (2.54 per cent), while
the imported inflation (PWB) in the field of housing production is
significant at lower levels, amounting to 11.15 per cent. This is
because the world inflation was not very high during this period. But
when the equation is estimated in its semi-log linear form (2.1,P1),

the variable (PWB) gains a higher level of significance (5.85 per cent).
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But if the percentage error is concerned, the linear form (2,Pl) of
this equation is more preferable and appropriate as the ratio (MAE/Y)
is 3.89 per cent compared to 15.88 per cent in the semi-log linear

form (2.1.P1).

LPh = -0.042 + 4.392 LPWB + 0.107 MX1 (2.1,P1)
(0.054) (1.798) (0.037)

R? - 0.924; D.W. = 1.872; SD = 0.073

This equation is free of serial correlation.

Then the Ph function is estimated using data of the second period

and found to be as follows:

Ph = -0.306 + 1.550 PWB + 0.119 MX1 - 0.118 DR.MX1 (2,P2)
(0.395) (0.368) (0.042) (0.040)
R? - 0.921; D.W. = 2.695; p = -0.493; SD - 0.152
LPh = -1.550 + 0.283 LW + 0.964 LPWB (2.1,P2)

(1.483) (0.238) (0.346)

+ 0.077 MX1 -0.085 DR.MX1
(0.018) (0.019)

§2 = 0.943; D.W. - 2.891; p = -0.556; SD = 0.064

The evidence of serial correlation in both equations is not con-
clusive. The proxy for cost push inflation (W) is omitted from the
linear form equation (2,P2) because it.is not only insignificant, but
also it decreases the significance of the money index (MX1) variable
to the level of 12.54 per cent. So its omission increases the signifi-

cance of money variable to level 3.65 per cent and the significance of



172

(PWB) from 5.46 pér cent level to 0.84 per cent level. This is in
addition that the.standard deviation of the estimated equation
decreased from 0.166 to 0.152, and the corrected goodness of fit (ﬁz)
is increased from 0.906 to 0.921.‘ The ratio of (MAE) to (Y) is
acceptable as it amounts to 4.35 per cent.

Now if the semi-log linear form equation 1s investigated, the
proxy of cost push inflation is still insignificaﬁtly'different from
zero, but at least‘it is significant at level 30.0 per cent, and other
independent variables are significant at the reasonable level. However
in this respect if the nominal wage variable is omitted from the
equation, the other variables including the intercept become highly
significant at a level less than one per cent (see 2.11,P2), but the
standard deviation is increased and the level of (ﬁz) is decreased.

The results are as follows:

LPh = 0.213 + 1.267 LPWB + 0.076 MX1 - 0.078 (DR.MX1) (2.11,p2)
(0.053) (0.243) (0.018) (0.018)

-2 -
R™ = 0.938; D.W. = 2.720; p = -0.446; SD = 0.067

There is also no evidence of serial correlation in this equation.

The price elasticity of housing is also investigated, and it is
found that the (Ph) elasticity with respect to (W) amounted to 0.442
in the linear form and 0..225 in the semi-~log linear form in the
whole period. But the diifference between these elasticities is insig-
nificantly different from zero. The (Ph) elasticity with respect to
(PWB) is not statistically different from one in all periods. While
the (Ph) elasticity with -espect to (MX1) is not different from one in

the second period and the whole period. It is lower than a half in
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the first period based on a statistical test, at the five per cent

level. But this elasticity must be corrected by the elasticity of
(DR.MX1) during the period (1970-77) to get the net elasticity in this

period which is very small and negative.

TABLE XVI

PRICE ELASTICITY OF HOUSING WITH RESPECT TO (W), (PWB) AND (MX1)

Elasticity and First Second Whole
Equation Form Period Period Period
1) E(Ph,W)
a) Linear form N.S N.S.2 0.442
b) Semi-log linear form N.S 0.283 0.225
2) E(Ph,PWB)
a) Linear form 3.648l 1.109 0.905
b) Semi-log linear form 4.392 0.964 1.062
3) E(Ph,MX1)3
a) Linear form 0.248 0.830 0.537
b) Semi-log linear form 0.219 1.134 0.785

.S. = not significant at all
Significant at level 11.15 per cent

N =2

Significant at level 30.00 per cent

w

Those elasticities under second and whole periods are for 1969 and
(1962-69) periods, respectively.

Money Supply

Following Friedman's analysis of money supply, the multiplier is
considered as the fraction of money divided by the monetary base,.

the multiplier is given by the following identity:
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CC
Di + 1
Mi = 5 i=1, 2%
ccC R DC
Di + Di + Di

where D1 = DD and D2 = TD = DD + TS.

The ratio (DC/Di) represents the private and semi government
institution deposits held at the Central Bank; it is consideredbas
exogenous while the other two fractions (CC/Di) and (R/Di) which
represents the public and commercial banks behavior respectively, are

considered as endogenous variables.

The Currency-Deposit Ratio

The best fit obtained for the ratio representing the public

behavior is as follows:

cc *

(— ) = 0.903 - 0.00042 RYP + 26.056 rd2 - 0.977 (WS/YP) (3)
DD

(0.257) (0.00016) (6.597) (0.322)

R? = 0.872; D.W. = 1.551; p; = 0.615; SD = 0.088

cc *

L (— ) = 4.463 - 0.333 LRYP + 0.834 Lrd2 - 0.561 L(WS/YP) (3.1)
DD

(0.934) (0.094) (0.189) (0.188)
R% = 0.886; D.W. = 1.840; p;, = 0.616; SD - 0.104
CC =«
(— ) = 0.767 - 0.00024 RYP + 16.243 td2 - 0.768 (WS/YP) (3.2)
TD .
(0.224) (0.00015) (5.310) (0.259)

R? = 0.715; D.W. = 1.481; p, = 0.696; SD = 0.073
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cc *
L (— ) =5.610 - 0.577 LRYP + 0.690 Lrd2 (3.21)
TD

(1.467) (0.192) (0.180)
- 0.859 L(WS/YP)
(0.220)

R? = 0.773; D.W. = 1.583; p, = 0.877; SD = 0.108

Where RYP ig the real GDP in the non-oil sector, rd2 is the competitive
price on total deposits, (WS/YP) is the ratio of wages and salaries to
GDP in the non-oil sector representing the degree of income distribution
and L is added to the variable to indicate the log.

Here it is likely to note that the real GNP (RY) and the competi-
tive price of demand deposits (rdl) were trﬁed in place of (RYP) and
(rd2), but it is found more appropriate to use (RYP) and (rdZ) since a
lower level of error and a higher level of significance are our aim in
estimating each equation.

The above four equations are corrected for serial correlation.

For the first time a lower 1evelvof (ﬁz) is reported because multi-
collinearity which mostly qontribute to raise (RZ) is absent or very
small in these equations based on the fact that the correlation between
independent variables is.very small. Concerning thevsignificance of
the coefficients, all indepéndent variables in both forms are signifi-
cant, except the variable (RYP) in equation (3.2) which has a lower
level of significance. Of interest is the fact that the signs of the
competitive price of total deposits and the wage-income ratio are
contrary to what has been expected. That is, the competitive price is
found positively related to the currency-~deposit ratio and the wage-

income ratio is negatively related to it. With respect to the
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competitive price of total deposits, it can be interpreted as the
competitive cost of supplying deposits by the commercial banks, since
the commercial banké are prohibited fo pay interest or to receive any
charges on demand deposits. In fact the competitive price of total
deposits during the study's period was decreasing from 2.95 per cent
in 1962 to 1.89 per cent in 1972, then it changed its direction to
increase until it reached 2.99 per cent in 1977. This rise in the
competitive price méy have partly arose from the government action
that all its employees should have current accounts at commercial banks
in order to receive their salaries in these accounts. It increases
also the cost of holding deposits at banks in terms of wasting time
(about one hour) when a deposit holder wants to cash a check.

With respect to the wage-income ratio, the negative sign may have
arose from the above mentioned government action, since most of the
amount of wages and salaries 1s paid by the government and government
institutions. The wage-income ratio was in the range of 38.0 to 69.0
per cent and was increasing during the first period by a rate lower
than that prevalling in the second period. The annual average of the
wage—-income ratio increased from 0.47 during the first period to 0.57
during the second period. An experiment was conducted using a dummy
variable to capture the effect of the government action which must
have a negative effect on the curfency-deposit fatio. This dummy
variable appears to be significant with a correct sign, but its
inclusion made the variables (RYP) and (WS/YP) insignificantly
different from zero, therefore it is likely to be omitted from the
equation. The lagged dependent variable was also omitted; it was

found to be insignificantly different from zero.
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Concerning the mean absolute error-mean dependent ratio (MAE/?)
the linear forms (3 and 3.2) gave a lower percentage error which was
7.59 per cent for equation (3) and 8.43 per cent for equation (3.2),
corresponding to 27.98 per cent and 15.34 per cent for log linear forms
3.1 and 3.21 respectively. That is to say if the money narrowly
defined (M1) is used, a lower percentage error is contributed by the
currency-deposit ratio function. However the linear form seems more
appropriaﬁe even if the percentage error is not plausible as it exceeds
the 5 per cent level. Table XVII shows the elasticity of currency-

deposit ratio with respect to independent Variableé and (MAE/Y) ratio.

TABLE XVII

CURRENCY-DEPOSIT RATIO ELASTICITY WITH RESPECT TO INDEPENDENT VARIABLES

Dependent

variable RYP rd2 (WS/YP) MVAE/Y %

Linear form

( %% ) -0.250 0.836 -0.626 7.59

( %— ) -0.195 0.711 -0.671 8.43

Log~linear form
CC
( ) ) -0.333 0.834 -0.561 27.98

( %% ) -0.577 0.690 -0.859 15.34
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Of interest is the fact that the currency-deposit ratio elasticity
with respect to (rd2) is not statistically different from one, While
the currency-deposit ratio elasticity with respect to (g%) is not
statistically different from one in the case of (%%) and is not
different from one half in the case of (%%). This elasticity with
respect to (RYP) is less than one half, but it is not statistically
different from one half when the function is estimated in the log-~linear
form; and it is statistically different from one half when the function
is linearly estimated.

When the period analysis is concerned, it is found that using
real GNP (RY) rather than (RYP) during the first period is more appro-
priate, because a higher §2 and a lower (SD) and (MAE/Y) are obtained.
(rd2) is omitted because it is found insign;ficant at all. The
currency-total deposits ratio_is estimated and found that all indepen-
dent variables are insignificantly different from zero. The resuits
of estimating the currency demand deposit ratio are as follows:

CC *

(— ) = 13.039 - 0.0006 RY - 3.241 (WS/Y) (3,P1)
DD

(3.943) (0.0001) (2.319)

R™ = 0.789; D.W. = 2.958; Py = -0.717; SD = 0.060

cC *
L (—) = -0.200 - 0.241 LRY - 1.262 L(WS/Y) (3.1,P1)
DD
(0.816) (0.077) (0.870)
R? = 0.688; D.W. = 2.672; p; = ~0.619; SD = 0.067

Both equations are corrected for serial correlation and equation
(3,P1) is superior to equation (3.1,P1l) if the (MAE/Y) is concerned.

But when the functions are estimated during the second period,
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better results are obtained.

cc

(— ) = 0.627 - 0.00029 RYP + 30.737 rd2 - 0.966 (WS/YP) (3,P2)
DD

(0.3136) (0.00017) (9.188) (0.451)
R? = 0.712; D.W. = 1.052; SD = 0.092

cc

L (— ) = 4.614 - 0.260 LRYP + 1.014 Lrd2 (3.1,P2)
DD

(1.471) (0.116) (0.247)

- 0.628 L(WS/YP)

(0.256)
R? - 0.775; D.W. = 1.503; SD = 0.111
cC
(— ) = 0.561 - 0.00026 RYP + 22.527 rd2 - 0.739 (WS/YP) (3.2,P2)
™D
(0.278) (0.00015) (8.138) (0.399)
- 2 : ’
R” = 0.647; D.W. = 0.811; SD = 0.081
cC
L (— ) = 4.097 - 0.285 LRYP + 0.879 Lrd2 - 0.589 LWY (3.21,P2)
TD :
(1.692) (0.7.34) (0.285) (0.295)

R2 - 0.688; D.W. = 1.735; SD = 0.127

" In general there is no conclusive evidence of serial correlation
in the above four equations. But when they are corrected for serial
correlation, worse results are obtained, and it is found that (pl) in
each equation is insignificantly different from zero, which suggests
the absence of serial correlation. The log-linear forms of equations
are superior to those of Jinear forms based on both the level of

significance of independent Qériables_and the level of §2, while the



180

opposite is true if the comparison is based on the percentage error.
That is, the linear forms of equations are superior to those of log-
linear forms based on both the level of standard error and the level of
percentage error (MAE/Y) occurring in each equation. But within the
linear forms themselves equation (3,P2) is more appropriate than that
of (3.2,P2) based on both the level of ﬁz and the level of (MAE/Y).

The latter amounts to 7.8‘per cent in equation (3,P2) and 8.4 per cent
in equation (3.2,P2). While the corresponding percentage errors arose
from equations (3.1,P2) and (3.21,P2) are 10.1 per cent and 11.0 per
cent respectively. Concerning the level of significance, itlis likely
to note that (rd2) is highly significant in all equations and (WS/YP)
is significant only in equation (3.1,P2), while other variables in each
equation are only significant at a lower level ranging between 10-15
per cent. The elasticity of thé currency-deposit ratio during the
gsecond period, with respect to (RYP) is less than one half, but it is
not statistically different from one half, while the elasticity with
respect to (rd2) and (WS/YP) are statistically not different from one.
Thus these elasticities have the same characteristics of those
estimated ones during the whole period. However the income elasticity

during the first period is statistically different from one half.

The Reserve-Deposit Ratio

With respect to the reserve-deposits ratio, the best initial

ordinary least squares estimates with annual data are as follows:

R

(— ) = 1.367 - 20.142 rd2 - 0.700 (22) + 0.00097 AGR (&)
DD D

(0.108) (1.959) (0.104) (0.00071)
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R% = 0.896; D.W. = 1.601; SD = 0.024
R DD
L (—) = -7.091 - 1.430 Lrd2 - 2.019 L&) + 0.073 LacR (4.1)
DD :

(0.564) (0.150) - (0.282) (0.021)
R? = 0.903; D.W. - 1.480; SD = 0.075

(—) = 0.810 - 15.657 rd2 - 0.222 (30) + 0.00084 AGR (4.2)

R
D

(0.060) (1.083) (0.058) (0.00039)
R? = 0.947; D.W. = 1.619; SD = 0.013

R

L (=) =-7.091 - 1.430 Lrd2 - 1.019 L(FD) + 0.073 LAGR (4.21)
™D

(0.564) (0.150) (0.282) (0.021)

R” = 0.908; D.W. = 1.480; SD = 0.075
Where (R/DD) is the reserve-demand deposit ratio (R/TD) is the
reserve-total deposits ratio, rd2 is the competitive price on total
deposits, DD/TD is the ratio of demand deposits to total deposits, AGR
is the moving average (three years) of changes in reserves (AR) and
L is added to denote the log value.

According to the Durbin-Watson statisties there is no evidence
for serial correlation in the above equations. It is likely to note
that the average rate of legal reserve requirements (ALR) is insignifi-
cantly different from zero with a wrong negative sign in the linear
form and a correct positive sign in the log-linear form; therefore, its
omission is reasonable to improve the fit of the reserve-deposit ratio
functions. However there was a doubt in its significance and its share
to explain some of the variations of the reserve-deposit ratio, since

the legal reserve requirement rate was raised only once in 1966, from
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10 per cent to 15 per cent on demand deposits and from 5 per cent to
7.5 per cent on time and savings deposits. The lagged dependent
variable is also found to be statistically insignificant, which means
that the désired reserve-deposit ratio is adjusted during the same
period. Then with respect to the significanée qf the included inde-
pendent variables, it is interes;ing to note that the (rd2), which has
been taken here as a proxy for the opportunity cost of holding
reserves, is significant at a very high level with a correct negative
sign. That 1s to say the reserve-deposit ratio responds to variations
in the (rd2) so that there is a support here to the hypothesis that
the money supply may have some relationship to the interest rate in
general. But with respect to the (%%) variable, it is at high level
of significance in all equations. The correct sign (negative) of (%%)
ratio is obtained in the case of the reserve-demand deposit ratio
function.4 While a wrong sign (negative) is obtained in the case of
the reserve~total deposit ratio function. It must be positive because
the required reserve ratio for demand deposits is higher than it is
for time and savings deposits. That is to say when a rise in demand
deposits exceeds the rise in time and savings depsoits, the average
pércentage increase in required.reserves exceeds the average percentage
increase in total deposits, so that the reserve-total deposit ratio
should increase. The average change in reserves (AGR) is also signifi-

cant, and contributes so much to improve the goodness-~of-fit of each

Here it is considered as negative because (R) also contains
reserves of time and saving deposits, which we cannot separate. Thus
an increase in time and savings deposits which lead to a decrease in
the demand deposits-total deposits ratio, reserves must increase and
hence the reserve-demand deposit ratio must increase.
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equation.

The elasticities of the reserve-deposit ratio with respect to
independent variables are shown in Table XVIII. Of interest is the
fact that elasticity of the opportunity cost of holding reserves is
greater than one. It 1s also statistically different from one. While
with respect to the (DD/TD) ratio, the elasticity is doubled in
absolute value when the (R/DD) ratio is considered, to reach 1.646 in
the linear fofm and 2.019 in the log linear form, against 0.699 and
1.019 when the (R/TD) ratio is considered, in the mentioned forms
respectively. Then the réserve-deposit ratio responds by a very low

level of elasticity, to variations in the (AGR) in Libya.

- TABLE XVIII

THE ELASTICITIES OF RESERVE-DEPOSIT RATIO WITH RESPECT TO INDEPENDENT
VARIABLES AND THE PERCENTAGE ERROR OF THE EQUATION

Dependent variable DD. = .
and equation form rd2 (TD) : AGR MAE/Y %
Linear form
R 1
( D ) : ~1.708 -1.646 0.037 5.28
R
( 55') -1.778 -0.699 0.043 3.86
Log linear form
R
(oo ) -1.430 -2.019 0.073 4.22
R
(1p ) -1.430 -1.019 0.073 3.44

1Not significant
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Regarding the first period analysis, all independent variables are
significant, except (ALR) which is insignificant in all equations and
with a wrong negative sign when the function is estimated in log-linear
form. But (AGR) variable is highly significant with a wrong negative
sign when the function is estimated in its linear form, and not
significant at all (with a correct sign) when the log linear form is
considered.

The (DD/TD) variable is highly significant in all equations wﬁile
(rd2) variable is only significant when the function is linearly
estimated. The results of the estimates of the reserve-deposit ratio

during the first period are as follows:

. |
(— ) = 2.605 - 52.810 rd2 - 0.036 AGR - 1.055 (%%) (4,P1)
DD
0.129)  (3.687) (0.005) (0.051)
%2 = 0.987; D.W. = 1.842; SD = 0.009
R
L ( —) = -9.282 = 2.024 Lrd2 + 0.055 LAGR (4.1,P1)
DD

(3.976) (1.107) (0.084)

DD
- 2.302 L (TD)
(0.472)

R? - 0.786; D.W. = 1.812; SD = 0.117

R

(— ) = 1.413 - 31.309 rd2 - 0.0163 AGR - 0.410 (%%) (4.2,P1)
D

(0.115) (3.288) (0.0047) (0.045)

R® = 0.972; D.W. = 2.760; SD = 0.008
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R .
L (— ) = -9.282 -~ 2.024 Lrd2 + 0.055 LAGR (4.21,P1)
TD

(3.976) (1.107) (0.084)
DD
- 1.302 L(g)
(0.472)

R? - 0.755; D.W. = 1.812; SD = 0.117

The Durbin-Watson statistics indicate no conclusive evidence of
serial correlation in equation (4.2,P1) and free of serial correlation
in other equations. The estimates of the log linear form‘indicate
that the reserve-deposit ratio elasticity is (-2.024) with respect to
(rd2), and it is not stafistically different from one. While this
eiasticity is very large in the linear equations, as it amounts to
(-4.135) in equation (4,Pl) and (-3.682) in equation (4.2,P1), but
statistically speaking, they arevnot different from four. The C%%)
ratio elasticity amounted to (-2.008) and (-2.302) in the linear form
and log-linear form of the reserve-demand deposit ratio function
respectively. They are not statistically different from two. - However
this elasticity is not different from one when the reserve-total
deposit ratio function is considered, as they amounted to (-~1.172) in
the linear form and (~1.302) in the log-linear form. The elasticity
of (AGR) may be ignored since it is insignificant in the log-linear
form and with a wrong sign in the linear form. In general, the
reserve~deposit ratio elasticities with respect to the independent
variables, which are derived from the log linear forms, have the same
characteristics of the corresponding elasticities during the whole
period, except (rd2) which has a unitary elasticity in this period

compared to a greater than one elasticity in the whole period.
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The linear form equations are superior to those of log-linear
forms, as they have a higher level of goodness of fit (ﬁz) and a
lower level of percentage error (MAE/Y). (MAE/Y) amounted to 1.467
per cent in the linear (R/DD) function, and 1.864 per cent in the
linear (R/TD) function, compared to 6.614 per cent and 4.786 per cent
in the log-linear (R/DD) and (R/TD) functions respectively.
During the second period, the best fit of the reserve~deposit
ratio is also obtained when the average rate of reserve requirement
is omitted from the function. The best variable which explains most
variations in the dependent variable is the proxy for the opportunity
cost of holding reserves. The results of the estimates of the function
during the second pefiod are as follows:
R . DD
(— ) =1.294 ~ 17.468 rd2 + 0.0013 AGR - 0.670 (EB) (4,P2)
o (0.198) (1.624) (0.0004) (0.206)
R% = 0.958; D.W. = 2,102; SD = 0.014

R
L(—)=-6.724 - 1.341 Lrd2 + 0.057 LAGR (4.1,P2)

DD
(0.782) (0.184) (0.025)
DD
- 1.907 LG
(0.785)
R = 0.917; D.W. = 1.957; SD = 0.065

R

(— ) =0.782 - 14.503 rd2 + 0.0011 AGR - 0.231 (%%) (4.2,P2)
TD

(0.163) (1.339) (0.00036) (0.170)

R = 0.967; D.W. = 2.049; SD = 0.011
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R

L (— ) =-6.724 - 1.341 Lrd2 + 0.057 LAGR (4.21,P2)
D

(0.782) (0.184) (0.025)
- 0.907 L(%%)
(0.785)
&% = 0.931; D.W. = 1.957; SD = 0.065

These equations are free of serial correlation as indicated by
the Durbin-Watson statistic or the changes of sign of the error term.

The (rd2) variable is highly significant in all equations, while the
(DD/TD) variable is significant at a reasonable level only in the
reserve-demand deposit ration function equations (4,P2, 4.1,P2). The
latter variable is not significant in the reserve-total deposit ratio
function. The (AGR) variable is also significant in all equationms,
while if the (ALR) variable is not omitted, then AGR and (DD/TD)
variables lose their reasonable level of significance. But it must be
noted that the (DD/TD) variable has a wrong sign in the reserve-total
deposit ratio function.

With regard to the opportunity cost elasticity, it is statistically
not different from one in the log-linear forms and different from one in
the linear forms, while it is found statistically different from one in -
both forms when the whole period is considered. But the reserve-deposit
ratio elasticity with respect to (AGR) and (DD/TD) have the same

characteristics which are found when the whole period is considered.
The Supply of Output in the 0il Sector

As the prices of petroleum started obviously to increase in the

1970's, it is preferable to consider the export price of the output in
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the oil sector as an independent variable iﬁ.order to capture the change
in income derived from the price's increase. Therefore, the gross
domestic product (0Y) in this sector is a functlon of the quantity of
crude oil produced (QX), the prices of oil exports in dollars (OPX), the
exchange rate of dollars in doﬁestic currency (ES), and the change in
real credits (DRLP) to measure the availability of credits for those
companies providing services for oil producer companies. The function
is estimated in nominal terms as it is not affected by the domestic
price level since the oil industry is capital intensive and fhe income
share of labor is so small that it can be neglected. The.estimates of

this function are as follows:

0Y = 2711.75 + 0.6675 QX ~ 3163.45 ES + 495.085 OPX (5)
(680.353) (0.0766) (655.648) (24.843)
- 9.113 DRLP
(1.190)
R? = 0.993; D.W. = 2.113; SD = 82.300
LOY = -0.515 + 1.020 LQX + 0.894 LOPX - 2.335 LES (5.1)
(0.388) (0.060) (0.119) (1.211)
- 0.039 LDRLP
(0.056)
R? = 0.987; D.W. = 2.195; SD = 0.116

Both equations show no conclusive evidence of serial correlation
based on the D.W. statistic, but according to sign changes in errors
they are free of serial correlations. All independent variables are

statistically significant when the function is estimated in its linear
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form (5). While when it is estimated in its log-linear form, the proxy
for the availability of credits becomes insignificantly different from
zero, despite it is still with a correct negative sign. All other
signs are correct as expected.

Despite the fact that all independent variables in the linear
equation are significant, the log-linear equation is still superior
if the percentage error (MAE/Y) is concerned, as the latter amounted
to one per cent compared to 4.54 per cent in the linear form.

An increase in the quantity of oil production or in the prices
of o0il exports leads to an increase in (0Y). While a depreciation
in the dollar value which reflects an appreciation in the domestic
currency value against the dollar will lead to a reduction in the (0Y).
This is the main reason as stated by the OPEC members for increasing
o0il prices in the 1970's. The other reason is that the prices of
capital goods needed for development in the oil producing countries,
are increasing very fast while the oil prices were reduced in 1959
and 1960 and remained frozen since then, in absolute value, while the
purchasing power of the oil revenue was decreasing. In this respect
there is unsolved argument between oil producers and consumers. That
is to say that the producers raise the oil prices as to compensate

the reduction in the purchasing power of their oil revenue.5 This

An experiment is conducted to test the hypothesis of o0il producer
countries, that is, the oil price is a function of the world price of
capital goods and the exchange rate of the dollar since the payments
for oil exports are in dollars. A dummy variable is added to correct
the slope of the world price of capital goods with respect to oil
prices starting from 1974, the year of the big increase in oil prices.

The results of estimating this function during the period (1962-1977)
are as follows:
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reduction comes from two sources: (a) the devaluation of the dollar

in 1971 and in 1973, and the continuous gradual depreciation of the

dollar in the internationsl money market; (b) the rising world inflation
especially in the prices of capital goods. While the oil consumers
(industrial countries) argued that the oil producer countries are
responsible for the rising inflation during the 197O's.6 However in

the case of Libya in particular, its share of the world market which

is estimated by the value of its total exports expressed as a percentage
of total world exports, was less than one per cent during the 1970's,

an average of 0.852 per cent during the period (1970-1977) compared to
0.619 per cent during the period (1962-~1969). Thus this negligible
share leads to the conclusion that Libya alone exercised no influence

on the level of international prices.

LOPX = 0.038 - 0.282 LPK + 1.248 D.LPK - 4.619 LES
(0.035) (0.328) (0.328) (0.171)

-2 -
R™ = 0.982; D.W. = 2.404; p = -0.221; SD = 0.098

It is found that the dummv variable multiplied by the price of capital
goods, and the exchange rate of dollars are statistically significant
at a very high level, while the slope of the price of capital goods
before 1974, is insignificantly different from zero, and has a negative
sign. This is expected since the prices of o0il exports were constant
up to 1970, while the prices of capital goods were gradually increasing

by an average of 2.0 per cent during the same period of constant oil
prices.

6The hypothesis of industrial countries-is tested also, considering
the world price of capital goods as a function of oil prices and the
exchange rate of the dollar. A dummy variable is also added in order
to show the effects of the big increase in oil prices starting from
year 1974. The results of estimating this function during the period
(1970-1977) are as follows:

LPK = 0.140 + 0.419 10PX - 0.097 D*LOPX - 0.756 LES
(0.281) (0.856) (0.545) (2.745)

= 0.827; D.W. = 1.515; p = 0.144; SD = 0.131

The regression indicates that all independent variables are insignifi-
cantly different from zero and the dummy variable has a negative sign
which is contrary to the expected positive sign.

§2
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The elasticity of the output in the o0il sector is unitary with
respect to the quantity of o0il production and less than unity (0.894)
with respect to the price of oil exports. It is not statistically
different from one. But the oill sector output elasticity with respect
to the exchange rate 1s 2.335 which is significant at 10 per cent, and
is not statistically different from one. While in the linear equation
where it is significant at a higher level, the elasticity amounted to
2.680 and it is statistically different from one. The output elas-
ticity with respect to the availability of credits amounted to only
0.198 when it shows a high level of significance in the linear equation.

Now considering the analysis during the two periods, it is found
that the best fit may be obtained, when the function is estimated in
its log-linear form during the first period, and in its linear form

during the second period. The following estimates are obtained:

LOY = -0.450 + 1.043 LQX - 19.260 LES - 0.141 LDRLP (5,P1)
(0.866) (0.215) (37.706) (0.309)
R? = 0.952; D.W. = 2.015; p = =0.452; SD = 0.141

(0)4

2183.1 + 0.480 QX - 2386.2 ES + 498.6 OPX - 9.391 DRLP (5,P2)
(1068.7) (0.594) (1522.9) (30.208) (2.096)

R? = 0.990; D.W. = 2.137; p = -0.135; SD = 99.3

The oil price variable is omitted from eqﬁation (5,P1) of the
first period as it is found insignificantly different from zero and
its sign is negative which is contrary to the expected positive sign.
In addition the inclusion of o0il prices in equation (5,P1) makes the
quantity of oil production variable insignificant. But after its

omission the quantity of oil production becomes very significant at a
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higher level (1.7 per cent). The other two variables are still insig-
nificantly different from zero, but they have the expected correct
signs. However, it is expected that the oil price variable and the
exchange rate variable are not significant during the first period
since o0il prices remained constant and the exchange rate of the
dollar seems to be stable compared with that of the second period.

With respect to the second period, the o0il price and the availa-
bility of credits variables are statistically significant at a higher
level, while other independent variables are insignificantly different
from zero, even if they have the correct expected signs. The exchange
rate variable is significant only at a level of 21.5 per cent. This is
as a result of that the dollar is taken as a key currency for the
Libyan Dinar leading to the fact that the exchange rate of the dollar
remained constant during the last four years of this period. The quan-
tity of o0il production was insignificant in the equation, because this
period witnessed a gradualireduction in o0il production from 1211.1
million barrels in 1970 to 540.1 million barrels in 1975, then it
showed some increase during the last two years of this period to reach
707.3 million barrels in 1976 and‘753.1 million barrels in 1977.

The output elasticities during the two periods'do not differ so
much when the independent variable is significant compared to the
corresponding elasticity in the whole period. That is to say, the
output elasticity with respect to the quantity of oil production
amounted to 1.043 during the first period while this elasticity is
insignificant during the second period and amounted to 0.881, but it
is not statistically different from one. The output elasticity with

respect to (DRLP) accounted for (-0.195) in the second period, while



. 193

those of oil production and the exchange rate are ignored since they

2

are insignificantly different from zero.

The Supply of Output in the Non-0il Sector

The supply function of output which was derived in Chapter IV

is estimated in both forms linear and log-linear as follows:

*
RYP = 1899.59 + 0.628 RW - 43.191 (%%) - 1839.64 E (6)

(777.702) (0.125) (75.946) (732.46)

+ 1.392 DRLP+ 0.149 RYP1
(0.517) (0.177)

R% = 0.984; h = -2.722; p, = =0.551; SD = 40.126

LRYP = 0.562 + 0.582 LRW - 0.466 L(%%) - 1.758 LE (6.1)

(0.192) (0.074) (0.094) (0.461)

+ 0.132 LDRLP + 0.255 LRYP1
(0.036) (0.123)

R% = 0.985; h = -1.965; SD = 0.083

In equation (6), the star on the dependent variable means that the
regression is corrected for serial correlation while the regression
(6.1) 1is free of serial correlation based on the Durbin h-statistic.

A glance to these two equations, it is obvious that equation (6.1) is
superior to that of (6) as all independent variables in equation (6.1)
are statistically significant at a higher plausible level. While in
equation (6) (linear form) there are two variables, (%?) and (RYP1)
insignificantly different from zero. In addition the (MAE/Y) percentage

ratio amounts to only less than one per cent compared to about 4.131
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per cent in equation (6). Thus equation (6.1) is likely to be con-
sidered in the complete model. Now it must be noted that a positive
relationship is obtained between the supply of output and the real
wage, which is contrary to the theoretical view. However, if the

real output is regressed on changes in (RW) and (PWK/P) rather than

the absolute ratios, the negative sign for both variables are obtained,
but they are not significant at all, despite the other two variables
(DRLP and RYP1l) are still at a higher level of significance. Therefore
such estimates are ignored, since they are inferior compared to that

of equation (6.1), even the coefficient of (RW) variable has the correct
negative sign. That is when real wage increases, employers reduce the
number of workers and hence the supply of output decreases, other
things being constant, or if the industry can move to more capital
intensive, then the income of labor group declines and the income of
capital owners will rise. Doubtless to say that in the case of Libya
most industries (small and medium) (in the non-oil sector) are labor

intensive7, and the possibility of moving gradually to more capital

7Assuming the production function in Libya as a function of labor

and the level of imports of capital goods, the following results are
obtained:

LRYP" = 4.565 + 0.936 LL + 0.473 LRMKP
(1.015) (0.608)  (0.154)

R = 0.765; D.W. = 2.048; py= 0.611; SD = 0.144

proxy coefficient is very significant at a high level (1 per cent),
while the coefficient of labor is significant at a lower level (15 per
cent). However, if the function is linearly estimated the coefficient
of labor becomes very significant at a higher level while that of
capital proxy is significant only at level (16 per cent), and the out-
put elasticity with respect to labor is 2.2 while that of capital proxy
is (0.2). Thus in both estimates (log-linear and linear) the output
elasticity with respect to labor exceeds by two times or more the output

elasticity of the capital proxy. This is a support that most productive
units in Libya is labor intensive.
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intensive in the same existing industries cannot be ignored especially

in the agricultural sector where the development of using mechanization
is obvious during the last decade. As more capital is introduced in an
industry the productivity of labor increases also.

The per capita capital imported augmented for each worker increased
from LD. 65.4 in 1962 to LD. 121.2 in 1969 and L.D.’330.6 in 1977, an
annual average of LD. 185.0 during the whole périod. The average annual
growth of total imports of capital and intermediate goods amounted to
27.7 per cent during the whole pefiod (1962-1977). Thus it is reason-
able to assume that productivity of labor is increased also because of
the mentioned capital addition,8 and hence an equal rise in the real
wage is expected if there is a situation of competition. However it
is widely felt that the employer is not giving a real wage equal to
productivity of the worker. This feeling persuaded the govermnment to
raise the minimum wage about four times during the period under
discussion.

The minimum wage comes mostly in favor of those marginal workers

When a time trend variable (T) is added to the production
function as proxy for labor productivity, the new variable is highly
significant in both linear and log linear forms, but it tends to
decrease the significance of (L) and (RMKP) in the log linear form and
the coefficient of (L) is with a wrong sign. Thus it is ignored. While
when the function is linearly estimated all independent variables become
significant as follows:

RYP = -411.97 + 1164.16 L + 0.865 RMKP + 21.045 T
(174.46) (495.91) (0.431) (8.705)
2

R® = 0.973; D.W. = 1.861; SD = 53.497

This regression is free of serial correlation. The output elasticities
with respect to (L), (RMKP) and (T) are 1.291, 0.211 and 0.377 respec-
tively. The output elasticity of labor is not statistically different
from one. The improvement in productivity comes from the augmented
capital goods used by workers and from increases in the skill experience
and health of workers (99, p. 5).
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in the government institutions, as it is widely known that the worker's
wage in the private sector exceeds the announced minimum wage, except
some rare cases such as the marginal workers whose efficiencies are

very weak or those imported labor from neighbor countries by the private
sector. But the skillful labor was not affected by the minimum wage,

as they were subject to a lower level of competition between a limited
number of factories. In addition most Libyan workers do not like to
change employers on the base of wage difference especially if this
difference is very small. Thus it is reasonable to expect that Libyan
workers outside the government sector is underpaid if compared to his

productivity.9

But the trend of growth rate of productivity does not support the
hypothesis that workers receive a real wage lower than their produc-
tivities. The average rate of growth in productivity of labor amounted
to 11.94 per cent per year during the period, which is lower than that
of real wages (15.18 per cent). However if that hypothesis may be
acceptable in the private sector, it is not true in the government
sector. But in the economy as a whole the hypothesis is not valid.

As equation (6.1) is in a log—liqear.form, the coefficients of
independent variables are the short ruﬁ elasticities of real output
with respect to the corresponding independent variables since the
equation is a dynamic one. That is one percentage increase in the
real wage will lead in the short.run to a percentage increase of 0.582

in real output, while one percentage increase in the (PK/P) ratio will

9The concept of productivity is (in this study) as the ratio of
real output to labor input. 1In general, the term productivity is a
measure of the relationship between production of goods and services
and one or more of the factors of production (110, p. 13).
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lead to (0.466) percentage decrease in real output owing to the fact
that an increase in this ratio will léadvto decrease imports of
capital goods, and the latter will lead to a decrease in real output.
The same thing is true with respect to the exchange rate, since the
exchange rate is positively related to the price of imports of capital
goods, and hence it is negatively related to the real output. That is
an increase in the exchange rate leads to increase the price of imports
of capital goods, and the latter tends to decrease such imports and
hence the real output; However when the long run elasticity is con-
cerned, 1t isgreater by about 55 per cent as the coefficient of adjustment
1s equal to 0.645. As the exchange rate gained a high level of
elasticity (2.73) it becomes an important policy instrument in this
respect. That is one percentage decrease in the exchange rate which
is in the hands of the Central Bank will lead to 2.73 percentage
increase in real output. While the proxy for unutilized capacity
(DRLP) is less important than other independent variables, as its
elasticity with respect to output is only 0.205. That is a percentage
increase in (DRLP) given to the economy will lead to a percentage
increase of only (0.205) in output.

The long run output elasticity with respect to (RW) and the (PK/P)
ratio are (0.90) and (-0.72) respectively. The former is positive
because the coefficient of (RW) has a wrong sign.

Now concerning the analysis by period, the behavior of the supply
function of output is investigated and it is found that the best fit
can be obtained when this function is log-linearly estimated during
both periods. The proxy for unutilized capacity is omitted from the

equation during the first period as it is found that this proxy has a
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high rate of correlation with other indeﬁendent variables (from 0.90
to 0.95) in order to avold the severe existence of multicollinearity.
The lagged dependent variable is also omitted for thessame reason
.as its rate of correlation (0.988) with the price ratio variable (%?)
exceeds the multiple rate of correlation of the equation. While the
exchange rate is omitted because it is not significant at all on one
hand, and it has a wrong sign on the other. 1In addition the omission
of the exchange rate variable leads to make the price ratio variable a
significant one at the reasonable level. Thus the results.of the

estimates of this equation during the first period are as follows:

LRYP = 1.366 + 0.690 LRW - 1.476 L(%IS) | (6.1,P1)
(1.119) (0.221) (0.544)

ﬁz = 0.967; D.W. = 2.729; p = -0.510; SD = 0.082

Both independent variables are significant and have the same
difections of signs that obtained for the whole period. That is, the
real wage is positively related to the output which is contrary to the
theoretical view, while the sigﬁ of the price ratio is correct as it
is negatively related to the supply of output.

But when changes in real wage, price ratio and the exchange rate
are considered instead of their absolute values, a better reéults are

obtaiped as follows:

LRYP = 4.256 - 0.005 (%%g) - 0.031 (%%%?) (6.11,P1)

(0.95) (0.0017) (0.004)

- 39.384 ALE + 0.711 LDRLP

(13.433) (0.073)
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R® = 0.990; D.W. = 1.754; p = 0.058; SD = 0.042
That is, the price ratio variable and the proxy for unutilized capacity
variable are highly significant, while the real wage and the exchange
rate variables are significant at a lower level (10%). Therefore it
is preferable to consider this equation as it is superior to equation
(6.11,P1) especially the (MAE/?) is only 0.31 per cent compared to 1.0
per cent in equation (6.11,P1).

But with respect to the second period, the lagged dependent
variable is omitted from the equatibn as it is found insignificantly
different from zero, that is, the desired output is fully adjusted
during the same year. Then the equation with the remaining
independent variables is estimated and the following results are

obtained:

LRYP = 5.316 + 0.123 LRW + 1.161 L(%?) - 1.781 LE (6.1,P2)

(1.415) (0.224) (0.446) (0.697)

+ 0.081 LDRLP
(0.036)

R = 0.988; D.W. = 3.091; p = -0.670; SD = 0.049

There is no conclusive evideﬁce of serial correlation in this
equation based on D.W. statistics, but if the change of signs in the
residual item is considered the above both equations (6.1,P1 and 6.1,P2)
are free of serial correlation as such a sign changed five times among
eight observations. In equation (6.1,P2) real wage is not significant
at all, while the price ratio variable and the exchange rate variable

are significant at a lower level, an eight per cent. The proxy for
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unutilized capacity is significant only at a level of eleven per cent.
However if the exchange rate is included in the prices of imports and
changes in real wage and price ratio are considered instead of their

absolute values, the following results are obtained:

LRYP = 1.044 - 0.017 (%%%) - 0.007 ¢

(1.612) (0.013) (0.007)

ALPWK
ALP

) (6.11,P2)

+ 0.161 LDRLP + 0.775 LRYP1
(0.056) (0.266)

R = 0.876; h = -0.275; SD = 0.156

The regression is free of serial correlation, and all independent
variables have the correct signs. But the real wage variable and the®*
price ratio variable are not significant at any reasonable level,
while the other two variables are significant at level 6.3 per cent.
However despite equation (6.11,P2) has a lower EZ, a higher SD and a
little bit higher (MAE/Y), compared to equation (6.1,P2) the form:;
equation 1s still more approbriate since 1t is associated with the
theoretical view on one hand; and it has a relative higher level of
significance for some variables on the other.

But 1t is interesting to note that the ratio of the ‘absolute mean
error to the dependent variable mean is only 0.31 per cent in equation
(6.11,P1) and 1.1 per cent in equation (6.11,P2), compared to 0.8 per
cent in the log-linear equation (6.1) of the whole period. Thus it is

likely to note that equation (6.11,P2) is preferable if forward fore-

casting is needed, and (6.11,P1) is preferable if backward forecasting

is needed.
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Demand for Imports of Capital Goods

The demand function for imports of capital goods and intermediate
goods (RMKP) is estimated in both forms (linear and log linear), but
it is found that the log-linear form is more appropriate, based on
(MAE/Y) which amounts to 1117 per cent in the linear equation despite
all independent variables are significant. The lagged dependent
variable is omitted as it is found insignificantly different from

zero.

*
RMKP = 2295.86 + 0.761 RYP - 0.274 (%%? + 2253.44 E (N

(446.62) (0.078) (0.048) (435.22)

- 50.307 E.DE + 0.683 DRM2
(23.855 (0.297)

=2
R* = 0.950; D.W. = 2.922; Py = -0.739; SD = 21.938

LRMKP = -2.013 + 1.644 LRYP - 0.483 L(%%) + 13.824 LE (7.1)

(1.023) (0.424) (0.531) (6.134)

~ 13.119 (LE*DE).- 0.110 LDRM2
(6.666) (0.106)

R? = 0.951; D.W. = 2.061; SD = 0.188
Where RYP is the real GDP in the non-oil sector,‘k%%? is the ratio of
wage to the foreign price of imports of capital goods, E is the exchange
rate in terms of home currency, DE is dummy variable to capture the
effect of changes in the exchange rate arising from devaluation and
floating of the key foreign currencies, it equals to one for years

greater than 1970 and zero otherwise.



202

DRM2 is the change in real money balances broadly defined, as a
proxy for the unutilized capacity in the units of production, and L is
added to the variable to denote log.

There is no evidence of serial correlation in equation (7.1),
while equation (7) is corrected for serial correlation. (RYP) has the
highest level of significance in both equations. But both regressions
show a wrong sign with respect to both variables (%%) and (E). The
estimated coefficient of (%%) is not significant, while that of (E) is
significant in equation (7.1). The ratio of (%%) must be positively
related to the demand for (RMKP). An increase in wages or a decrease
in prices of capital goods must lead to a rise in demand for (RMKP).
While the (E) variable must be negatively related to the demand for
(RMKP). A decrease in (E) must lead to decrease the foreign prices of
capital goods (PK), and the latter must lead to an increase in demand
for (RMKP). The variable (DE.LE) has the right sign and it is signifi-
cant at level 10.0 per cent in equation (7.1). But if such a variable
is omitted, the exchange rate would have an insignificant coefficient
wgth a wrong sign (positive). The proxy variable for the unutilized
capacity appeared to be insignificant (it is significant in the linear
equation), but with a right sign (negative).

The elasticity of (RMKP) is 1.644 with respect to (RYP). That
is to say the demand for (RMKP) is elastic with respect to
(RYP), despite it is gtatistically not different from one. But of
interest, is the fact that the Libyan 1importers are not sensitive to
the prices of imported capital goods, and they do not also observe the
changes in the exchange rate, while such changes are observed by the

foreign exporters of capital goods to Libya, as it is suggested by the
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~positive sign of the foreign exchange rate. The foreign exporters
observe also the foreign price level of capital goods. That is to say,
it is almost a supply function rather than a demand function for real
imports of capital goods. This may be the case, because most imports
of capital goods are imported by foreign contractors who are doing
business with the government and government institutions for those
development projects, especially industrial projects, given to them.
While the other part of capital goods which is really marketed in
L.ibya, is reasonable to be expected as sensitive to the domestic price
level changes. When the ( ) ratio is lagged one period, regression
(7) is improved in terms of higher ﬁz and lower (MAE/?). That is,
(MAE/Y) amounts to 2.60 per centvin equation (7.11) compared to 2.72
per cent in equation (7.1). Thus equation (7.11) is preferable to be

included in the complete model.

LRMKP = -2.511 + 1.788 LRYP - 0.533 L( ) (7.11)

(0.693) (0.333) (0.323)

+ 14.616 LE - 13.437 (DE.LE) -~ 0.138 LDRM2
(4.939) (4.900) (0.077)

= 0.959; D.W. = 2.335; SD = 0.170

In equation (7.11), ( ) and (E) variables are still with a wrong
sign. The regression shows no evidence that the serial correlation
exists. The coefficlents of the variables ( ) and (DRM2) are signifi-
cant at level 15 per cent. While other independent variables show a
high level of significance, 2.0 per cent or less. An experiment is

also done on replacing (EE? and (E) by their changes, giving the

initial following estimates:
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LRMKP = ~4.196 + 1.457 LRYP + 0.030 (-A%qﬁ) (7.12)

(0.760) (0.153) (0.0115)

- 0.271 ALE - 0.075 LDRM2
(2.207) (0.110)

RZ = 0.930; D.W. = 1.247; 51 = 0.350; SD = 0.225

All independent variables have the correct signs, but (ALE) and
(LDRM2) are not significant at all, while (RYP) and (g%) are highly
significant. The ratio of (MAE) to (Y) is higher compared with that
of equation (7.11) amounting to 3.69 per cent. However, it is still
felt that equation (7.11) is superior to equation (7.12).

Now concerning the period analysis of the above behavioral
equation, it is found that the best fit can be obtained during the

first period and is as follows:

LRMKP = -1.094 + 0.033 LRYP + 0.843 L(%%) + 11.426 LE (7.1,P1)
(0.928) (0.549) (0.505) (6.740)

R? = 0.884; D.W. = 2.815; p = -0.443; SD = 0.109

(DRM2) is omitted for two reasons: 1) it is insignificant at all,
2) when it is included, the coefficient of (RYP) becomes negative which
is contrary to the theoretical view. But even with these three inde- |
pendent variables, they are insignificant at 5 per cent level, and the
exchange rate is still with a wrong sign. While the ratio of wages to
foreign prices of capital goods has the correct sign (positive) which
is associated with the theoretical view. However it is likely to note
that the variable (%%) is significant at 17.0 per cent level, and the

exchange rate 1s significant at 16.5 per cent level. While the income
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proxy 1s not significant at all.10

Concerning the second period, the best fit can be obtained with

our original independent variables is as follows:

LRMKP = -8.597 + 1.634 LRYP + 0.310 L(%%) (7.1,P22)

(3.046) (0.340) (0.656)

+ 5.205 LE + 0.280 LRMKP1
(1.509) (0.174)

R? = 0.972: h = -0.010; SD = 0.126

(DRM2) is omitted for three reasons: (a) it is not significant;
(b) it has a wrong sign; (c) when it is included, the (%%) variable
becomes negatively related to demand for (RMKP). But the (g%) ratio
is still not significant even if it has the correct sign.ll This is
reasonable to be expected, since the public sector is dominating
investment in every economic field, especially in the industrial
sector Qhere large and medium industries must be owned by government
institutions (industrial law). Since the public sector's main
national goal is to reach self—sufficiency in necessary commodities,
the attention given to the economic cost-benefit analysis is secondary.
Thus the capital goods become as a giffen good in this respect as it

is shown by the estimates of the whole period.

When changes in (%%) and (E) are considered in the first period,
the direction of correct :igns are obtained. But the level of signifi-
cance is still not plausilble. The coefficients of (RYP), c}k) and (E)

are significant at lower :evels; 5.84 per cent, 30.0 per cent and 36.5
per cent respectively. '

1
1 When changes in (%%) and (E) variables are considered in the
second period, the direction of correct signs are obtained, but they
are not significant at all.
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Now concerning elasticity of demand for (RMKP), it amounts to 1.788
with respect to (RYP) during the whole period compared to 1.634 during
the second period, the latter is not different from one while the-
former is different from one. The demand elasticity with respeét to
(g%) ratio - is not significant during all>periods, amounting to less
than one, and it is not differént from one. But the demand elasticity
with respect to exchange rate (even with a wrong sign) is very high
during'thé first period (11.4) compared to (5.2) during-the.second
period. However, it amounts to 14.6 during the period 1963—1970; and

then corrected to reach only (1.2) during the rest of the period

(1971-1977).
Demand for Imports of Consumer Goods

It is assumed that demand function for real imports of consumer
goods (RMC) is determined by the following independent variables:
real gross national product (RY), foreigh price of imports of consumer
goods domestic price ratio (E%Q) , the exchange rate (E), the tax rate
on imports of consumer goods as a ratio (Tr = TX/Mc) and a lagged
"dependent variable.(RMC1). This function is estimated in both forms

(1inear and log linear) and the following results are obtained:

RMC = -558.785 + 0.088 RY + 107.986 (3%99 + 520.105 E (8)

(102.355) (0.013) (16.404) (99.459)

~ 13.454 (E*DE) - 149.005 Tr + 0.430 RMC1
(5.224) (32.385) (0.077)

R? = 0.997; h = -1.416; SD = 4.465
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LRMC = -0.477 + 0.342 LRY + 0.835 L(B%Q) +1.402 LE  (8.1)

(0.311) (0.134) (0.165) (1.865)

- 0.819 (LE*DE) - 0.524 LTr + 0.517 LRMCl
(1.906) (0.127) (0.129)

R = 0.996; h = -0.746; SD = 0.046

Both equations are free of serial correlation based on the
Durbin-h test. In the linear form (equation (8)) all independent
variables are significant, but the price rat16 variable and the exchange
rate variable have the wrong signs.12 An increase in the foreign price
level or a decrease in domestic price level leads to a decrease in
imports of consﬁmer goods. The exchange rate must also be negatively
related to the real imports of consumer goods, because the exchange
rate has a positive effect on foreign prices of imports. That is an
increase in the exchange rate in terms of home currency leads to
increase the foreign price level and the latter is negatively related
to demand for real imports, thus imports must decrease as a result of
the increase in the value‘of the exchange rate. So this function is
facing the same problem as that faced by the demand function for real
imports of capital goods. 1In fact a big part of imports of consumer
goods is the food stuffs most of which is imported by the National
Food Supply Corporation, established in 1971. This Corporation does
not do business on econémic marketing bases as long as it received a

big amount of subsidy from the government to cover the difference

12When (Eﬁg) and (E) are replaced by their changes, the change in

price ratio has the correct sign but not significant at all, the change
in foreign exchange is still with a wrong sign, Tr has a wrong sign, and
they are insignificant at all.
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between the domestic price and the world price. This policy leads to
increase imports of subsidized commodities since their prices are
about to be constant, while income and prices of other commodities
are increasing continuously. Thus such behavior may lead to abolish
the corporation's sensitivity to foreign prices of the subsidized
commodities, especially when its main objective is to make those
necessary commodities available in the Libyan market. However, when
the ratio of prices is broken down into foreign price level and
domestic price level, and the above function reestimated, the coeffi-
cilent of foreign price has a positive sign, while the coefficient of
domestic price level has a negative sign, leading to the conclusion
that some importers observe the domestic price when they make such

imports. The reestimates of the demand function for (RMC) are the

following:

RMC = -382.349 + 0.062 RY + 85.454 PMC - 45.428 P (8.2)

(89.431) (0.015) (13.511) (15.241)

+ 412.827 E - 6.899 (E.DE) - 136.435 Tr + 0.359 RMC1
(93.259) (4.141) (26.444) (0.088)

R% = 0.998; p = 0.041; h = 0.169; SD = 3.533

This equation shows that all independent variables are significant
at a higher level, except that variable representing the effect of
foreign currencies devaluations and exchange rate floating (DE*E) which
is significant at a lower level, a 14.0 per cent. The coefficient of
this variable is correct to be negative since the devaluation of the
dollar and depreciations of other currencies leads to show that the

foreign exchange of foreign currencies in domestic currency is lower,
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and hence foreign prices are lower too; therefore demand for imports
must increase. The average tariff rate has the correct sign (negative),
since an increase in the tariff rate leads to increase the average
price of imports and the latter cause a decrease in demand for imports.
The long run elasticity of demand for (RMC) from equation (8.1),
is 0.708 with respect to real GNP, and it is not different from one.
The other demand elasticities are 1.729 with respect to (E%QQ, 2.903
with respect to exchange rate and -1.085 with respect to (Tr). However,
equation (8.1) is appropriate, even though it has an insignificant
coefficient of the exchange rate, based on that (MAE/Y) is less than
one per cent, while this percentage error is over 2.4]1 per cent in the
linear form.
When the function is investigéted during the first period, it is

found that the log-linear form is more appropriate. The results are

as follows:

*
LRMC = 3.918 + 0.469 LRY - 0.296 L(B%Q) (8.1,P1)

(0.493) (0.012) (0.048)

4+ 0.471 LE - 0.568 LTr
(0.249) (0.023)

R = 0.9999;D.W. = 3.663; p; = -0.791; SD = 0.006

This regression is corrected for serial correlation and this
correction obtains better results;13 except that the exchange rate

variable continued to be insignificant and with a wrong sign despite

3Despite it is still showing serial correlation based on D.W.
statistics the author is satisfied by the correction of the first
degree only. L)
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it had the correct sign before the correction of serial correlationm.
While other independent variables are highly significant and have the
correct signs. Thus it seems that during the first period in which the
private sector is dominating, the economic behavior of the society is
assoclated with the theoretical economic view. The lagged dependent
variable is omitted as found insignificant, and hence the demand for
desired imports of consumer goods is adjusted during the same period.
But with respect to the second period, it is found that the demand
function for real imports of consumer goods may give a satisfactory
result whether it is estimated in its linear form or in its log linear

form. They are as follows:

RMC = -558.288 + 0,081 RY + 119.994 ((2°) + 522.838 E (8,P2)

(27.159) (0.004) (8.073) (29.779)

- 12.282 (E.DE) ~ 187.322 Tr + 0.477 RMC1

(1.723) (20.587) (0.023)

®% = 0.9998; h = -1.071; SD = 1.070

LRMC = -2.040 + 0.628 LRY + 0.634 L(20) (8.1,P2)

(0.341) (0.040) (0.082)

+ 1.731 LE - 0.428 LTr + 0.447 LRMC1
(0.165) (0.044) (0.026)

R? = 0.9998; h = -1.886; SD = 0.007

Both equations are free of serial correlations based on Durbin-h

test. All independent variables in both equations are highly signifi-
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cant except two variables in equation (8,P2) (DE.E)14 and (Tr) which
are significant at a lower level; 9.0 per cent and 7.0 per cent
respectively. But the price ratio and foreign exchange variables have
wrong signs. This is explained as before, by that government is
subsidizing the main necessary food stuffs. In addition demand for any
commodity exceeds its supply, so that importers do not pay any attention
to the foreign prices as far as the domestic price can be raised to the
profitable level. Since this direction of signs also occurred in the
whole period, it is therefore obvious that the economic activities
during the second period have a higher influence on the behavioral
equation during fhe whole period.

As the adjustment coefficient equals 0.553 in equation (8.1,P2),
the long run elasticities of demand for (RMC) during the second period
are 1.136 with respect to (RY), 1.146 with respect to (E%ED, 3.130 with
respect to (E) and -0.774 with respect to the (Tr). The income
elasticity and the price ratio elasticity are statistically not
different from one, while the demand elasticity during the first period
was only 0.469 and 0.296 with respect to income and price ratio
respectively. Demand elasticities with respect to (E) and (Tr) are
also lower during the first period, amounting to -0.471 and 0.568
respectively. Of interest is the fact that the differences between
the corresponding elasticities in both periods are very significant,

which suggest that the economic behaviors of Libyan people are also

different in these two periods.

14This variable is omitted from equation (8.1,P2) because it is

not signfiicant at any level.
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Estimating the (BOP) Reduced Form

The reduced form of the equations system of the balance of pay-

ments, explained in Chapter IV, is:

NFA
( —— ) GNFA = alGRY - a2GRM + o3GRS + GP - Gmu 9)
H
D
- (=) GD + e'
H

where e is a stochastic disturbance term and the multiplier (mu)
summarizes the behaviors of both the commercial banks and the public,
NFA denotes the net foreign assets, H denotes the monetary base, RY
denotes real GNP, RM denotes the opportunity cost of holding money,
RS is the rental price of money substitutes, P is the domestic price
level, D is net domesti¢ assets, or the credit creation, and G is
added to the variable to denote the rate of growth.

The coefficients of last three variables, namely GP, Gm, and (%)GD
are considered to take the hypothesized values of (+ 1.0) for GP,
(-1.0) for both Gmuand (%DGD. However if the error term is equal to
zero the above hypothesized values would be precisely hold. But if
the assumption of fixed exchange rate 1s relaxed, that is to introduce

an exchange rate (E) that can be changed, then the above equation

becomes:

NFA
( ——— ) GNFA = alGRY - a2GRM + o3GRS + GPMC + GE (10)
H
D
- Gmp -~ (— ) GD + e'
H
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Here it should be noted that (PMC) is the foreign price level, however,
it Is assumed that domestic prices must keep in line with foreign
prices. Then the coefficient of (GE) must take the value of (+ 1.0)
as that of GPMC. The exchange rate variable is still a policy variable
which may be changed for some reason. But if the exchange rate is
left to fluctuate, then the domestic money supplf is no longer an
endogenousivariable.

Both equations of the reduced form Qf the Balance of payments are

estimated and the results are given in Table XIX. FEquations (9 and 9.1)

are estimated under the assumption of fixed exchange rates, while those

(10 and 10.1) under some managed floating rates. Concerning equations 9
and 9.1, the estimated coefficients of real income growth (GRY) and
(D/H).GD conform to values implied by the hypothesis, while the
coefficient of the multiplier growth is different from negative one

at 5% level of significance. However the above mentioned three
variables which are significant in all equations, their estimates in
equation (10) conform to values implied by the hypothesis, that is when
the exchange rate is assumed to change:and money narrowly defined is
concerned. But the credit creation variable coefficient in equation
(10.1) is different from (-1) at 5per cent level of significance. But other
coefficients of the price level, exchange rate, the own price of

money and the cross price of money are not significant at all in all
equations, despite those of the price level and the exchange rate are
within the expected value. But with respect to signs, the price
variable has a wrong sign in all equations, while the exchange rate

has a wrong sign only in equation (10.1).

In general, concerning those three variables, real income, the

Lo



ANNUAL ESTIMATES OF THE RESERVE FLOW EQUATION; DEPENDENT VARIABLE IS [(NFA/H)GNFA}

TABLE XIX

Coefficients of independent variables

2%
GRY GP GPMC GE GRM GRS Gmul Gmu?2 (%) .GD 5 E;T

(9) 1.083 -0.508 - - -0.004 0.042 --3.083l - -0.974 970
(0.254) (1.009) - - (0.003) (0.048) (0.955) - (0.085) 491
(9.1) 1.162 -1.212 - - -0.003 0.003 - —2.775l -0.843 .978
(0.217) (0.866) - - (0.003) (0.043) - (0.681) (0.073) 1.380
(10) 1.222 - -0.637 0.845 -0.003 0.036 -2.622 - -0.866 .968
{(0.375) - (0.801) (2.314) (0.003) (0.044) (1.270) - (0.082) 1.502
(106.1) 1.072 - -0.069 -0.219 -0.001 -0.025 - ~2.713 —0.798l 0.969
(0.411) - (0.955) (2.594)  (0.003) (0.051) - (1.283) (0.082) 1.086

*ﬁz and D.W. aregiven respectively in the column. mul is multiplier of (M1) and mu2.is multiplier of (M2).

lThe coefficient is different from (-1) at level

5%.

Note: Growth of real money balances in both its definitions is regressed on GRY, GRM, and GRS, and the
estimated income elasticity is found to be significant and not different from one, while the other
two elasticities are not significant but are within the range shown in the table.

VavAl
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money multiplier, and the credit creation, which are the dominant
f;cto;; influencing the Libyan reserve flow, the results taken together
suggest that the Libyan reserve flow experience during the period
(1962-1977) are in conformity with the monetary approach to the balance
of payments. Zecher (109, p. 287-97) has estimated a similar reduced
form of the BOP on the Australian economy coming up with similar
results, although his is better in having the positive expected value
for the price level. As the domestic output is not sensitive to prices,
therefore the price increase whether it is of domestic origin or
imported from abroad, leads to increase the value of imports, and the
latter tend to decrease the reserve flow since these reserves are gained
from oil exports which is independent of the price level. That is the
negative sign of the price level'which is not associated with the
theoretical view, reflects the actual behavior of the Libyan economy.
But as it is insignificant, it may be ignored in this respect. However
it is argued that such a reduced form might give biased results, because
Durnbusch (32) concluded that there is not much use in considering

a reduced form equation of the balance of payment, if such equation

is not derived from the general equilibrium and macroeconomic system.
This argument will be investigated in Chapter VIII by making a compari-
son between net forelgn assets simulated by the complete model and by

the reduced single equation model.



CHAPTER VII
TWO STAGE LEAST SQUARES ESTIMATIONS

The use of two stage least squares (2SLS), as a method for‘
estimating parameters, yields consistent but not asymptotically
efficient estimates because it "does not take into acceount the
correlation of the structural disturbances across equations" (65. p. 562). _
Therefore an attempt has to be made to reestimate the model by the
28LS method./ Since the number of pfedetermined variables in the model
is large, it is necessary to find an alternative means of determining
instruments in a small number, because according to Pindyck and
Rubinfeld (90, p. 277), 2SLS presents no computational problems if "the
number of predetermined variables in the reduced form of the model is
relatively small (less than 20)1. The procedure followed here is that
those predetermined variables which are highly correlated with the

endogenous variables in each equation are selected as instruments in

. An attempt is made to reduce the number of predetermined variables
through the technique of the principal components as indicated by
Johnston (59, p. 322). That is to say, the predetermined variables are
transformed into a new set of variables, say P1Py ... Pg as given by
the (TSP) computer program. These nine components explain more than

98 per cent of the variance in our sample, the first five components
explain more than 95 per cent of the variance. So they are reasonable
to be used as instruments in our equations. But the nature of our
model showed that the technique of principal components is inappropriate
for it, because four of our behavioral equations are directly determined
by only exogenous variables.

216
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that equation. This is in addition to the existing predetermined
variables in the equation.

However, since the model is block recursive,2 "the right hand
endogenous variables need not be correlated with the error terms.

This property of recursive models makes ordinary least squares an
appropriate estimation procedure" (90, p. 269).

However, the model is reestimated by the 2SLS method and the results
are summarized in Tables XX and XXI. The corresponding results obtained
by the OLS method are also summarized in these tables for the purpose
of comparison. It is found that the estimates by the OLS method are a
little bit superior to those estimates by the 2SLS method in equations
(1), (1.1), and (8) in the linear model and (1), (1.1), (4), (4.1), (8)
and (9) in the log-linear model. While the estimates by the 2SLS are
superior to those estimates by the OLS method in equations (2), (4),
(4.1) and (9) in the linear model and (2) in the log-linear model. But
those four behavioral equations, in which none of the dependent vari-
ables appears on the right hand side of any equation, have similar
results either OLS or 2SLS method is used. These equations are namely:
3, (3, (5.1), (6), and (7), in both linear and log-linear models.
There are no differences of sign between OLS and 2SLS estimates.

Then concerning the order condition for identification the entire
model i1s identifiable, since there are five behavioral equations in
the model which are overidentified, namely numbers (1), (2), (4), (8),

and (9). The remainiﬁg four behavioral equations, (3}2 (5), (6), and

B e G

2
Assuming MX1 is an exogenous variable.

3
A better goodness-of-fit i1s obtained by the (2SLS) method when MX1 is
considered as an exogenous variable.
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TABLE XX

COMPARISON BETWEEN (OLS) AND (2SLS) ESTIMATES OF THE LINEAR
EQUATION MODELS

(D OLS: RM1 = -20.329 + 0.170 RY - 171.376 RM + 66.553 RS

(6.675) (0.021) (50.885) (16.570)
- 0.114 RG + 0.484 RM11 + 28,157 DR + 45.393 D76;
(0.071) (0.061) (7.744) (10.436)

R% = 0.999; h = -1.271; SD = 6.916

2SLS: RML = -17.615 + 0.169 RY - 208.744 RM + 67.561 RS

(7.426) (0.023) (60.767) (20.750)

- 0.095 RG + 0.469 RM11 + 27.175 DR + 45.744 D76;
(0.077) (0.074) (8.966) (11.981)
2

R" = 0.999; h = -2.723; SDh =7.311

(1.1) oLs: RM2 = -6.031 + 0.210 RY - 155.618 RM + 68.450 RS

(10.058) (0.019) (70.169) (22.489)
- 5.394 T + 0.416 RM21 + 42,090 DR + 29.496 D76
(2.601) (0.066) (12.285) (14.011)

R%Z = 0.998; h = -1.442; SD = 9.675

28LS: RM2 = -5.885 + 0.212 RY - 199.157 RM + 72,748 RS

(10.679) (0.020) (83.235)  (25.833)
- 4,946 T + 0.402 RM21 + 39.865 DR + 30.451 D76
(2.711)  (0.073) (13.314)  (15.288)
R% = 0.998; h = -2.738; SD = 10.032
(2)  OLS: P = -1.834 + 2.666 PWC - 2.838 (DS.PWC) + 0.227 Ph
(0.462) (0.489) (0.445) (0.057)

+ 0.023 MX + 3.011 DV;
(0.004) (0.459)

R% = 0.984; DW= 1.404; SD = 0.046

281S: P = -1.830 + 2.661 PWC - 2.834 (DS.PWC) + 0.228 Ph
‘ (0.473) (0.510) (0.457) (0.065)

+ 0.023 MX + 3.007 DV;
(0.004) (0.471)

R? = 0.984; DW = 1.410; SD = 0.046
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(3)

(4)

(4.1)

(5)

(5.1)

(6)

(oLs

OLS:

28LS:

OLS:

- 2S81S:

(oLs

(oLs

(oLS

= 2SLS):

cc.*

Ph = -0.405 + 0.001 W + 1.229 PWB + 0.103 MX
(0.363) (0.0004) (0.390)

- 0.144 DR.MX;

R

(
2

0.031)
= 0.947;

DW = 2.534;

(0.040)

SD = 0.142

€€y = 0.903 - 0.00042 RYP + 26.056 rd2 - 0.977 ();

D™ (0.257) (0.00016) (6.597) (0.322) ¥F
R% = 0.872; DW = 1.551; o, = 0.615; SD = 0.088
cc* WS
(%) = 0.902 - 0.00042 RYP + 26.048 rd2 - 0.977 (1)
(0.257) (0.00016) (6.598) (0.322)
R® = 0.872; DW = 1.55% ¢ = 0.615; SD = 0.088
cc* ' WS
() = 0.767 - 0.00024 RYP + 16.243 rd2 - 0.768 (r2);
(0.224) (0.00015) (5.310) - (0.259)
%% = 0.715; DW = 1.481; p, = 0.696; SD = 0.073
*
(%%) = 0.771 - 0.00025 RYP + 16.278 rd2 — 0.769 d%b;
(0.225) (0.00015) (5.303) (0.322)
R% = 0.715; DW = 1.477; o, = 0.701; SD = 0.073
= 2518): () = 1.3671 - 20.1419 rd2 - 0.7001 (22

= 2318): (i%?

= 25L8):

DD

(

0.1082) (1.9593)

+ 0.000965 AGR;

(0.000712)

(0.1041)

TD

% = 0.896; DW = 1.601; SD = 0.024

= 0.810 - 15.657 rd2 - 0.222 (225

(0.060) (1.083) (0.058) D
+ 0.00084 AGR;
(0.00039)
R? = 0.947; DW = 1.619; SD = 0.013

OY = 2711.75 + 0.6675 QX - 3163.45 ES

(680.35) (0.0766)

(655.65)

+ 495,085 OPX - 9.113 DRLP;

R

2

(24.843)
= 0.993;

(1.190)
DW = 2.113;

SD = 82.300
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TABLE XX (Continued)

(7 (OLS = 2SLS): RYP*= 1899.59 + 0.628 RW - 43.191 (fg%
(777.70) (0.125)  (75.946)

- 1839.64 E + 1.392 DRLP + 0.1487 RYP1;
(732.46) (0.517) (0.177)

R? = 0.984; h = -2.722; =-0.551;
SD = 40.126

A

(8) OLS: RMKP*= -2295.86 + 0.7613 RYP - 0.274 (g%) + 2253.44
(446.62) (0.078) (0.048) (435.22)
- 50.307 E.DE + 0.683 DRM2;
(23.855) (0.297)
2.

R = 0.950; DW = 2.922; = -0.739; SD = 21.938

1
2SLS: RMKP*= -2387.94 + 0.778 RYP - 0.278 c%%) + 2343.05 E
(453.75) (0.079) (0.048) (442.15)

~ 55.067 (E.DE) + 0.720 DRM2;
(24.223) (0.299)

2

R” = 0.950; DW = 3.061; = -0.749; SD = 22.005

o
(9) OLS: RMC = -558.785 + 0.088 RY + 107.986 (3%9) + 520.105 E
(102.355) (0.013) (16.404) (99.459)

- 13.454 (E.DE) - 149.005 Tr + 0.430 RMC1;
(5.224) (32.385) (0.077)
R% = 0.997; h = -1.416; SD = 4.465
2SLS: RMC*= -552.928 + 0.089 RY + 110.026 (EME) + 522.506 E

(73.967) (0.009) (10.429) T (72.118)

- 15.829 (E.DE) - 181.017 Tr + 0.442 RMC1;
(3.423) (24.007) (0.057)

R™ = 0.998; h = -2.377; b = -0.275; SD = 3.043

*The equation is corrected for serial correlation.

Note: See Appendix 1 for definitions of variables.
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TABLE XXI

COMPARISON BETWEEN (OLS) AND 2SLS ESTIMATES OF THE
LOG-LINEAR EQUATION MODELS

(1) OLS: 1RM1

i

-2.338 + 0.845 LRY - 0.862 RM + 0.211 RS
(0.384) (0.109) (0.283) (0.085)

- 0.0004 RG + 0.377 LRM11l + 0.124 DR;
(0.0001) (0.084) (0.050)

R = 0.998; h = 0.117; SD = 0.039

ZSLS; LRM1

]

-2.113 + 0.765 LRY - 1.038 RM + 0.076 RS
(0.494) (0.143) (0.381) (0.124)

- 0.00035 RG + 0.477 LRM11 + 0.081 DR;
(0.00018) (0.111) (0.065)

R? = 0.998; h = -1.108; SD = 0.048

(1.1) OLS: LRM2 = -1.568 + 0.802 LRY - 0.831 RM + 0.240 RS
(0.228) (0.090) (0.256) (0.075)

+ 0.279 LRM21 + 0.171 DR;
(0.082) (0.043)

R% = 0.999; h = ~1.614; SD = 0.035

28LS: LRM2 = -1.507 + 0.768 LRY -~ 1.023 RM + 0.230 RS
(0.248) (0.100) (0.316) (0.100)

+ 0.316 LRM21 + 0.151 DR;
(0.094) (0.049)

R? = 0.998; h = -1.209; SD = 0.036

(2) OLS: LP = 0.053 + 2.052 LPWC - 2.247 (DS.LPWC) + 0.309 LPh
(0.019) (0.404) (0.364) (0.064)

+ 0.0124 MX + 0.159 DV,
(0.003) (0.036)

R? = 0.980; DW = 1.312; SD = 0.035

28L5: LP = 0.052 + 2.022 LPWC - 2.224 (DS.LPWC) + 0.317 LPh
(0.019) (0.418) (0.373) (0.069)

+ 0.0124 MX + 0.159 DV;
(0.0028) (0.036)

R = 0.980; DW = 1,344; SD = 0.035

(3) (OLS = 2SLS): LPh = -1.192 + 0.225 LW + 1.066 LPWB + 0.086 MX
(0.284) (0.052) (0.271) (0.017)

- 0.094 (DR.MX);
(0.016)
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TABLE XXI (Continued)

R = 0.962; DW = 2.278; SD = 0.069
CCX* WS
(&) OLS: L(ZZ) = 4.463 - 0.333 LRYP + 0.834 Lrd2 - 0.561 L)
(0.934) (0.094) (0.189) (0.188)
RZ = 0.886; DW = 1.840; p, = 0.6165 SD = 0.104
L CCX WS
2518: L(Fp) = 4.513 - 0.341 LRYP + 0.835 Lrd2 - 0.655 LGP
" (0.932) (0.096) (0.188) (0.187)
R% = 0.886; DW = 1.839; p, = 0.629; SD = 0.104
i ce F WS
(4.1)  OLS: L(z5) = 5.610 - 0.577 LRYP + 0.690 Lrd2 - 0.859 L35
(1.467) (0.192) (0.180) (0.220)

RZ = 0.773; DW = 1.583; p, = 0.877; SD = 0.108

*
2SLS: L(%%) = 5.837 - 0.6055 LRYP + 0.688 Lrd2 - 0.880 L(%% :
(1.493) (0.1948) (0.179) - (0.221)

R2 = 0.774; DW = 1.578:

p, = 0.883; SD = 0.108
R DD
(5)  (OLS or 25L8): L(gy) = -7.091 - 1.430 Lrd2 - 2.019 LD
(0.564) (0.150) (0.282)
+ 0.073 LAGR;
(0.021)
R? = 0.903; DW = 1.480; SD = 0.075
. R DD
(5.1) (OLS = 25L): L(zp) = -7.091 - 1.430 Lrd2 - 1.019 L(2)
(0.564) (0.150) (0.282)
+ 0.073 LAGR;
(0.021)
RZ = 0.908; DW = 1.480; SD = 0.075
(6) (OLS = 2SLS): LOY = -0.540 + 1.025 LQX + 0.896 LOPX ~ 2.357 LES
(0.288) (0.040) (0.113) (1.137)
+ 0.0415 LDRLP;
(0.0485)
R% = 0.992; DW = 2.193; SD = 0.111
(1) (OLS = 2SLS): LRYP = 0.562 + 0.582 LRW - 0.466 L(%?) - 1.758 LE
(0.467) (0.160) (0.184) (0.876)
+ 0.132 LDRLP + 0.255 LRYPI;
(0.036) (0.123)
2

R™ = 0.985; h = -1.965; SD = 0,083
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TABLE XXI (Continued)

W

(8) OLS: LRMKP = -2.511 + 1.788 LRYP - 0.533 L(zp), _; + 14.616 LE
(0.693) (0.333) (0.323) (4.939)
- 13.437 (DE.LE) - 0.138 LDRM2; .
(4.900) (0.077)
R? - 0.959; DW = 2.335; SD = 0.172
2SLS: LRMKP = -2.636 + 1.997 LRYP - 0.718 L(g%pt_l + 14.177 LE
(0.713) (0.365) (0.350) (5.053
- 12.101 (LE.DE) - 0.135 LDRM2;
(5.076) (0.079)
-2

R™ = 0.957; DW = 2.745; SD = 0.176

it

(9)  OLS: LRMC = -0.477 + 0.342 LRY + 0.835 L% + 1.402 LE

(0.311) (0.134) (0.165) ©  (1.865)

- 0.819 (LE.DE) - 0.524 LTr + 0.517 LRMC1;
(1.906) (0.127) (0.129)

R% = 0.996; h = 0.746; SD = 0.046

2SLS:  LRMC = -0.402 + 0.302 LRY + 0.821 L(*59) + 1.641 LE

(0.347) (0.155) (0.167) (1.916)

- 1.089 (LE.DE) - 0.544 LTr + 0.556 LRMC1;
(1.978) (0.134)  (0.147)

2

R™ = 0.951; h = -0.773; SD = 0.046

Note: L is aprefix to thevariable to denote log.

*The equation is corrected for serial correlation.
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(7), including only exogenous variables as explanatory variables, and
hence are ldentified. The remaining eleven identities are also iden-

tified.

Equations (1) and (1.1) (Table XX) which are estimated by (28LS)
procedure have a serilal correlation as indicated by Durbin-h test,
but when these equations are corrected‘for such serial correlation
(p1) turns out to be greater than one which may indicate that the time
gerles 18 non-gtationary. Therefore, despite the corrected equations
for serial correlation showing better results in terms of lower stan-
dard deviations and higher t-values, they are ignored.

The selection of the best set of the behavioral equations shall
be considered in the following chapter when the equations model are
used for the purpose of historical simulation. The mean absolute
percentage error (MAPE) shall be taken as the principal criterion of

such selection.



CHAPTER VIII
MODEL SIMULATION AND VALIDATION

In general, the extent to which a model is satisfactory can be
tested by its ability to generate values which are approximately
similar to the trﬁe values. Therefore, it is appropriate to simulate
and then examine these predicted values and their relationship to the
actual values. In the econometric 1itera£ure (90, 315-19), there are
several types of goodness-of-fit measures which may be used. In this

chapter, the followlng measures are calculated:

1. The mean absolute percentage error (MAPE).

T
1 |9-v]

MAPE = — Z . 100
T o y

2. Regression coefficient of actual on predicted values (Bl),
then a Bl = 1 implies an exact linear relationship between actual and
predicted values while a small value of (BL) approachihg zero indicates
that the regression is very bad.

3. The regression correlation is another measure that can be
used in this respect.

4. Theil's inequality coefficient (U) is also comnsidered a good
measure of goodness-of-fit, and the value of (U) ranges between zero

and one, so that when u = 0 a perfect simulation exists, while a value
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of unity denotes the other extreme.

5. The ability of the model to track the turning points during
the historical period is an important measure for the validity of the
model. Kost (66, p. 7) indicates three definitions of turning point
errors, but they are similar and lead to the same value. However,
the simplest one is that a turning point error (TPE) can be defined
as the number of turning points missed (TPm) in the hiétorical actual
data divided by the number of turning points (TP).

TPm
TPmE = —
TP

Thus, expressing this error in proportional terms may be taken as
a measure of turning point error. Its value ranges between zero and
one. A valug of zero indicates a perfect turning point simulation,
while a value of one indicates the other extreme, that is, all are
missed.

Four sets of the equations model which are listed in Tables XX
and XXI (linear, log-~linear, OLS, and 2SLS) are simulated and the
results of the mean absolute percentage errors are summarized in Table
XXII.

MX1 is treated as exogenous in order to be able to choose the



TABLE XXII

THE MODEL HISTORICAL DYNAMIC SIMULATION (1963-1977): A COMPARISON BETWEEN LINEAR AND NONLINEAR MCDEL

F Ui

_ MAPE: The Chosen Model
D. Var. ¥ Linear Log Lineax Equation Method of
OLS 2S8LS 0LS 28LS Form Estimate MAPE
RM1 , 241.4 7.90 7.92 7.52 7.37 Log-Linear 28LS 7.37
P 1.521 2.08 2.07 1.97 1.89 i " 1.89
Ph 1.802 5.48 5.48 4,46 4.45 " " 4,45
(cc/pp) 0.835 10.50 10.46 11.79 12.00 Linear " 10.26
(R/DD) 0.316 5.78 5.78 5.45 5.45 " " 5.78
RM 0.0595 183.4 193.8 199.5 190.3 Identity - 276.2
RS 0.1277 181.4 184.8 222.9 241.2 " - 227.9
MS1 429.4 40.13 25.15 34.14 34.32 " - 34.65
MUL 1.221 1.80 1.80 1.73 1.75 " - 1.77
I 336.0 40.04 25.37 34,17 34.40 " - 34,55
NFA 591.8 23.63 15.32 20.61 20.64 " - 20.73
NM 640.0 6.76 %.04 3.08 3.18 " - 3.04
oY 1115.5 7.17 7.13 6.57 6.57 Log-Linear OLS 6.57
RYP £98.0 6.27 6.26 4,73 4.73 " " 4,73
GDP 1871.3 4.43 4,44 3.57 3.59 Identity - 3.59
Y 1784.5 4.89 4,91 4.06 4.08 " - 4.08
RY 1618.0 4,87 4.83 4.91 4,87 " - 4,87
RMK® 115.8 13.73 19.07 £.89 9.95 Log-Linear 0LS 3.88
RMC 111.0 5.5¢% 5.48 3.03 2.78 " 2813 2,78
RM2 278.5 6.86 7.27 8.71 6.56 " i 6.56
{CC/TD) 0.612 14.40 14.29 112.4 131.0 Linear i 3,94
R/TD) 0.23¢ 4.58 4.58 5.45 5.45 " " 4058
MS2 494 .4 43.23 25.690 36.27 38.07 Identity - 36,26
MU2 1.445 2.74 2.73 10.46 11.40 mo - 2,63
Nore: Y is ip miliion L.D. or index number or otherwise, as the value of the dependent variable is suppoi.ad

£e be,
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best set of those estimated equations.l The (MAPE) mentioned above
is taken as a basis for choosing the best equation from those different
techniques of estimation; the lower the (MAPE) is, the better is the
equation. Table XXII shows the (MAPE) resulting from a dynamic simu-
lation during the historical period. In these simulations the model
is wholly recursive and the money supply appeared with a high (MAPE)
amounting to about 34 per cent resulting from the same level of error in the
monetary base (H). The latter error arises partly from that error
exists in net foreign assets eétimateé. The other two high percentage
errors exist in the rate of inflation (RM) or the opportunity cost of
holding money, and the rate of inflation in the housing sector (RS),
or the price of the alternative asset to money. Their errors are as
much as twice their actual values although their effect on the demand
for money 1s not harmful resulting from the fact that their amounts
are so small. But it is instructive to note that the general price
index and the housing price index, from which (RM) and (RS) are
calculated, show only an error of about 2.0 percent and 5.0 percent,
respectively.

The percentage error of other dependent variables ranges between
1.8 percent to 10.0 percent. Therefore the best set of the model is
chosen and it is shown in the last three columns of Table XXII. That
is, the model contains: four equations, numbers 1, 2, 3 and 9 in log
linear forms and estimated by the (2SLS) method, two equations, numbers

4 and 5 in linear forms and estimated by the (2SLS) method, and three

lWhen the variable (MXl)~ an index of money as a proxy for demand
pull inflation in the price equations - is considered as endogenous,
the system becomes unstable.
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equations, numbers 6, 7 and 8 in log linear forms and estimated by the
(OLS) method.

The Chow-test of stability was used to investigate this chosen
model since it cbntains only recursive equations.2 The test results
as summarized in Table XXIII suggest that the hypothesis of stability
for these nine behavioral equations is not rejected. Therefore, this
model 1is stable during the whole period and able to predict more

appropriate predicted values relative to actual values.

TABLE XXIII

RESULTS OF THE CHOW TEST FOR STABILITY OF THE CHOSEN MODEL

Equation Dep. variable _ Critical F Calculated F
1 LRM1 237 0.875
1.1 LRM2 ’ 8.94. -0.478
2 LP 6.16 2,294
3 LPh 4.39 0.220
4 (cc/oDp) 3.84 1.990
4.1 (cc/1D) 3.84 2,314
5 (R/DD) 4.53 1,987
5.1 (R/TD) 4.53 1.288
6 LoY 5.05 1.043
7 LRYP 8.94 0.586
8 LRMKP 8.94 0.586
9 LRMC 237 0.044

2A system of equations is recursive if each of the endogenous
variables can be determined sequentially, for further discussion see
Pindyck and Rubinfeld (90, p. 269).
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The revised model is simulated in which MX1 is treated as an
endogenous variable. The best results are obtained when a static
simulation is berformed during the historical period 1963-77 and the
out of sample forecasted year (1978). These simulation results still
exhibit a higher\percentage error for RM and RS ﬁhile all the other
dependent variables appeared to be reasonable as their (MAPE) range
between 2 percent and 11 percent. According to the static simulation
of the model, the model is stable. This system of equations has
eleven simultaneous equations in one block and nine recursive equations
in two blocks.3 For comparison between equations the main measures of
goodness-of-fit for each endogenous variable are calculated. But it
is found that these measures which mentioned above are all good for
comparison between equations and lead to the same conclusion. How-
ever, it seems that (MAPE) is more relevant measure in this respect,
which suggest that both static and dynamic simulation results are
satisfactory, as shown in Table XXIV. But when the dynamic simulation
is performed to the model, it is found that the model is stable only
during the period (1963-1971). Other measures of goodness—of—fit4 for
each endogenous variable, such as Rz, Bl, Theil's U and the turning
points missing error are also plausible and suggest, in general, that
the static and dynamic simulation results are satisfactory. But these

results indicate that dynamic simulation is superior to static

3The computer solved the linear equations system in the following
order: (a) 6 recursive equations in the first block namely: (R/DD), OY,
RYP, RMKP, (CC/DD) and MUl. (b) Eleven simultaneous equations in the
second block namely: P, Ph, RMC, MS1, RY, H, GDP, Y, NFA, NM, MX1l.
(c) Three recursive equations in the third block namely: RM, RS and RMI.

These measures can be seen in appendices 1 and 2.
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TABLE XXIV

GOODNESS~OF-FIT FOR EACH ENDOGENOUS VARIABLE DURING THE PERIOD
(1963-1978) INCLUDING THE FORECASTED YEAR

Static Simulation Dynamic Simulation(z)
1978 —_— -
Endogenous v-¢
Variable MAPE MAPE (1) ("i7°‘% MAPE
RM1 8.335 7.573 19.76 7.974
P 2,067 2.179 0.39 . 2.971
Ph 5.443 4.183 24,35 5.500
(cc/pb) 11.785 10.262 34.62 7.125
(R/DD) 5.583 5.779  2.64 7.181
oY 7.200 6.566 -16.70 6.901
RYP 7.054 5.029 37.43 4,707
RMKP 9.387 8.340 25.10 9.138
RMC 3.877 3.616 7.78 2,783
RM 190.6 203.17 1.97 225.7
RS 137.8 142,47 67.70 84.7
MS1 6.298 5.118 ~24.00 42.72
MUL 2.030 1.751 -6.21 1.555
MX1 6.325 5.147 -24,00 42.74
GDP 3.629 3.374 7.46 2,983
Y 4,086 3.824 7.92 3.428
RY 5.084 4.919 7.56 4.164
NM 3.171 2.668 . 10.71 2.455
NFA 3.562 2.831 -14.53 : " 25.80
H 5.775 5.044 ~16.74 42.65

(1) Represents the historical period only (1963-1977).

(2) Represents the period (1963-1971) because the model is only stable
during this period when a dynamic simulation'is performed to the
model. Its instability during the rest of the period is indicated

by the Time Series Processor (TSP) computer program; that is the
system diverges in 1972,
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simulation, if the real sector is mostly concerned, taking the MAPE

as the criteria, while it is inferior to the static simulation, 1f the
monetary sector is mostly concerned. However, using all measures of
goodness-of-fit for the model, the static simulation appears té be
plausible and preferable, especially since it covers all the histori-
cal périods and the forecasted period.

The model simulation is also performed using money broadly
defined (M2), and it is found that most results are inferior to that

.of those simulations using the narrowly defined money. But it is
useful to note that the dynamic simulation using (M2) diverges only
in 1973. That is, one more period is stable when (M2) is involved in
the model system.

According to the dynamic simulation, the predicted money supply
shows a higher level of (MAPE) amounting to 42.72 percent, resulting
from a similar percentage error occurring in the monetary base, and‘
the latter error is mostly causea.by the balance of payments identity
as the percentage error accounted for 25.8 percent in the net foreign
assets (NFA) variable. This high percentage error in NFA variable
suggests that the model instability during the last six periods of
the historical periods is caused by the fofeign sector which is
represented by the balance of payments equation. Thus it is fruitful
and preferable to investigate further the appropriateness of con-
sidering the net foreign assets as an exogenous variable; that is to
say, the monetary base becomes an exogenous variable. Therefore, by
eliminating the balance of payments equation, the reduced model
becomes stable whether the simulation performed is static or dynamic

during the whole period under discussion. But a close glance at the
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results of both simulations shows that the results of the dynamic
gimulation are similar to those from the static simulation. However,
it is true that some variables perform slightly worse and other vari-
ables slightly better. The static simulation yields a lower level of
MAPE for: RMKP, RS, MS1, MUl, GDP, and Y, while the dynamic simulation
gives a lower level of MAPE for the variables RM1, RYP, RMC, and RMlL.
The remaining variables are equal in both simulations. But in general
the static simulation performs somewhat better than ﬁhe dynamic
simulation, as their results are summarized in Table XXV when the real
sector is concerned. That is, the static simulation yields a MAPE of
4.025 per cent in the predicted value of (y) compared to 4.114 per
cent ylelded by the dynamic simulation. In addition other measures of
goodness-of-fit suggest also that the static simulation is superior

to dynamic simulation when (y) is concerned.

Here it is likely to note that when broadly defined money is
used in both simulations, most variables perform slightly worse and a
few variables, namely RM2, (R/TD), RMC, GDP, Y and RY have a slightly
lower mean absolute percentage error than that when the narrowly
defined money is used in the static simulation (Table XXV). But
even these few variables can be ignored since the decrease in the
MAPE is negligible.

Now then, a comparison between the complete model and the reduced
model (excluding the foreign sect§r) should be considered. According
to the static simulation which was performed over 1963-1978, most
important variables show a lower (MAPE) when the whole model is applied.

That 1s to say, the complete model indicates more accurate esti-

mates with respect to demand for money, housing prices and gross
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TABLE XXV

GOODNESS-OF-FIT FOR EACH ENDOGENOUS VARIABLE, 1963-1978
(THE REDUCED MODEL)

Static Simulation Dynamic Simulation

D. Var. , 1278 1278
MAPE MAPE (1) (Y-Y)/YY% MAPE MAPE (1) (Y-Y)/Y%

I: Using the narrow definition of money:

RM1 7.912 7.809 9.452 7.545 7.481 8.511
P 2.279 1.982 6.729 2.280 1.981 6.766
Ph 5.248 4,253 20.185 5.247 4,253 20.161
(cc/pp) 11.785  10.262 34,625 11.762 10.257 34.340
(R/DD) 5.583 5.780 2.637 5.583 5.780 2.637
(0)'¢ 7.200 6.566 -16.703 7.200 6.566 -16.703
RYP 7.054 5.029 37.428 6.810 4,727 38.060
RMKP 9.387 8.340 25.097 9.992 8.891 26.500
RMC 3.756 3.571 6.525 3.076 2.815 6.992
RM 182.31 192.17 34.357 186.8 196.1 47.502
RS 143.68 149.53 55.970 215.0 225.4 60.057
MS1 2.030 1.751 -~ 6.220 2.039 1.764 - 6.161
MUL 2.030 1.751 -~ 6.209 2.039 1.764 - 6.153
MX1 2,005 1.725 - 6.212 2.014 1.738 - 6.159
GDP 3.905 3.549 9.240 3.995 3.627 9.519
Y 4.386 4.025 9.804 4.491 4.114 10.100
RY 4.898 5.006 3.274 4.861 4.947 3.577
II: Using the broad definition of money:
RM2 7.232 7.653 0.914 6.850 6.955 5.269
P 3.611 3.074 11.673 3.610 3.073 11.673
Ph 5.159 4.397 16.581 5.156 4.394 16.581
(cc/1D) 15.408 13.998 36.554 15.328 13.928 36.316
(R/TD) 4.425 5.583 2.067 4.425 4,583 2,067
oY 7.200 5.566 -~16.703 7.200 6.566 ~16.703
RYP 7.054 5.029 37.428 6.810 4,727 38.061
RMKP 9,387 8.340 25,097 9.992 8.891 26.500
RMC 3.631 3.509 5.466 3.099 2,961 5.169
RM 284.9 300.0 59.378 208.3 218.8 49.959
RS 116.0 120.7 46.020 203.8 213.6 57.214
MS2 3.087 2.678 - 9.215 3.087 2.682 - 9,163
MU2 3.087 2.678 - 9.208 3.087 2.684 - 9,136
MX2 3.116 2,910 - 9.212 3.115 2.711 - 9.180
GDP 3.950 3.507 10.600 3.943 3.480 10.879
Y 4.437 3.985 11.247 4,435 3.961 11.543
RY 5.120 5.431 0.462 5.069 5.396 0.135

(1) Represents the historical period.
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national product in both nominal and real terms while the estimate of
money sppply appears to be less accurate than that given by the reduced
model simulation, because there is a mean absolute percentage error of
5.0 percent in the monetary base which is wholly reflected in the money
supply variable. The money supply estimate shows a (MAPE) of 5.118
percent in the historical period when the complete model is simulated
compared to only 1.751 percent resulting ffom the reduced model simu-
lation. Therefore, if the money supply estimation is mostly concerned,
it is more appropriate to consider the reduced model. However, a five
percent error or less is a standard used in the economic forecasts,
and hence it is preferable to consider the complete model so that
changes in net foreign assets variable which reflects the Libyan
economic activities in the foreign sector is left free to influence
the domestic economic activities involved in the complete model.

The complete model predicts also net foreign assets and net
imports of goods and services with a lower MAPE amounting to 2.83 per

cent and 2.67 per cent respectively.5
The Sensitivity of the Model

Pindyck and Rubinfeld (90, p. 314) indicate that the sensitivity of the
model to the initial period inwhich the simulation is begun, is another

evaluation criterion. That is, "if the model truly represents the

5The complete model is still superior to the Johnson's equation
model in the Libyan case if the predicted value of NFA variable is
concerned, because the single equation model predicted the net foreign
assets varlable during the period (1964-1977) with a mean absolute
percentage error of 5.6 per cent, compared to only 2.7 per cent when
the complete model is applied during the same period.
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real world, then it should not matter very much in what year the simu-
lation is begun." Therefore the historical period is divided into
period one (Pl = 1963-1969) and period two (P2 = 1970-1977), and a
static simulation is performed to the complete model during each
period. Then a comparison between the results of these simulations
and those of the whole period is considered.

The changes in all measures of goodness-of-fit can be used as in-
dicators for sensitivity, but the more relevant measures used in this
study are the mean absolute percentage error MAPE, and the regression
coefficient of actual on predicted Bl. It may be more appropriate to
use two different measures rather than one, because using, for example
the MAPE alone may indicate a high difference resulting from extreme
values of MAPE as the case of the variable RS in Table XXVI indicating a
high level of sensitivity inboth periods, while Bl indicates that this
variable is not sensitivé_in these periods as the difference is close to
zero. Another example is that the demand for money is insensitive to
changing initial period 1f MAPE is taken asa criterion while it may be
considered sensitive during the first period if Bl is the criterion.
Table XXVI summarizes the sensitivity test of the complete model during
the main two periods. Therefore if the 5 per cent level of error is accept-
able in the whole period, a 2.5 percentage points must be acceptable in the
difference in each period. Thus according to this criterion there are only
three variables, namely: (CC/DD), RM and RS, which are very sensitive
in both periods, while the rest of the variables are not sensitive to
changing periods. So that the model, in general, is insensitive to
changing periods and hence the complete model truly represents the

real world during the whble historical -period. But it should be noted



TABLE XXVI

MEASURES OF THE MODEL SENSITIVITY

1963-77 P1: (63-69) P2: (70-77) AMAPE ABL
D. var. )
MAPE Bl MAPE1 Bl.1 MAPE2 B1.2 P1 P2 Pl P2

RM1 7.569 0.990 7.506 0.864 7.624 0.985 - - 0.063 - 0.055 -0.126 -0.005
P 2.179 1.015 2.471 1.093 1,923 0.938 0.292 0.256 0.078 -0.077
Ph 4.182 1.011 4.770 0.993 3.668 1.008 0.588 - 0.514 -0.018 -0.003
(cc/op) 10.262 1.078 5.439 0.619 14.483 0.745 - 4,823 4,221 -0.459 -0.330
(R/DD) 5.780 1.028 8.164 1.398 3.693 0.855 2,384 - 2.087 0.370 -0.173
(0)'4 6.566 0.976 6.856 0.852 6.312 0.942 0.290 - 0.254 -0.124 -0.034
RYP 5.030 0.996 5.470 1,050 4,646 0.996 0,440 - 0.384 0.054 0.000
RMKP 8.340 1.004 6.820 0,945 9.670 0.993 - 1.520 1.330 -0.159 -0.011
RMC 3.615 0,999 3.263 0.993 3.923 1.006 - 0.352 0.308 -0.006 0.005
RM 203.2 0.684 336.1 0.683 86,92 0.744 132.9 -116.3 -0.001 0.060
RS 142.5 0.942 49,0 0.905 224,3 0.951 - 93,5 81.8 -0.037 0.009
MS1 5.118 0.986 5.288 0.999 4.969 0.982 0.170 - 0.149 0.013 -0.004
MUl 1.752 0.873 1,689 0.953 1,807 0.795 - 0.063 0.055 0.080 -0.078
MX1 5.147 0.986 5.356 0.999 4,963 0.982 0.209 - 0.184 0.013 -0.004
GDP 3.373 0.987 2,543 0.949 4,100 0.966 - 0.830 0.727 -0.038 -0.021
Y 3.830 0.986 2.897 0.935 4.646 0.965 - 0,933 0.816 -0.033 -0.021
RY 4,918 0.970 3.231 0.901 6.395 0.942 - 1.687 1.477 -0.069 -0.028
NM 2.669 0.998 2,306 1,010 2,986 0.992 - 0.363 0.317 0.012 -0.006
NFA 2.808 0.994 2.956 0.947 2.678 0.989 0.148 - 0,130 0,003 -0.005
H 5.044 1.001 4,806 0.987 5.252 1,015 - 0.238 0.208 -0.014 0.014

AMAPE = MAPE{i - MAPE; i =1, 2,
AB1 = Bl - Bl.i.

LET
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here that the diffgrence in B1 of (CC/DD) supports the insensitivity
result, resulting from the fact that the currency-demand deposit ratio
was fluctuating up and down since the year 1968. However, this
variable does not have much influence on the model as it appears only
in the money multiplier identity, and the money multiplier is insen-

sitive as the differences of both measures are very close to zero.
The Dynamic Multipliers

A change in an exogenous variable in the model is likely to affect
endogenous variables so that those changes in the endogenous variable

are called dynamic multipliers.6 There are three different multipliers

£

6If the structural relationships are linears in the parameters,

the derived reduced form can be computed from the estimates of the
structural parameters as follows:

'Y +BX =10

where T 1s the coefficient matrix of the endogenous variables (NXN),
Y is the column vector of the endogenous variables (NX1), B is the
coefficient matrix of the exogenous variables (NXK), X is the column
vector of the exogenous variables (KX1) and U is the vector of
disturbance terms (NX1).

Then the reduced model is derived by pre-multiplying the matrices
by the inverse of the matrix T to get

y = r~1gx + r-1ly
or Y = 7X+V

where T relates each endogenous variable to all predetermined variables
affecting the endogenous variable and stochastic disturbance terms.
That is the multiplier in this case is the derivative of endogenous
variable with respect to exogenous variable

% =n=-r"18

But this approach is not appropriate for a non-linear model such as
that of this study. Therefore the estimates of the model's structure
parameters are used in calculating dynamic multipliers. Gauss-Siadel
iteration algorithm available in Time Series Processor (TSP) was used
to compute the multipliers. Each exogenous variable was increased by
one unit and the impacts on the endogenous variables were observed.
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to consider: impact multipliers, interim multipliers and total (or
long run) multipliers. The impact multipliers indicate the initial
change in an endogenous variable during the first period resulting
from one unit change in an exogenous variable, while those dynamic
multipliers within a given time period are called the interim multi-
pliers. The total long run multiplier is the total effect on each
endogenous variable; (90, p. 347; 27, p. 74; 49, p. 11). However, the
impact and total long run multipliers are mostly utilized in empirical
studies. If the model 1is stable, it is expected that the dynamic
multipliers are diminishing and converge to zero (79, p. 808; 90, p.
346-7). Thereforé, these multipliers are considered another check on
the stability of the model.

In this study, the effects of four policy variables on the endo-
genous variables are investigated. Three of them are monetary policy
variables, namely: claims on government (CG), claims on the private
sector (CP) and the exchange.rate (E), while the other policy variable
is the net earnings of foreign exchange from the oil sector (NX) which

is subject to fiscal policy. These net earnings are expected to be

deposited with the Central Bank.

Claims on the Govermment (CG) and the

Private (CP) Sector

Since CG and CP are independent variables in the monetary base iden-
tity, therefore one unit increase in (CG) or (CP) leads to an immediate
effect on the monetary base (H). Table XXVII summarizes the impact and
total long run multipliers of the policy variables with respect to each

endogenous varia_ble.. Thus one million dinar increase in (CG) lead to an



TABLE XXVII

IMPACT AND TOTAL MULTIPLIERS OF THE POLICY VARIABLES

Endogenous one unit increase in one percentage point one unit increase in
: CP or CG decrease in E NX of the oil sector
Variable Impact Total Impact Total Impact Total
RM1 -0.010 - 1.595 1.239 57.053 -0.010 - 1.595
P _ 0.0004 0.0131 -0.020 - 0.204 0.0004 0.0131
Ph 0.0025 0.0038 0.0006 - 0.0944 0.0025 0.0041
(cc/oD) 0.0 0.0 -0.0010 - 0.0603 0.0 - 0.0
(R/DD) 0.0 0.0 0.0 0.0 0.0 0.0
oY 0.0 0.0 0.0 , 0.0 0.0 0.0
RYP 0.0 0.0 2,406 : 143,433 0.0 0.0
RMKP 0.0 0.0 -3.365 - 8,554 0.0 0.0
RMC 0.0 - 0.108 -0.330 - 8.425 0.0 - 0.109
RM 0.0004 0.0126 : -0,0205 - 0.1593 0.0004 0.0127
RS 0.0027 0.0067 0.0006 0.0243 0.0027 0.0068
MS1 1.280 16.911 6.329 51.171 1.280 16.911
MUl 0.0 0.0 - 0.0002 0.0120 0.0 0.0
Y 0.049 4,162 -0.270 163.608 0.049 4.162
RY -0.037 - 2.886 4.476 196.757 -0.037 - 2.886
NM 0.022 1.139 -4.,945 - 39.985 0.022 1.139
NFA -0.022 - 0.651 4,945 39.986 0.978 13.857
H 0.978 13.855 4,945 39.977 0.978 13.855

Note: One unit = one million dinar; one percentage point = 0.01,

o%e
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impact multiplier on (H) amounting to 0.978 and a total long run mul-
tiplier of 13.855 during these fifteen periods. That is a one million
dinar increase in claims on government brings an increase of L.D. 0.978
million and L.D. 13.855 million in the monetary base in the first
period and in the long run, respectively. Consequently the increase in
(H) leads to an increase in the money supply amounting to L.D. 1.280million
in the first period and L.D. 16.911 million in the long run. But these
increases in the money supply affect the real sector through prices, so
that the consumer price level increased by 0.0004 in the short run and
0.0131 in the long run, and the price level of housing (Ph) increased
by 0.0025 and 0.0041 in the short and long runs, respectively. But
small negative changes in (Ph) arose during the period (1968-1977) in-
dicating a backward shift in demand for investment in the housing sector.

The rate of inflation (RM) is also increased by 0.0004 and 0.0126
in the short and long runs respectively. While the inflation rate in
the housing sector (RS) i increased by 0.0027 in the short run and
0.0067 in the long run. The latter is lower than the increase in the
rate of inflation, becausec most interim multipliers during the second
period are low and negative. These price increases may contribute also
to money supply increases, because households and business firms tend
to hold more money for transactions. But since the effect of RM
dominates the effect of (RS) in our money demand function, therefore
money demanded decreases.

The price increases stimulates an increase in gross national
product in nominal terms [Y) amounting to L.D. 0.049 million in the
first period and L.D. 4.162 million in the long run. But because of

competitive prices of imports, net imports (NM) shows an increase of
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L.D. 0.022 million in the first period and L.D. 1.139 million in the
long run, and consequently net foreign assets decreased by the same
immediate effect on net imports. Thus 2.2 per cent of that one million
increase in credits to government or the private sector is spent on
imports in the first period. It seems that the national product does
not increase to maintain a constant real gross national product (RY).
Therefore RY decreases by L.D. 0.037 million during the first period and
by L.D. 2.886 million in the long run. This result arises from the fact
that the gross domestic product of the oil sector (0Y) is independent of
the price level in the model, so that when prices increase, the real
value of (0Y) decreases. Thus real gross national product must decrease
when the non-oll real gross domestic product is unchanged. Finally the
decrease in real GNP and the increases in both types of prices bring a
decrease in demand for money amounting toL.D. 0.010 million in the short
run and L.D. 1.595 million in the long run.

Concerning the time dimension, the multipliers of (CG) with respect
to (H)6 and (MSl) are decreasing during the period 1963-1969, then they
rise promptly in 1970 and start diminishing since then while the
variables P, Ph and RMC were at equilibrium during the years (1964-1967)
and (1970-1973) (Table XXVIII). The rest of the variables did not show
the diminishing trends of the multipliers. However the model simulation

by the (TSP) program assures the model stability.
The Exchange Rate

In the case of Libya, the exchange rate is fixed, so that money

6Ic is not shown on the table as it is reflected wholly and
directly in the money supply.



TABLE XXVIII

EFFECTS OF POLICY VARIABLES ON SELECTED ENDOGENOUS VARIABLES

one million dinar increase one percentage point decrease
in CG or CP or NX in (E)
P Ph Y MS1 RM1 P Ph Y MS1 RML
1963 0.0004 0.0025 0.049 1.280 -0.010 -0.020 0.0006 - 0.270 6.329 1.239
1964 0.0012 0.0025 0.194 1.125 -0.056 -0.020 0.0046 -~ 0.196 7.215 1.457
1965 0.0012 0.0025 0.218 1.069 -0.071 -0.021 0.0112 - 0,108 7.863 1.912
1966 0.0012 0.0028 0.261 1.057 0.084 -0.016 0.0019 1.562 10.892 1.838
1967 0.0011 0.0028 0.284 0.976 0.091 -0.020 0.0142 1.027 10.588 2.473
1968 0.0014 -0.0070 0.496 0.929 0.221 -0.016 0.0168 2.803 13.517 3.174
1969 0.0055 -0.0011 2.270 0.374 0.815 -0.016 0.0326 - 4,190 14.525 3.762
1970 0.0004 -0.0003 0.120 1.166 0.067 -0.032 ~-0.0182 1.600 13.518 6.617
1971 0.0004 -0.0003 0.150 1,073 0.073 -0.003 -0.0165 10.770 - 1.834 1.870
1972 0.0004 -0.0003 0.170 1,032 0.077 -0,.003 -0,0172 12,270 - 2.173 2.319
1973 0.0004 -0.0004 0,280 1.092 0.127 -0.004 -0.0212 17,930 - 4,785 3.489
1974 -0.0004 -0.0004 0.370 1.059 0.166 -0.006 -0,0247 26.480 - 5,245 4.588
1975 0.0019 0.0018 -1,710 2.509 0.729 -0.009 -0.0250 24.210 - 7.171 6.325
1976 0.0005 -0.0005 0.480 1.090 0.217 -0,011 -0.0235 30,070 - 4.680 8.928
1977 0.0005 -0.0005 0.530 1.080 0.248 -0.007 -0.0300 39.650 - 7.450 7.062
Total long

run

0.0131 0.0041 4.162 16.911 1.595 -0.204 -0,0944 163,608 51.171 57.053

multiplier

ene
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income (or price level) moves to equilibrate the demand for and supply of
domestic goods and services. Thus the monetary policy is directed toward
the foreign balance by using the exchange rate in order to affect the
relative prices and hence to correct the external disequilibrium. The
price level tends to rise as there is a surplus in the balance of payments.
Therefore an appreciation of the currency (a decrease in the exchange
rate in terms of home currency) leads to decrease foreign prices and
increase imports. The latter tends to decrease the domestic price
level or offset the imported inflatiom.

A one percentage point decrease in the exchange rate index in the
initial period brings a decrease in demand for real imports of capital
goods, of L.D. 3.365 million in the short run and L.D. 8.554 million in
the long run. Demand for real imports of consumer goods is also decreased
by L.D. 0.330 millionand L.D. 8.425million in the short and long runs, re-
spectively. But these results are contrary to the economic theory where
a decrease in the exchange rate in terms of home currency tends to reduce
foreign prices and hence demand for real imports must increase assuming
elastic demand. The reason for those wrong results is that the coefficient of
the exchange rate inboth import demand behavior equations has awrong
sign (positive). However when the slope of the demand for imports is
corrected during the second half of the historical period, a negative sign
is obtained. But the corrected coefficient isstill positive so that
positive changes in demand for (RMKP) are also obtained during the period
(1971-1977) amounting toL.D. 30.160million. Small negative changes are
also obtained for (RMC) during the second half of the period. But overall
net imports decreased byL.D. 4.945million in the short runand L.D. 39.985

million in the long run. Concerning inflation a one percentage point
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decrease in the exchange rate leads to a decr‘ease in the price level
index of 0.020 in the first period and 0.204 in the long run. The
decrease in the exchange rate tends also to increase real output in the
private sector byL.D. 2.406million in the short run and L.D. 143.433
million in the long run, because a decrease in the exchange ratemust lead
to an increase in imports of real capital goods which in turn leads to in-
crease totai output and worker's productivity. Real gross national product,
in general, isalso increased byL.D. 4.476 million and L.D. 196.757million
in the short and long runs respectively. The increase inRY combined with
that decrease in the rate of inflation brings an increase in demand for
money amounting toL.D. 1.239 million and L.D. 57.053 million in the short
run and the long run, respectively. | The money supply is-also increased by
L.D. 6.329million in the short run and L.D. 51.171million in the long run,
resulting from an increase in the monetary base amounting to L.D. 4.945
million and L.D. 39.977million in the short and long runs, respectively,
and the latter increase is a conseque_nce’of that increase in net foreign
assets by a similar absolute amount, resulting from-an equal amount of
decrease in net imports. Therefore the effect of a change in the exchange
rate on prices is partly offset by the increase in money supply, so that the
reduction in the inflation rate is small, while the change in the rate of
inflation in the housing sector turns out to be positive over all periods,
because the effect of the money supply increase during the first period is
stronger than that of the exchange rate on prices of the housing sector.
Thus the same phenomenon of a backward shift in demand for investment in
the housing sector mentioned‘abc‘)ve‘ is also observed here. This is a con-
sequence of a lower earnings which arose from those decreases in (Ph) during

the period (1970-1977). The money multiplier is partly responsible for
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that increase in the money supply, as it shows a small increase resulting
from a decrease in the currency-demand deposit ratio amounting to 0.0010
in the short run and 0.0603 in the long run. This small increase in the
money multiplier is one fifth of the absolute decrease in the currency-
demand deposit ratio. Ibn general, it 1is important to note that most
multipliers are increaéi1g rather than diminishing during the histori-
cal period which suggests that the model is not stable. But it is

likely to mention, once more, that the model is stable as indicated by

the model simulation.

- Net Earnings of Foreign Assets (NX)

Net exports in the balance of payments of the oil sector constitute
the net earnings of the foreign assets which belongs wholly to the govern~-
ment. Therefore a onemillion dinar increase in (NX) means a similar in-
crease in net foreign assets (Central Bank aé«setsj a;nd a similar increase
in government deposits with the Central Bank (Central Bank liability).
Economic activities in the non-oil sector may not be affected if the
government does not start spending and the Central Bank does not tend
to increase domestic credits because of that increase in its assets.
But because the government is spending these earnings, the Central Bank
is also increasing the monetary base by the same amounﬁ, as far as the
change in (NFA) is equal to the change in (H). This is the reason why
the multipliers of (NX) with respect to (NFA) and (H) are equal. Of
interest is the fact that the effects of one million dinar increase in
(NX) on economic activities is similar to that of one million dinar increase
in claims on the government (CG) discussed above. The only difference

is that the increase in (H) resulting froman increase in (NX) is covered
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by a similar change in net foreign assets while when (CG) or (CP) is
increased by one million dinar, net foreign assets must decrease by an

amount equal to that increase in net imports in the short run.
Ex-Post Forecasts for the Year 1978

Since it is possible to obtain data of all exogenous variables in
the model even for one year (1978) after the historical period, it is

preferable to perform an ex-post forecast for 1978 in order to investi-

gate the model ability to predict accurate‘data outside the sample
period. However it should be noted that the year 1978 is a transi-
tional period for the application of the new socialist system derived
from the green‘book of Colonel M. Qadhafi. That 1is to say, it is
expected that some variables may have bad forecasts and hence it is
not entirely fair to judge whether the model is able to predict
acceptable accurate data or not, based only on this transitional
year. Table XXIX summarizes the results of the ex-post forecasts.
The percentage error of each endogenous variable is indicated in the
last column. The negative signs indicate that the predicted value is
greater than the actual value. These decreases in actual values
compared to the predicted values, started by a decrease of 33.8 per
cent in gross domestic product of the oil sector (0Y) resulting from
a 4.11 per cent decrease in the quantity of oil production and a 2.5
per cent decrease in the oil price index. Consequently, a decrease
must occur in net foreign assets and the monetary base. This decrease
accounted for 14.97 per cent in (NFA) and 16.84 per cent in (H). The
latter decrease is reflected wholly in the money supply. Therefore

this decrease combined with that decrease of 5.82 per cent in the
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TABLE XXIX

248

Dep. variable Actual’ Predicted (x ;)/y
RM1 627.4 504. 3 19.63
P 2.690 2.676 0.52
Ph 4.107 3.110 24.27
(cc/DD) 1.060 0.7126 32.77
(R/DD 0.2776 0.2702 2.64
oy (1) 2777. 3717. -33.84
ryp (1) 976.0 593.7 39.17
RMKP 256.6 192.2 25.09
RMC 236.0 217.6 7.79
RM 0.2442 0.2378 2.64
RS 0.5628 0.1835 67.40
MU1 1.245 1.317 - 5.82
MS1 1688.0 2087.0 -23.64
MX1 37.67 46.58 -23.64
cpp (1) 5403. 5306. 1.79
y(1) 5073. 4976. 1.91
ry(1) 1886. 1860. 1.40
NM 2119. 1891. 10.77
NFA 1526. 1754. -14.97
H 1356. 1584. -16.84

(D

Revised data from:

Central Bank of Libya:
TRIPOLI, The Socialist People's Libyan Arab Jamahiriya.

Annual Report 1979,

Note: P, Ph are index numbers, Jan. 1964 = 1.00, MX1l is index number
of MS1 taking 1964 as a base, MUl is a multiplier number,

(cc/DD) and (R/DD) are ratios, while the rest of the variables
are in L.D. million.
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money multiplier produce a higher decrease amounting to 23.64 per cent
in the money supply. The increase of 32.77 per cent in the currency-
demand deposit ratio is mostly responsible for that decrease in the
money multiplier. In fact the government actions taken in this year
are responsible for discouraging people to hold bank deposits, and
hence the preference of holding currency 1is observed so that currency
outside banks increased by 48.5 per cent in 1978, while demand deposits
showed a decrease of 4.6 per cent in the same year. This is why actual
demand for ﬁoney is also greater than the'préaiétéd one. Other weak
forecasts are performed with respect to Ph, RYP and RMKP, but it is
expected that theilr data are still primary and not accurate, especially
the price index of housing does not represent the whole year, as ithis
only for the first quarter. In fact, this price index is not available
any more since building houses for rent is prohibited by law. According
to the Green Book, "In need freedom is latent", that is, a free man
must own the house in which he lives so that there is no one else who
may control his primary need, and move him out if he becomes unable to
pay the rent.

However, nine endogenous variables have reasonable forecasts
especially the gross national product in both nominal and real terms,
as the percentage error is less than two per cent. The reader may also
compare these results with those results of forecasts (with primary
estimates of Y) shown in Table XXIV and XXV.

Thus on the whole, some equations do not perform as well as
expected, while other equitions perform a good forecast beyond the

estimation period; hence :he model can be used for future forecasting

when the transitional periods are over.



CHAPTER IX
SUMMARY AND CONCLUSIONS
The Complete Model

In Libya, and in other oil proaucing countries as well, oil
revenue 1s by far the principal source of gaining foreign exchange
for financing imports of goods and services and hence economic
&evelopment in generél. Therefore with a 90-100 per cent backing by
gold and foreign exchange of the currency issued, the money supply
can be expected to reflect those changes in the net foreign assets
which are shown in the balance of payments. The impact of o0il revenues
in the money supply and the consequent effects on the economy is
undefstandable topics for research. Thus a monetary macroeconometric
model is constructed in this study, which is developed in Chapter IV.
This model is based on annual data during the period (1962-1977).
The model contains twenty-one equations, of which nine are behavioral
equations. The model is estimated by the ordinary least squares (OLS)
method in Chapters V and VI, and by the two-stage least squares (2SLS)
method in Chapter VII. The complete model was tested for stability
and its predictive ability was examined in Chapter VIII. The role of
money in economic activity is also investigated in the previous chapter.
Most results which were obtained supported the model's stability and

predictive ability, and the major role of money in the Libyan economic
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activities. However, most of the total dynamic multipliers were not
finite, which suggest that the model is not stable. But Chow's test
supported the stability of the nine behavioral equations, and the per-
formance of the dynamic simulation supported the model's stability
during the period (1963-1971), as the dynamic simulation diverges only
in 1972. A sensitivity test of the complete model was made. This
test indicated that there were only three sensitive variables, namely:
the currency-demand deposit ratio, the opportunity cost of holding
money and the rental price of money substitutes. Thus, in general, the
complete model was insensitive to changing periods, hence it repre-
sented the real world during the whole historical period. The impor-
tance of the complete model was not only to demonstrate the role of
money in economic activity, but also to demonstrate the linkage among
the three main economic sectors, namely, the money sector, the real
sector, and the foreign sector which is summarized in the balance of
vpayments. It was found also that the complete model is superior to
the Johnson's (37, p. 156) single equation model in the case of
Libya based on the criterion of the level of the mean absolute per-

centage error arose in predicting the value of net foreign assets.
Demand for Money

The demand for money function was estimated in Chapter V using
annual data and quarterly data. The function was also disaggregated
into demand for currency and demand for demand deposité. - Analysis by
period was also made to investigate the behavioral equations before
and after the First of September (1969) Revolution. It is found that

those regressions estimated with annual data are more accurate than
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those estimated with quarterly data. This is as a result of our
limitation that the quarterly data of real income and real development
expenditures are interpolated as they are not available on the quarterly
basis. It 1s found also that most independent variables which are
relevant in the whole period, are also relevant during the second

period (1969~1977). While demand for money in the first period (1962-
1969) 1is sensitive only to real income and the lagged dependent variable
when annual data are used, and to real income and real development
expenditures when the quarterly data are used.

Concerning analysis by period, the money demand function estimated
during the whole period is still preferable. But if forecasting is
needed before or after this period, then it is recommended that the
equations of the first period for back casting be used, and equations
of the second period for future forecasting be used. The empirical
evidence of the demand for real money in Libya has tended to favor the
asset demand for money. When this function is disaggregated, the
demand for real currency becomes a transaction demand model and demand
for real demand deposits is an asset demand model. This suggests that
the latter function is dominating the demand function for real money.
This is the most important piece of information being gained from
analyzing a disaggregated model.

Concerning the income elasticity of money, using annual data, the
classical unitary income elasticity of money demand holds in Libya,
except that the income elastigity‘of demand for real currency which is
found statistically not different from one half, suggesting that demand
for real currency belongs to thel"transactional model." The income

elasticity of demand for real time and saving deposits is 2.0 and
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statistically is different from one. This high level of income
elasticity suggests that these deposits are 'superior goods' in Libya.
But using quarterly data, the classical unitary income elasticity of
money demand (aggregated and disaggregated) holds in Libya regardless
of the definition of money. When the whole period is broken into two
shorter periods most income elasticities become lower than for the
period as a whole. By using quartérly data, the income elasticity of
demand for money narrowly defined is not statistically different from
one half (aggregated or disaggregated) during the two separate periods.
While the income elasticity of demand for money broadly defined is
statistically different from one in the first period and not different
from one in the second period. 1In general the income elasticities
estimated with quarterly data are less than those estimated with
annual data. It is found also that demand for real demand deposits,
real currency, and real money narrowly defined, in general, is more
gensitive to changes in the opportunity cost of holding money, than
that for more conclusive money. Thus the inclusion of time and saving
deposits are poor money substitute while currency is definitely a very

good money substitute, followed by demand deposits.
Money, Prices and Income

The equations for the currency-deposit ratio and the reserve-
deposit ratio, affecting the money supply, are well specified. The
estimation of money supply yielded a mean absoluté percentage error
(MAPE) of 5.118 per cent when the complete model is concerned and
only 1.751 per cent when the reduced model (no foreign sector) is

concerned. The money supply, as a proxy for the effective demand for
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goods and services, is found to have a considerable impact on prices
and nominal incomes and a negligible effect on real incomes. That is,
the effective demand is mostly met by the imports of goods and services.
It is found that the domestic production is relatively sensitive to
changes in the money supply. In fact the considerable change in money
supply is8 coming from a chanée in the monetary base so that the latter
change whether it comes from the government sources or from the monetary
sources, may have a similar effect on economic activities.

| A comparison between predicted values of demand for and supply of
nominal money was made. It is found that there is a.(MAPE) of 8.0 per
‘cent or a mean percentage error of 4.4 per cent between the predicted
valdes during the peridd (1963~1977). But of interest is the fact that
the average pfedicted values éf demand for and supply of nominal money
are exactly equal (L}D. 432.1 million) during the mentioﬁed period.
Thus these indications suggest that the Harry Johnson's aésumption of
equality between deménd for aﬁd supply of nominal money is reasonable
in the case of Libya, especially when the period becomes 1ongér.

The equations for prices were also well specified and yield a MAPE
of 2.179 per cent in the case of the general price level and 4.183 per
cent in the case of the housing prices. They are also well associated
with the theoretical views concerning prices. That is, the general
price level is influenced by the impo?ted inflation, the domestic
ipflation, and the demand-pull inflation, while the.housing price level
(domestic inflation) is influenced also by the imported inflation in
this sector, and by the wage-push and demand-pull inflations. The
results suggest that the_subsidieévpaid by ;he government to main items

of foodstuffs are effective in reducing the effects of the imported
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inflation during the period (1971-1977).

Concerning the price effect on the output, it is assumed that such
effect is absent in the oill sector as its production is mostly sold in
terms of dollars, and is present in the non-oil sector. Therefore, the
oil gross domestic product is found to be very sensitive to the quantity
of oil production, ;he price index of oil exports in terms of dollars
and the exchange rate index of dollars in terms of home currency. The
0il output elasticity is unitary with respect to each of these three
variables. While the non-oil output elasticity is only one half with
respect to either feal wage and foreign-domestic prices ratio, and
unitary with respect to the foreign exchange index in terms of ﬁomek
currency. Thus the non-oil output i1s weakly sensitive to priceé since
the foreign supply of goods and services is faster to be adjusted to
the country's effective demand. But it is likely to note here that
the real wage variable has a wrong positive sign, which is contrary to
the theoretical view. This wrong sign is also obtained when the analy—
sis by period is concerned. The model simulation yields a MAPE of
less than five percent in total gross domestic product, and gross
national product in both nominal and real terms. Thus the model has

a higher ability to predict the values of gross national product in the

Libyan economy.
The Balance of Payments

According to the simulation, the predicted values of real expen-
ditures on imports of capital goods and consumer goods yields a MAPE
of 8.340 per cent and 3.616 per cent respectively, while their nominal

values including net imports of services (net imports of goods and
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services), yield a MAPE of only 2.668 per cent. The predicted value of
net foreign assets yields a MAPE of 2.831 per cent. Therefore the
complete model has a higher ability to predict the main endogenous
variables in the balance of payments, consequently, a surplus or
deficit in the balance of payments is reflected in.money suppiy, since
the latter is linked to the balance of payments through the monetary
base identity. Thus money supply has a considerable influence on the
balance between income and expenditufe in the baiance of payments.

The equation for real imports of capital goods yields a wrong
negative sign for the ratio of wage to foreign prices of capital goods
variable and a wrong positive sign for the exchange rate variable.
This suggests that Libyan importers are not sensitive to changes in
these two variables. This result is tb be expected, since most imports
of capital goods were imported by the public sector with the aim of
economic development and not for the aim of profit-making. Concerning
the analysis by period the correct positive sign of the wage-price
ratio variable is obtained in each period. While the exchange rate
variable i1s still with an incorrect sign. But the coefficient of
these variables are not significant. The elasticity of real imports
of capital goods is about 2.0 with respect to gross domestic product
in the non-oil sector, while the propensity to import capital goods
is 0.8.

The equation for real imports of consumer goods yields also a
wrong positive sign for both the foreign-domestic price ratio variable
and the exchange rate variable, even though the latter is not signifi-
cant. This is also suggésting that Libyan iﬁforters of consumer goods

are not sensitive to these two variables. This result may be accepted
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in a case where a large part of imported foodstuffé is subsidized by
the government on one hand, and importers are able to sell these goods
at profitable prices on the other, since demand for these goods exceeds
their supply. However, when the analysis by period is concerned, the
correct sign for the price ratio is obtained during the first period
which 1is associatéd with the theoretical view. But during the second
period, the equation for real imports of consumer goods has the same
characteristics of the equation estimated during the whole period.

The elasticity of real imports.of'consumer goods 1s 0.3 with respect

to real gross national product. It is not statistically different from
one half, while the price ratio elasticity is 0.8 and it is not statis-
tically different from one. The average tariff rate elasticity is also
one half and very significant. But the propensity to import consumer

goods is 0.09 during the period under discussion.
The Policy Variables

There are four policy variables considered in this study. Three
are monetary policy instruments, namely: claims on the government (CG),
claims on the private sector (CP) and the exchange rate (E). The other
policy variable is the foreign exchange earning by the government,
represented by the net exports (NX) of the oil sector in the balance of
payments. Since the foreign exchange earnings of the government are
deposited immediately at the Central Bank of Libya and become a part
of the monetary base identity, it‘is found that an increase of one
million dinar in CG, or CP, or NX has the same effect on economic
activities, that is because the economic development in Libya depends

largely on the foreign sector. But the monetary base is not wholly
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controlled by the monetary authority, as it is influenced largely

by fiscal policy. Therefore the cooperation of the fiscal
authorities with the monetary authority is a necessary condition for
making the monetary policy tools more effective. The excﬁange rate is
found to be an effective tool of monetary policy in increasing produc-
tion, and it has a reasonable effect in éurbing inflation, even though

it is not directly.
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FY

GDP
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APPENDIX A

LIST OF VARIABLES

The moving average éf changes in (R)

Currency outside banks

Claims on private sectors (Central Bank)

Claims on government (Central Bank)

Deposits of private sector at the commercial banks
Change in real credits gréntéd to‘the public

The ratio of private deposits with the Central Bank (DC) to
demand deposits of the public

Exchange rate index (1964 = 1.00) in terms of home currency

Exchange rate index of dollars in terms of home currency
(1964 = 1.00)

Foreign factor's income

Gross domestic product = OY + YP

The growth rate of reserves (R)

The monetary base (H ; R + CC + DC)

Imports of goods in the non oil sector

Indirect taxes

Labor

Total credits to private sector (monthly average)
Legal reserve requirement ratio (monthly average)
Money narrowly defined = DD + CC

Money broadly defined (M2 = M1 + TS)



MS1

MX1
ml

MC

NFA

NK

NS

OPX

()4

PB
Ph
PK
PMC
PWB
PWC
PWK

QX
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Money supply = Ml

An index of money supply (1964 = 1.00)

Money multiplier %%

Imports of consumer goods (MC = IM - MKP)

Imports of producer goods to the non-oil sector

Net foreign assets (central and commercial banks)
Net capital outflow in the non-oil sector (NOS)

Net liabilities of the Central Bank (other items net)
Net imports of goods and services in (NOS)

Net services and non-oil exports in (NOS)

Net surplus of the oil sector in the balance of payments
(net exports of goods and services plus net capital flow)

0il price index in terms of dollars (1964 = 1.00)
Gross domestic product in the oil sector

The general price level, consumer‘price index, January
1964 = 1.00

Price index of imports of building material in terms of
foreign currency (1964 = 1.00)

Price index of rents and prices of houses and building
materials (Jan. 1964 = 1.00)

Price index of imports of producer goods in terms of foreign
currency (1964 = 1.00)

Price index of imports of conéumer goods in terms of foreign
currency (1964 = 1.00) '

Price index of imports of building materials in terms of home
currency (1964 = 1.00)

Price index of imports of consumer goods in terms of home
currency (1964 = 1.00)

Price index of imports of producer goods in terms of home
currency (1964 = 1.00)

Quantity of oil produced
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R Reserves of commercial banks (deposits with the Central Bank
plus their Vault cash)

rdl (rd2) The competitive rate of interest pald on demand deposits
(total deposits)

RG Actual real development expenditures spent by the government
RM The opportunity cost of holding money (the inflation rate)
rs -The rate of interest on time and savings deposité

Rs The rental price pf money substitute

RY Real gross national product

S Subsidies paid by the government

D total deposit liabilities of banks to the public

TDCO Total deposit liabilities of commercial banks to the public
Tr Average rate of tariff = ( ﬁ% )

TS Time and savings deposits

TX Total taxes on imports

W Average nominal wage = (b%? )

WS Wages and salaries (component of GNP)

WY The ratio of (WS) to (Y) .. WY = %?

WYP The ratio of (WS) to (YP) .. WYP = %%

Y Gross national product at current prices

YP Gross domestic product in the non-oil sector

List of Dummy Variables
DR Denotes uncertainty affecting demand for monmey, DR = 1 for
years greater than 1969 and zero otherwise

D76 Denotes uncertainty affecting demand for money, D76 = 1 for
1976 and 1977 and zero otherwise



v

Dh

DE
DS

No
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Denotes big increase in development expenditures, DV =1
for years greater than 1970 and zero otherwise

" Denotes government actions in the housing sector, Dh = DV

Denotes big changes in the exchange rate and the exchange rate
floating DE = DV

Denotes subsidies to some consumer commodities, DS = DV

tes:
1 - When R is a prefix to the variable, it denotes the real value
2 - When L is8 a prefix to the variable, it denotes the log

3 - When one is added to the variable, it denotes that variable is

lagged one period
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1 - (RM1) DEMAND FOR REAL BALANCES (THE REDUCED MODEL)

CIMPAR [SON OF ACTUAL AND PREDICTED TIME SERIES
MEL BB RRE IR AR TR AR DR R bk KR A FRAXERE kAR kR

ACTUAL AND PREDICTYED VARIABLES...

CORR ELAT LON COFFFICIENT = .9935 ({ SJUARED = -9870 }
RIJT-4EAN-SQUARED ERROR = 24.54

MEAN ABSOLUTE ERROR = 19.33

MEAN ERROR = 2.1908

KEGRESSION COEFFICIEMT OF ACTUAL CN PREDICTED = 1.022

THETL'S INEQUALITY COEFFICIENT = «36460-01

FRACTION OF ERRDR DUE TO RIAS = «7381D0-22

FRACTICN OF ERRNR DUE TO CIFFERENT VARIATION = «57900-21

FRACT ICN OF ERROR DUE TO DIFFERE\IT.CO-VAR['\Y!ON,= «9347

ALTERNATIVE DECOMPOSITION (LAST 2 COMPONENTS) 2

FRACT ION OF ERRNR DUE TO DIFFFRENCF OF REGRESSION COEFFICIENT FROM UNITY = »34110-01
FRACT ION OF ERRUR DUE TO RESIDUAL VARIANCE = +9585
PLOT OF ACTUAL{*) AND FITTED{(+) VALUES . PLOT JF RESIDUALSL D)
n ACTUAL FITTED ) RESIDUAL
: 0.0

2 32.39 34.29 + - -1.90 . J. -

3 42.82 41.39 + 1.43 . 0 -

4 617.02 52.27 + T.73 . . 0 .

5 71.93 66 .93 + 5.00 . .0 .

6 .71 83.(7 + 3.65 . .0 .

7 Ii1.6 126.6 *+ -15.0 P - .

8 135.8 143.5 x4 -7.75 . 0 . .

9 153.2 176.9 * ¢ -23.7 B . B
19 238.7 214.1 + * 24.6 . . o]
i1l 269.8 238.1 LA 31.7 . . . 0
12 J13.4 334.9 . 4 -20.5 o0 . .
13 425.2 451.2 * + -25.9 0 . .
14 449.8 477.9 ' * 4+ -28.2 A - .
15 562.1 571.9 *+ -14.9 « I - .
1¢é €67.9 625.7T + 3.1 . . . 0
17 21.4 568.2 + - 59.3 . . .

€L2



2 - (P) THE PRICE LEVEL (THE REDUCED MODEL)

COMPAR ISON OF ACTUAL AND PREDICTFD TIME SERIES
R e T T Y T e Iy o]

ACT!'AL AND PREDICTED VARIABLES...
CORRELATION CIEFFICIENT =  ,9934 (SQUARED =  .9869
ROIT-MEAN-SQUARED ERROR = «5333C-21

MEAN ABSMILUTE ERRIR = .37810-31

MEAN ERROR = «11990-01

REGRFSS ION COEFF ICLENT OF ACTUAL ON PREDICTED = 1.C73 .

TIFIL'S INEQUALITY COEFFICIENT = «17770-01

FRACTICN OF ERROR QUE TO PIAS = «£2280-)1
FRACT ICN OF ERROR DUE TO DIFFERENT VARIATIUN = . 2957
FRACTION OF ERROR DUE TO DIFFERENT CO-VARIATION = «6620

ALTERNATIVE DECCHPJSITION (LAST 2 COMPONENTS):

FRACTION OF ERROR DUE 1O DIFFERENCE OF REGRESSION COEFFICIENT FROM JNITY = .2453
FRACTICN OF ERROR DUE TO RES ICUAL VARIANCE = T124
PLOT OF ACTUAL(*) AND FITTED(+) VALUES , FLOT OF RESIDUALS(O)
1D ACTUAL FITTED RES IDUAL
0.0
2 1.941 1.028 + .128E-71 . .0 .
3 1.)67 1.295 *e -e484E-I1 D . .
4 1.112 1.199 * o -.780E-71 0 . . .
5  1.264 1.275 L - 1136-21 . 0. .
6 L.348 - 1.338 + +9BLE-D2 . ) .
T 1.346 1.315 , +* .306E-91 . . 0 .
8  1.487 1.489 e STISE-I2 . .0 .
9 1.574 1.499 P .754E-01 . . 2
11 1.527 1.529 + . .688E-72 . .0 .
11 1.531 1.538 + -.68TE-02 . 0 .
12 1.64) 1.627 . .135€-91 . .0 .
13 1.773 1.773 + - 439E-N3 ., 0 .
14 1.929 1.893 x .356E-01 . . 0.
15 2.021 2.002 + «248E-01 . . 0 .
16 2.162 2.223 * 4+ -.615E-01 9 . .

17 2.59) 2.509 . * . .181

iz
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ACTHAL

1.011
1.975
1.135
1.429
1.744
1.625
1.866
1.394
1.480
1.635
2.145
2.397
2.724
2.740
2.529
4.107

3 - (Ph) THE PRICE LEVEL OF HOUSING (THE REDUCED MODEL)

CUMPARISON OF ACTUAL ANC PREDICTEC T IME SERIES
AT R R RN R EERRRR KR R AR RO IR D PR R E B RRI R KR &

ACTUAL AND PREDICTED VARIABLES...

CORF ELAT ION COEFFICIFNT = .97C0 (SQUARFD = + 9408
RO T-MEAN- SQUARED ERROR = «2328

MEAMN ABSOLUTE ERRIR = - 1262

ME AN ERROR = «66570-01

REGRESSINN COEFFICIENT OF ACT'JAL CN PREDICIED = 1.175

THETL'S INEQIALITY COEFFICIENT = «56G4D-01

FRACTION OF ERROR DUE TO RIAS = - 8178D-J1
FPACT ICN OF ERRNR DUE TO DIFFERENT VARIATION = « 3499
FRACTIUN OF ERROR DUF TO DIFFERENT CN-VARIATION = «5683

ALTERATIVE DECOMPOSITION (LAST 2 COMPONENTS )2

FRACT ION OF ERROR DUE T) DIFFERENCE OF REGRE SSION COEFFICIENT FROM UNITY = .2399
FKACTION OF ERROR DUE TO RES IDUAL VARIANCE = 6783
PLOT OF ACTUAL (*) AND FITTEC(+) VALUES PLOT OF RESIDUALS(O)
FITTED RESIDUAL
0.0

1.32) + -.944E-02 . 0 .
1.991 + - 159€-21 . ] .
1.236 * s -.101 . 0. .
1.364 +x «648E-01 . .0 .
1.527 o .237 . . 0
1.678 e -.529E-91 . 0. .
1.933 *e . - 670E-01 . 9. .
1.376 . - + .182E-01 . .0 .
1.552 * 4 , -.T16E-01 . . .
1.632 + ' .280E-02 . ) .
2,943 . .132 . . 0 .
2.317 ' : .197€-01 . .0 .
2.6833 * 4+ -.109 . 0. .
2,412 P .268 . . 0
2.676 + -.485€E-01 . 0. .

3.273 + * 829

]

SLT



4 - (%g‘) DEMAND FOR CURRENCY-DEMAND DEPOSIT RATIO (THE REDUCED MODEL)

CIMP AR ISTIN OF ACTUAL AND PREOICTYID TIME SERIES
EEEAEL FE X RERRR R ER SRR R KRR Y RSP Rk R & Rk

‘ACTUAL AND PRENICTED VARIABLES...

CORRELATION COEFFICIENT = 414 ({SJUARED = .701‘9 )
PIOT ~MEAN-SQUARED ERRNR = -128 4

MEAN AASOLUTE ERROR = «91230-71

MEAM FRROR = .1822D-02

REGRESSION CIEFFICIENT OF ACTUAL (N PREDICTED = <5841

THEIL'S INEQUALITY COEFFICIENT = «73270-01
FRACT ICN OF ERROR DUE TO BIAS = «23131-93
FRACTIN OF ERROR DUE TO DIFFERENT VARIATIUN = «7T194L-)1
FRACTICN OF ERRNOR DUE TO CIFFERENT C')-VARIATION = «9279

ALT ERNAT IVE DECOMPOSITION (LAST Z COMPONENTS) @

FRACTION OF ERROR DUE TU DIF FERENCE OF REGRESS ION COEFFICIENT FROM JNITY = .63400-03
FRACTION OF ERROR DUE TO RES ICUAL VARIANCE = «9992
PLIT OF ACTUAL(*) AND FETTED(+) VALUES FLOT OF RES [OUALS(0}
1IN ACTUAL FITIED RES IDUAL
2.2
2 1.118 1.162 * 4+ -.421€-01 . O . .
3 1.216 1.218 s - 177€-32 . 7 .
4 114 1.042 * 4 -.2T6E-01 . 3. .
5 1.1G4 1.J03 + * .101 . . 0.
6 1.091 .918) + * o173 . . .0
7 .8916 .8776 + «397E-32 . 2 .
8 1.929 1.492 . -.612E-71 . O . .
9 .ATl4 9116 e -e%92E-21 . O . .
19 .495) <6063 * + -.111 .0 . .
11 .5549 .7039 * + -.148 2. . .
12 .6505 .8029 * + - 152 7. . .
17 .5332 -6495 * + -.116 .0 . .
14 .6634 L6647 x4 -.130€-72 . 2 .
15  .6193 +6328 *+ -.130E-01 . 0. .
16 .6811 . 5820 + * - .991E-01 . . 0.
17 1.6) <6631 ¢ * 367 . . .

9.2



10

ACTHAL

«422)
2570
4257
«3771
<4297
3168
.2181
.2708
<2749
<4079
2132
2997
2715
2504
<2337
L2776

5 - (BRB) DEMAND FOR RESERVE-DEMAND DEPOSIT RATIO (THE REDUCED MODEL)

COMPARISON DF ACTUAL AND PREDICTED TIME SERIES
A Y T T Ty T

ACTUAL AND PREDICTED VARIABLES...

CIRRELATVION COEFFICIENT = <9545
PCAT -MFAN-SQUARED ERRIR = «21720-91
MEAN ABSOLUTE FRROR = «172M-01
MFAN ERROR = «2921 0-02?

REGRESS ION COEFFICIENT OF ACTUAL ON PREDIZTE) = 1. 325

THEIL®S INEQUALITY COEFFICIENT = +33990-01

{SQUARED = «9110

FRACT ICN OF ERRDR DUE TO RIAS = .18IW-01
FRACTION OF ERIR DUE TO DIFFERENT VARIATION = «51330-J1
FRACTICN F ERROR DUE TO CIFFERENT CI-VARIAT ION = <9336

ALT ERMNAT IVE DECOMPOSITION (LAST 2 COMPONENTS) :

FRACTION QF ERROR DUE TO DIF FERENCE UF REGRESS ION COFFFICIENT FROM JNITY =

FRACTION NF ERROR DUE T RESICUAL VARIANCE = 9762

PLIT OF ACTUAL (%) AND FITTED(#+) VALLES

FITTED

«3622 +

«3036 * +

«3935 +
«3483 + *
<4325

«321) *+

<2417 * +

«2€¢03 + *

.3884 ‘ .
«4281

2175 *4

«3712 +

«2631 + *

«2515 + %

«2153 + *

«2102 + %

RES TDUAL

«399E-)1

~eb466E-21

* «322E-01
«288E-01

* «T125E-22
~«420E-D2
~+236E-71
«1J5E-)1

-« 136E-01

* ¢t -.211€-71

~e427E-J2
-« 149E-02
«842E-)2
«887E-22
«184E-J1
«T32E-22

FLOT OF

© % 4 e % s D ¢ % e s 0 40 e

«5731D0-02

RES IDUALS(O)

0.0
« 0 B
0. .
« 0 .
0 . .
0. .
0 v’
« 9 .
. J .
. 0.
« 2 .

LLT
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ACTUAL

99.6)
165.7
270.1
356.1
432.5
648.6
547.7
812.6
9222.1
S16.9
112s5.
2375 .
1961.
2750,
31350,
2185,

6 - (0Y) PRODUCTION FUNCTION IN THE OIL SECTOR (THE REDUCED MODEL)

COMP AR ISON OF ACTUAL AND PREOICTED TIME SERIES
AEERRRRERREER R RER R AR LR R T EER R R ERRE KRRk e kR

ACTUAL AND PREDICTED VARTABLES...
CORRELATION COEFFICIENT = «9934 ( SQUARED = « 9069 }
RINT-MEAN-SQUARFD ERROR = 156. 2

MEAM ABSOLUTE FRROR = 91.9)

MEAN FRROR = -37.79

REGRESSION CIEFFICIENT OF ACTUAL ON PREDICTED = «9226
THFIL®S INEQUALITY COEFFICIENT = +46380-01 . '

FRACTI'N OF ERROR DUE TO BIAS = «5855D-21

FRACTION OF FRROR DUE TO DlFFEkENT VARIATION = 22771
FRACT ICN OF ERRDR DUE T DIFFERENT [1)-VARIATION = « 6643

ALTFRNATIVE DECOMPOSITION (LAST 2 COMPONENTS)
FRACTICN OF ERRDOR DUE TD DIFFERENCE OF REGRESS ION COEFFIC IENT FIJIM UNITY = +3265

FRACT ION OF ERRIR DUE TO RESIDUAL VARIANCE = «615)

PLOT OF ACTUAL (*) AND FITTED(+) VALUES

FITIED ) RES IDUAL
1)1.8 + -2.24
194.8 + 851
282.5 + -12.4
347.3 . 8.80
398.2 + .27
598.6 + ) 53.0
713.0 * ¢ -161.
825.9 + ~13.3
837.) +*x 115.
712.7 + % 143.
1224. *¢ =99 .6
2264 . . * iit.
1s1. + ~9.94
2€35, L -35.2
3471 . b -121.
3717, * ¢+ -532, 2

DL T I I I -~ I L N Y

.
(=]

“

o

PLOT 3F RESIDUAL St O}

(=}

©

¢ o 8 % s 0 Qe * o e * ¢ v 8

[=]

(=}

817



7 - (RYP) PRODUCTION FUNCTION IN THE NON-OIL SECTOR (THE REDUCED MODEL)

COMPAR[SON OF ACTUAL AND PREDICTED TIME SERIES
EREREUNRRRRRA R AR EERR AP R REER R R RERR RN ERR RN

AT TUAL AND PRED ICTED VARI ABLES. ..

CRRELATION COEFFICIENT = «9534 ( SQUARED = <9186 )
ROIT-MEAN-SQUAR FD ERROR = 93.65 »

MEAN ABSOLUTE ERROR = 44.29

MCAN [RROR = 22.66

REGRESSION COEFFICIENT OF ACTUAL CN PREDICTED = 1.019

THEIL'S INEQUALITY COEFFICIENT = .78710-01
FRACTION OF ERROR DUE TO BIAS = «5€570-I1
FRACTICN OF ERROR DUE TO DIFFERENT VARIATION = ~ .40130-01
FRACT ICN OF ERROR DUE TO DIFFERENT CO-VARIATION = .9013

ALTERNATIVE DECOMPQOSI TION (LAST 2 COMPINENTS):
FRACT ION OF ERROR DUE TO DIFFERENCE GF REGRESS ION COEFFICIENT FROM JNITY = «35C2D-02

FRACT JON OF ERROR DUE TO RESIDYAL VARIANCE = «5379
PLOT OF ACTUAL t*) AND FITTEC(+) VALUES PLOT JF RESIDUAL StD)
D AC TUAL FITTED RES IDUAL
0.0
2 130.4 134.8 + -4.41 . 0 .
3 1€1.3 165.2 + ) . -3.89 . 0 .
4 199.6 18€. 4 +x 13.3 . -0 .
5 22) .6 223.9 + ' -e357 . 0 .
6 256.2 249.5 +E 6.68 . 0 .
7 315.2 355.7 * ¢ -6d.7 e J . .
8 454,1 4508.9 - * 46,1 . . 0 .
Q 202.2 323.9 *e¢ =21.6 . 2. .
1) 435 .1 433.5 + L.65 . 0 .
11 54647 482.5 + * 64.2 . . 0.
12 644.8 6€6.6 * ¢+ ~41.8 « J . .
13 845.3 883.9 * ¢ =-37.6 « 0 .
14 ess.1 898.7 *+ -10.6 . 0. .
15 995.6 1res. *+ ~12.1 - 0. .
16 1274, LJ25. + & 9.0 . e J .
17 948. 5 593.7 + * 355. . . .

6.7



8 - (RMKP) DEMAND FOR REAL IMPORTS OF CAPITAL GOODS (THE REDUCED MODEL)

.

T COMP AR ISUN OF ACTUAL AND PREDICTED TIME SCLRIES
RREERERERC AR ERE SRR KR AR ST RERkr KRR K EFERE R XK

ACTUAL AND PREDICTED VARIABLES...

CORRELATION COEFFICIENT = ST71 (SQUARED = « 9547 ]
RNOT -MEAN-SQJARED ERROR = 21.63

MEAN ABSOLUTE ERROR = 12.47

MEAM ERROR = 4.859

REGRESSION CIEFFICIENT OF ACTUAL CN PREDICTED = 1..038

THEIL'S INEQUALITY COEFF lCIENi’ = «6994D-01

FRACT ICN OF ERROR DUE TO BIAS = «50690-)1

FIACTION OF ERROR DUE TO DIFFERENT YARIATION = «69710-71

FRACTICN QF ERRNR DUE 1O CIFFERENT CO-VARIAT ION = -8798

ALT FRNAT IVE DECOMPOSITION (LAST Z COMPONENTS) @

FRACTION OF ERROR DUE TO DIFFERENCE OF REGRESS ION CIEFFICIENT FOM JINITY = .25770-01
FRACT ION OF ERRIR DUE T3 RES IDUAL VARIAMCE = 9237
PLIT OF ACTUAL(*) AND FITTED(+) VALUES PLOT OF RESIDUALSLO)
1D ACTUAL FITTED RES IDJAL
3.0

2 21.62 31.86 L -3.24 . 0. .
3 33,38 33.63 + -.256 . 0 .
4 39.84 34,52 +x 5.31 . ] .
5  £3.01 49.01 +* : 4.00 . ] .
6 43.09 4¢.51 + -3 .42 . LS .
7 55.23 58.32 *4 -3,27 . 0. .
9 57.32 57.60 + -.279 . 2 .
9  138.86 42.29 + -1.34 . b} .
| 5l €he25 B8J.61 * + . ~16.4 .0 . -
11 9.7 93,08 P . 16.6 . . 0.
12. 1716.3 181.3 x4 -4.98 . 0. .

13 253.6 235.6 + * 48.0 . . . 0
14 3.2 265.6 . 364 . ] .
15 242.%6 256.7 * ¢ ~14.1 .9 . .
16 242.1 255.8 * + ~-13.7 .0 . .
17 256.6 192.2 + * 54 .4 . . .

08¢
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ACTUAL

23. 86
39.48
43.46
$7.28
59 .61
14. 72
68.57
€6.67
86.98
132.6
144.1
198.9
229 .4
215.4
253.5
235 .)

9 - (RMC) DEMAND FOR REAL IMPORTS OF CONSUMER GOODS (THE REDUCED MODEL)

COMPAR [SON OF ACTUAL ANC PREDICTED TIME SERIES
CER R R CR R R RRR RS R KRR RRAERREEEREE R EE FERE ARk R

ACT*JAL AND PREDICTED VARIABLES...
CORRELATION CIEFFICIENT = «9970 (SQUARED =

RONT-MEAN-SQUARED ERROR = 6.2%1

MFAN APSOLUTE ERRIR = 4.6)1
MEAN ERROR = -8196
RFGRESSINN COEFFICIENT OF ACTUAL ON PREDICTE) = 1. 01T -

THEIL®*S INEQUALITY COEFFICIENT = +22090-01
FRACTICN OF ERROR DUE TO RIAS = 1725021
FRACT ION 0OF ERROR DUE TO DIFFFRENTY VARIATION = . 5854D-01
FRACTION OF ERROR DUE TO DIFFERENT CN-VARIATION = 9242

ALT ERMATIVE DECOMPOSITION (LAST 2 COMPPNENTS):

«9939 )

FRACTION OF ERROR DUE TO DIFFERENCE OF REGRESS ION COEFFICIENT FROM JNITY =

FRACT ION OF ERROR DUE TO RES ICUAL VARIANCE = 9411

PLOT OF ACTUAL(*) AND FITTED(+) VALUES

«4168D-01

PLOT OF RESIDUALS(O)

FITTED RES IDUAL
39.30 566 .
39.36 + 122 .
46.56 *+ -3.10 .
48.23 + 2.5 .
57.41 + 2.19 .
73.21 = 1.49 .
71.08 *+ =2 .51 .
69.71 *e -3.04 .
84.55 2.43 .
97.56 % 5 .00 .
155.5 ~-11.4 ] .
1656.2 L 2.73 .
226.2 e 3.27 .
225.6 * ¢ -10.2 0 .
245.5 + * B .06 .
22).6 + 15.4 .

0.0
.0
92

o .
« 0
« 0
. 0
9 .

0o .
« 0
.o
. 0

. o °
o

T8¢



10 - (RM) THE RATE OF INFLATION (THE REDUCED MODEL)

(GMPARISON OF ACTUAL AND PREDICTED TIME SERIES
L R s L R I T P T R ey

ACTUAL AND PREDICTED VARIABLES...

CORRFLATION COEFFICIENT = -8261 { SQUARED = <6824 }
RINT-MEAN-SQJARED ERROIR = +35200-)1

MEAN ABSOLUTE ERROR = «24760-)1

MEAN ERROR = «3975D-92

REGRESSION CIEFFICIENT OF ACTUAL CN PREDICTED =. «9229

THEIL®S INECUALITY COEFFICIENT = <2011

FRACT [UN OF ERROR DUE TO BIAS = «12750-J1

FRACTION OF ERROR JUE TO DIFFERENT VARIATION = «32410-21
FR \f..T TCN OF ERROR DUE TO DIFFERENT C)-VAR"TIDN» = « 9548

ALTERNATIVE DECOMPOSITION (LAST 2 CNMPONENTS) :

FRACT [ON OF ERROR DUE TO DIF FERENCE UF REGRESS ION COEFFICIENT FRIM JNITY = - 15420-01

FRACT JON NF ERRNR DUE TO RESIDUAL VARIANCE = .S718
PLOT OF ACTUAL (%) AND FITTEC(+¢) VALUES : PLOT DF RESIDUAL S( O)
ID ACTUAL FITTFD RES IDUAL
0.0

2 «666IF-01 «5346E-I1 L «131E-91 . . 0 .

3 «5T64E-02 «5227E-01 * + ~+465E-01 0 . . .

4 62J38E-)1-  .1366 * + ) -« 7T45E-01 9 . . .

S .1367 1468 ’ * ¢+ ~.101E-01 . 0. .

6 66466FE-L1 +«5869E-01 . .« «1T6E-D2 . <0 .

T -.1484€E-02 -.2422E-91 + * «227€E-01 . . 0 .

8 «1748 «$93)E-01 +* «346E-02 . -0 .

9 «5851€E-)1 «7TT86E-02 ¢ * «507E-J1 . . - 0
1)  -.2385E-)1 -.3423E-01 +* «%37E-02 . <0 .
11 - 2619F -02 «T115E-02 k4 ~+45CE-02 . 0 .
12 «T12JF-01 «6239E-01 + X «880E-)2 . . 0 .
13 «8110E-21 «8135E-01 + ~+249€-03 . 0 .
14 «B799E-01 «6794E-01 + * «201E-21 . . 0 .
15 «578)F-01 «3792E-71 + * «129€-J1 . e .
16 «6660E-01 «9693E-01 « + -+ 303E-91 .0 . .
17 2442 .1673 * «839E-71 . . .



11 - (RS) THE RENTAL PRICE OF MONEY SUBSTITUTE (THE REDUCED MODEL)

COMPAR ISON OF ACTUAL AND PRFODICTED TIME SERIES
Ly e Ty T T YT Y

ACTUAL AND PREDICTED VARIABLES...

CIRRELATINN C(EFFIC[ENT = -8371 (SQUARED = 7007 )
ROOT-MEAN-SQUARED ERRI = «1J213

MEAN ABSOLUTE ERRIR = «€4120-01

MEAN ERROR = 2586 N-01

REGRFSS ION COEFFICIENT OF ACTUAL ON PREDICTED = 1.119

THFIL®*S INEQUALITY COEFFICIENT = 2772

FRACT ICN OF ERRNR DUE TO BIAS = «66510-11

FRACTION OF ERROR DUE TO DIFFEREMT VARIATION = . 1927
FRACTICN OF ERROR DUE TO CIFFERENT CN-VARIATION = <7407

ALT ERNAT IVE DECOMPISITION (LAST 2 COMPONENTS) @

FRACTION OF ERROR DUE TO DIFFERENCE OF REGRESS ION COEFFICIENT FROM JNITY = «2404D-01
FRACTION OF ERRIJR DUE TO RESICUAL VARIANCE = <5094
PLIT OF ACTUAL(*) AND FITTED(¢) VALUES FLOT OF RESIDUALS(J)
10 ACTUAL FITTED RFS IDUAL
0.0
2 «6BTLIE-D1 « 7869E-01 + ~«998E-02 . 0. .
3 .633)E-01 «7907E-01 *¢ -.158E-01 . J. .
4 S5581F-01 » 1500 * + ~¢942E-01 O . .
5 2590 « 2919 L «STIE-O1 . « 0 .
6 22204 .S44J)E-01 + * 166 . . . 0
7T =-.6821C-)1 -.3790E-01 ’ *+ -«303E-01 . J . .
a .1483 .1895 « 4+ ~«%12€-01 . O . .
9 -.25%29 -.2€27 +x «9T7TE-J2 . 0 .
10 «6169F-91 .1131 * 4 ~+514E-01 . 0O . .
11 1Ca7 .1028 + .189€-J32 . 0 .
12 3119 «2498 + * «621E-01 . « 0 .
12 <1175 .1383 +k «916E-22 . J .
14 .1364 .1818 * o+ ~«454E-21 . 2 . .
15 S8T40-22 -.9233E-01 + * «982€-71 . . 0.
16 -.4388E-01 =-.2319E-01 *+ . ~«177€-01 . 0. .
17 5628 «24T4 ¢ * 315 . . .

€8T
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13
14
15
16
17

ACTuAL

1.257
1.262
1.156
l1.162
1.19)
1.151
1.149
1.278
1.159
1.123
1.279
1.277
1.288
1.373
1.372
1.245

12 - (MUl) THE MONEY MULTIPLIER (THE REDUCED MODEL)

COMPAR ISON OF ACTUAL AND PREDICTED VIME SERIES
LR A A L Y L Ty

ACT JAL AND PREDICTED VAR IABLES ...

CORELATION COEFFICIENT = - 9470

RNAT-MEAN-SQUARED ERROR = «31350-21

MEAN ABSJOLUTE ERRDR = «25020-11

MEAN ERROR = -.4462D-02 _

REGRESSION COEFFICIENT OF ACTUYAL ON PREDICTED = 8296
THEIL 'S INEQUAL ITY COEFFICIENT = . 1277D0-01

FRACTIEN OF ERROR DUE TQ BIAS = #23260-31

FRACT ION OF ERROR DUE TO DIFFERENT VARIATION = . 1392
FRACTION OF ERROR DUE TGO DIFFERENT CO-VARIATION = 8415

ALTERNATIVE DECCMPOSITICN (LAST 2 COMPINENTS):

(SQUARED = 89469

FRACTION OF ERROR DUE TO DIFFERENCF OF REGRESSINN COEFFICIENT FROM UNITY

FRACTICN OF ERRAR CUE TQ RES IDUAL VARIANCE = 7168

PLIT OF ACTUAL(*) AND FITTED(+) VALUES

FITTED

1.281 * +

1.229 + *

1.175 * ¢

1.192 * +

1.104 * 4+

1.148 e

1.132 + *

1.211 +

1.135 : + *

1.096 + *

1.245 + *

1.251 + *

1.296 * ¢

1.379 *4
l.429 *
1.322 * +

RESIOUAL

-+233E-01
«328€E-J1
-+189E-01
-e297E-)1
-+136E-01
.259€-02
«196E-71
-«269E-02
«236E-901
«270E-21
»331€-01
«259E-01
~«B816E-02
-.618E-02
+ -.562F-01
-« T73E-D1 O

= 2630

PLOT OF RES IDUALS(D)

LI A AT T B S R R = I SO |

o
.
[=]

® % o 9 * s e ® 4 ¢ OO0 o e e

Q

LI N L~ IR I I B < )

98¢
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10
11
12
13
14
15
16
17

ACTUAL

23.57
44.79
66. 70
33.90
116.8
150.2
291.7
ésl.l
364.5
413.)
514.9
753.9
BAT.S
113s.
1444 .
1688.

13 - (MS1) MONEY SUPPLY (THE REDUCED MODEL)

COMPARISON NF ACTUAL AND PRECICTEL T IME SERIES
AR A RS EIAR LRSS R ERF SRR KB RRE SRR R SRR AR R AR

ACTUHAL AND PREDICTED VARIABLES...
COIRRELAT ION COEFFICIENT = «9992
RONT-MEAN-SQUARED ERROR = 3).73
MEAN ABSNLUTE ERROR = 14.46

MEAN ERROR = -8. 099

RFGRESSION COEFF ICIENT OF ACTUAL ON PREDICTED = «9567

THEIL 'S INEQUAL ITY COEFFICIENT = . 210650-01

FRACTICN OF ERROR DUE TO BIAS = £5948D-)1
FRACT [CN AF ERROR DUE TO CIFFERENT VARIATION = . 5437
FRACTION OF ERROR DUE fD DIFFERENT CD-VARIATION = «3868

ALTERNAT IVE DECCMPOSITION (LAST 2 COMPONENTS):

{ SQUARED = «9986

FRACTION OF ERRAOR DUE TO DIFFERENCE OF REGRESSINN COEFFICIENT FROM UNITY = «5604

FRACT ION OF ERROR CUE YO RES IDUAL VARIANCE = «3702

PLOT OF ACTUAL(*) AND FITVED(+)} VALUES

FITTED

34,19 +

43,63 - .

6T.79 +

93,22 +

118.2 +

149.9 +

198.2 +

241.6 +

357.1 +

4)3.1 +e

5C2.7 +

738.6 +

873.0 +

1145, +
1533, *
1753. .

RESIDUAL

-.622
1.16
-1.09
=2.32
~1 445
.338
3,44
-.536
7.42
9.92
13.3
15.3
-5.50
-5.13
59.1
x e -1DS, 0

FLOT OF RES IDUALS(O}

J.)

[~
Qe

S oo
* e o

O 4 @ g ¢ 0 g 0 0 g 8 43 g 0 ¢ =

(4:74



In
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11
12
13
14
15
16
17

ACTUAL

7527
1.J21
1.489
20039
2.6J9
3.354
4.5)7
5.383
8.137
9.219
11.47
16.83
19.37
25.43
32.23
27.67

14 - (MX1) INDEX NUMBER OF MONEY SUPPLY (THE REDUCED MODEL)

CIMPARISON OF ACTUAL AND PREDICTYED TIMF SERIES
RN ETREXIRRKRRR AR LR RRRRRRE SRR KRRBREEREEE 4R

ACTUAL AND PREDICTED VARIABLES...

CIRR ELAT ION COEFFICIENT = <9933 ({ SQUARED = « 9986 ]
RONT-MEAN- SQUARED ERRIR = .6856

MFAN ABSOLUTE ERROR = <3225

MFAN ERROR = -.179)

RFGRESSION COEFFICIENT OF ACTUAL CN PREDICIED = «9567

THEIL'S INEQJALITY CIEFFICIENT = «2104D-01

FRACTICN OF ERROR DUE TO BIAS = .68180-01
FRACT ICN OF ERROR DUE TO CIFFERENT VARIATION = «5443
FRACY [ON OF ERROR DUE TO DIFFERENT CO-VARIATION = «3875

ALTERVATIVE DECOMPOSITION (LAST 2 CGNPCNENTS): ‘
FRACT [ON OF ERRTR DUE 1D DIF FERENCE OF REGRE SSION CIEFFICIENT FROM UNITY =

.5610
FRACTION OF ERROR DUE TO RES IDUAL VARIANCE = .3728
PLOT OF ACTUAL (*) AND FITTEC(+) VALUES PLOT OF RE SIDUALS(O)
FITTFD RESIDUAL
0.2
.7€32 + -.105€-21 . 0. .
.9138 + «269E-01 . 0 .
1.513 + ~-+.239E-11 . 0. .
2.J)81 + -.512E-21 . 0. .
2.639 + -.303E-01 . 0. .
. 245 + «896E-22 . 0 e
4.425 + .818E-01 . 0 .
5.393 + . -.981E-02 . 0. .
7.570 + .166 . 0 .
8.997 * .222 . 5] .
11.18 + .298 . I T
16 .49 + 343 . .0 .
19.49 + -.120 . 0. .
25.55 + -.112 . 0. .
33.55 * & . -1.32 9 . . . )
40.01 = o+ =2.34 0 . . . ﬁ?
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ACTUAL

235.3
264.6
492 .1
€34.9
747.8
1)73.
1223,
1288.
1586.
1753.
2182 .
2875.
3674,
47458 .
5671.
5736.

15 - (GDP) GROSS DOMESTIC PRODUCT (THE REDUCED MODEL)

C)PARISON OF ACTUAL AND PRFDICTED TIME SERIES
ERARKE IR EEIRR SRR E RS RS R R RRE R RE KRF R SRR R R E R AR

ACTUAL AND PREDICTED VARIABLES...

CORRELATION COEFFICIENT = 3956 (SQUARED = «9933 )
POIT -MEAN-SQJARED ERRNR = 158. 4
MEAN ABSOLUTE ERROR = 89.03

MEAN ERROR = 31.16

REGRESSION COEFFICIENT OF ACTUAL CN PREDICTED = 1.019

THETIL'S INEQUALITY CNEFFICIENT = «27780-01 ]
FRACT ICH OF ERROR DUE TO RIAS = .38€80-01

FRACTICN OF ERRJR DUE TO DIFFERENT VARIATION = «6819D0-01

FRACTICN CF ERRNR DUE TO CIFFERENT CO-VARIATION = 8931

ALTERNAT IVE DECOMPOSITION (LAST Z COMPONENTS) :

FRACTION OF ERROR DUE TO DIFFERENCE OF REGRESS ION CIEFFICIENT FOM JNITY = «%924D-01
FRACT ION OF ERRIR DUE T] RES IDUAL VARIANCE = .9121
PLOT OF ACTUAL(*) AND FITTED(+) VALUES PLOT OF RESIDUALS(D)
FITIED RES IDJAL
J.0

243.4 + . -5.10 . . .
375.8 + -11.2 . 0. .
5)4.3 + o-12.2 . 0. .
625%.9 +* 5.86 . 0 .
732.1 +* . 15.7 . 0 .
1)66. + . 6.13 . 0 .
1313. *¢ -89.8 « 9 . .
1311. ** -23.0 . 0. .
1466. +x 121. . . 0.
1515. . & 238. . . . 0
2341, * + -159. 0 . .
3832. + 43.6 . 0 .
3¢13. + 1.56 . 0 .
4853. *4 -86.7 « J . .
5749. *+ -78.2 . 0 . .
5247. + * 530. . . .

£8¢



16 - (GNP) GROSS NATIONAL PRODUCT (THE REDUCED MODEL)

COMPAR[ISON OF ACTUAL AND PREDICTED TIME SERIES
EECCRRRPEEREUEERER R EE R R KA REE AR RE KR SRR hRLEREE

ACTJAL AND PREDICTED VARIABLES...

CORRELATION ZOEFFICIENT = «9962 {SQUARED = <9925 )
FONDT-MEAN-SQUARED ERROR = 158 .4
MEAN ABSOLUTE ERROR = 89.23

MEAN ERROR = 31.16

REGRESSION COEFFICIENT OF ACTUAL ON PREDICTED = 1. 021

THFEIL 'S ENEQUALITY COEFFICIENT = «3CC80-01
FRACTICN CF ERROR OUE TO BIAS = «3868D-)1
FRACT ION OF ERROR DUE TO DIFFERENT VARIATION = . 71210-01
FRACTION OF ERROR DUE TO DIFFERENT CO-VARIATICN = «89)1

ALT ERNAT IVE DECOMPOSITION (LAST 2 COMPONENTS):

FRACTION OF ERROR OUE TO DIFFERENCE OF REGRESS ION COEFFICIENT FROM JINITY = «5077D-01
FPACY ION OF ERROR DUE TGO RES ICJAL VARIANCE = 9126
PLIT OF ACTUAL (*) AND FITTED(¢) VALUES PLOT OF RESIOUALS(D)
1D ACTUAL FITTED RESIDUAL
. 0.0

2 24C. 7 ) 245.8 + -5.10 . 0. .

3 3)5 .4 317.6 + -l11.2 . 0. .

4 435.7 4417.9 + : -12.2 . 0. .

5 £59.7 €52.8 + 5.86 . 9 .

6 648 .5 632.8 + 15.7 . 0 .

7 €82.4 876.3 + 6.13 . ¢ .

i} 1353, 1143, e -89 .8 . 0 . .

9 1113. 1136. + -23.0 . 0. . .

19 14l 6. 1295. ’ % 121. . . 0.

11 1524. 12€6. + * 238. . . . 0
12 1928, 2)337. * ¢ ~159. b . .

13 3624. 3580. + 43.6 . .0 .

14 3348. 3347. + 1.56 . 0 .

15 4389. 4474, *+ -84.7 . 0 . .

16 €297. 5376. *+  -78.2 . 0 . .
17 5436 « 4877. + . 530. . . .

88¢
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ACTUAL

Z31.2
292 .7
igl.?
442.8
481.1
€55. 6
708.3
T97.4
927.2
995.5
1176.
19C9.
1736 .
2166.
2450,
2)310.

17 - (RY) REAL GROSS NATIONAL PRODUCT (THE REDUCED MODEL)

COMPARISON OF ACTJAL ANC PRFDICTEC TIME SERIES
FEEFECSECR ST R PR SRR SRR RERE RN AR O R KER &K

ACTUAL AND PREDICTED VARIABLES ...

COIRRELATION COEFFICIENT = <9657 { SQUARED = «99 14 )
RNNT-MEAN-SCUARED ERROR = 57 54 A

MFAN ABS JLUTE ERROR = 51.18

MEAN ERROR = -5.221

REGRFESSION COEFFICIENT OF ACTUAL CN PREDICVED = .9811

THEIL'S INEQUALITY COEFFICIENT = .« 2€00D-01

FRACTICN OF ERRNR DUE TO BIAS = .59770-)2

FRACT [N OF ERROR DUE TO DIFFERENT VARIATION = . 245J0-91

FRACTION OF ERROR JUE TQ DIFFERENT CO-VARIATION = 9695

ALTFRNAT IVE DECOMPOSITICN (LAST 2z COMPINENTS):

FRACT ION OF ERROR DUE TO DIFFERENCE OF REGRESSION COEFFICIENT FROM UNITY =

FRACTION OF ERROR DUE TG RES ID''AL VARIANCE = «9533

PLIT OF ACTUAL(*) AND FITTED(+) VALUES FLOT
FITTED RESTDUAL
23S.1 ¢ : -7.85 .
2979 + 2.79 .
376.4 +* 15.3 .
434.3 X 8.51 .
472.9 L 8.23 .
6€6.2 *+ -10.6 .
172.5 *+ -54.2 9
758.3 *¢ -50.9 o
852.1 L 75.1 B
a3e.l + * 159. .
1283. * o+ -107. 9 .
2V19. * 4+ -129. n .
1767, *+ -31.8 .
2235. *+ -69.2 0o
2418. +* 32.6 .
1944. +x 65.8 .

+40730-01

OF RES IDUALS(0)

0.0

o v s 8 O o * 5 0 0 o *

e ¢

68¢
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1 - (RM1) DEMAND FOR REAL BALANCES (THE COMPLETE MODEL)

(74P AR ISON F ACTUAL AND PREDICTIED TIMF SERIES
X2 T hX R AR P AT Rk Rt kR Ak RR ek kT kRt b kR kg

ACTUAM ANL PREDICTED VARIABLES,...

(NERELATION COEFFICIENT = 9865 {SQUARFD = «9733 }
FEOT-YIAN-SQIAFPED ERRIR = I5.48

MEAIL ARSOLLTIF FRROR = 22.23

¥IAN LLRCR = 6.135

REGFESSEIN CNEFFICIENT OF ACTUAL CN PREDICTED = 1.038

THEIL® € INEQUAL JTY COSFFICIENT = «53790-01

FEACTICH OF FRROR PIE TO RIAS = «292460-J1

FRACTELY OF FRROP QUF TO DIFFERENT VARIATIUN = « 8597021

FFACTI(N CF ERROR bUE TC DIFFERENT CN-VARIAT ION = .8848

MITFPHATIVE DECOMPOSITION  (LAST 2 CMMPINENTS) @

FRACTINH OF EKRAR DYUE TG DIF FERENCE OF REGRESS ION COEFFICIENT FROM JINITY = +4581D-01
FRACT ICN NF EXRRIR DUE TO RES IDUAL VARIANCE = . 5249
PLOT NF ACTUAL{*) AND FITTED(+) VALUES . PLCT CF FESIDUALS(O)
In ACTIAL FITIFED RES IDUAL
0.)
¢ 22.269 34439 + -1.91 . 2 .
] 4z.82 41.62 + 1.22 . ) .
4 8700 €7 .68 + 7.45 . 0 .
s 71.92 6,37 + - 5.57 . N .
5 66471 Fi.0R + 31.64 . 0 .
7 111.6 124.5 *+ -14.9 « O .
£ 135.8 144.1 x4 -8.31 . Qe .
97 13,2 17¢.3 * + -23 .6 « O . -
13 7.0 21546 + ¥ 23.1 . . 0 .
11 ZFYe 235.7 + ¥ 34.1 . . o,
12 313 .4 3130.8 a2 4 ~23.3 e D . .
12 425,2 43f,1 * 4 . -127.8 . Q. .
14 405 .8 472.7 k¢ -22.9 « 0O . .
15 SHe el 5%9c.1 * o+ =-23.0 e J . -
| X4 0749 [N + % 27.4 . . AN
17 (27,4 £12,7 + * 124, . . .

16T



2 - (P) THE PRICE LEVEL (THE COMPLETE MODEL)

C(7IPAZISAN OF AT TUAL AND FREDICTFL TIME SFRIES
TP EAE I A IIAECARL N LR INE R LR TR RN A RK KR R KRR TR

A THAL ANJ PRIDICTE:D VARIABLES...

FRCRELATEON C'.N FEICIENT = +996 ¢ { SQUARED = « 7933 )
O] -MEAM-CQUAE FD ERROR = «36170-21

MFARN AESCLUTE ERRDR = «3011D-21

CTAN ERFRTR = <12€2D-C2

RIGPESSION COFFFICIENT GF ACTUAL Ch PREDICTED = 1.912

THOTLYS FAECHALTTY (GEFFICIENT = «1CC70-G1

FRACT ICN DF [RROR DUE TO BIAS = «12160-02

FRACTICH ©F FERNR UE TC DIFFERENT VARIAT ICN = «33930-21

FRACFICH 9F ERRPNR DUE TO DIFFERENT C)-VARJATIUON = .« 3€4G

ALTERNATIVE BFCOMPOSTITION  (LAST 2 COVPONMENTS):

FRACTICN NF FREAR CUE TG DIFFERENCF OF REGRESS 1M COEFFICIENT FRIM UNITY = .2C490-01
FEACT I NF FRROR DUE TO RESIDJAL VARIANCF = < €784
PLOT FF ACTUAL{*) AND FITTEC(+) VALUES © PLCT OF PESINUAL St )
v AL FITIFG RES IDUAL
G.0

2 1.8l 1.28 + «134E-01 . I B
1 1lcay 1.u71 *4 - 44CE-D1 0. . .
4 1.112 1.135 TH -« 736E-71 2 . . .
5 l.2b4 1.2R2 *4 -.191E-01 . 0 . .
€ 1.348 1.338 + .103€-71 . .0 .
7 1.345 1.317 + «291E-J1 . . c.
I P | 1.475 e S117F-01 . N
9 1.574 1.4¢5 + o 753E-91 . . .
1> 1,527 1.517 +% «161E-01 . I B
11 1.531 1.54Y + -.178E-91 . 0 . .
12 1642 1.€18 ¥ W224E-)1 . .9 .
13 1,773 1.211 24 -+ 379E-01 2 . .
14 1,024 1,547 ¥ W221E-11 . I B
15 .27 1.cn4 +x 426E-21 . . .0
1e  Faer 2.201 ¥ o+ - 386E-)1 N . .
17 7.orey 2.40) +  J1D4E-D1 . .0 .

76T



3 - (Ph) THE PRICE LEVEL OF HOUSING (THE COMPLETE MODEL)

CUP AR IS N NF ACT:IAL AND PREDICTIFD TIMF SERIES
L A R L s T e S e T Y Y

AMTUAL AME PEEDICTED VARTABLE S...

(OB ELATION COEFF IC IENT = «9530 (SQUARED = «9t78 )
RCTT -VMEAN-SQIARED ERROR = »270¢%

HEAM APSULLTE ERROR = <1261

FEAN TEECR = «7811C-01

FFCRESSTUN COEFFICIENT OF ACTUAL CA PREDICTED = 1.201

T LY 5 INFQUALITY COEFFICIRAT = «66450-01

FPACT (Lt °F ERROR D'WF TO PIAS = «R24J0-21

FLACT LN OF FREOR DUE T DIFFERENT VVARIATl’JP.' = «3479

TFACTICN COF FRRCR CUE TC CIFFERENT CO-VAR JAT IUN = <5687

MTFRNAT IVE DECOMPOSITION  (LAST 2 COMPINENTS) @

FRACTICN OF FRROR DUE TG DIFFERENCE OF REGRESS ICN COEFFICIFNT FROM JNITY = .218¢
ERACT ITN OF FRRAR DUE TO RES IDUAL VARIANCE = «658C
PLIT NF ACTUAL({*) AMD FITTED(+) VALLES FLCT CF PESIDUALS(Q}
1 ACTuat F171en RES TDUAL
3.0
z .ot 1.017 + -«571E-22 . "o .
2 1,275 1.082 + ~hTTE-D2 9 .
* 1.135 l1.226 *+ -+ ?12E-21 . 3 . .
£ l.a2¢ . 3R2 X «469E-J1 . Py .
[ 1.744 1.505 + * 239 . . Q9
7 1.625 1.£92 *+ -« 6T1E-J31 . c. .
g 1.7€6¢ 1.622 + ~e564E-D1 . J. .
] 1.394 t.275 + «186E-91 . 0 .
| laab6J 1.558 * o+ -« 776E-91 . Ja .
11 1.435 1.#2:2 + «122E-31 .. C .
12 2.145 2,253 + * «924E-I31 . e .
12 ze3¢7 2,237 +* «597FE-21 . 0 .
14 z.724 2.817 ® 4 -+930E-21 . O . .
1s ZeTh:y 2,491 + * 249 . . 0
1¢ c.€29 2.0C9 *¢ -«TL1E-J)1 . 0. .
17 L1007 Z.107 + * 1.0 . . .

€67
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L e IS B N e AL B -SSR N |

ACTUAL

1.118
l.2l 6
1.214
1.104
1. 291
8016

L2729
571 %
L4052
PLLYAS)
1505
$5222
o634
<6168
«Hhll
. 2€)

4 - (g%) DEMAND FOR CURRENCY-DEMAND DEPOSIT RATIO (THE COMPLETE MODEL)

Cr¥PARISTR CF ACTHAL ANL PRECICTEC T IME SERIES
BE A AR A XIEERIEL X EREEIRE AR R TR SRR AR RN EE

ACTUAL AND PREDICTED VARIZBLES...

CURFEL AT IIN CIEFFICIENT = +841 4 ( SQUARED = <1379 )
RUNT-MEAN- SQUARED ERPOR = <1284

MEAN ADRSCLLTE FRROR = «91230-0 1

MEAM FEROR = .14220-02

FEGPESSICN COFFFICIENT CF ACTHMAL CK PREDICTED = 9841

THEIL'S INEQIALITY COFFFICIENT = «13270-C1

FRACT N OF FRFNOR V¥ TC P[AS = «23130-33

FRACTICH CF FRIROP NUE TO CIFFERENT VARIAT UM = « 71640-21

FEACTI'N 2F FRQUR DUE TO DIFFERENT CA-VARIATICA = «5279,

ALTEPRATIVE BECTMPGSITICN  (LAST 2 CCMFONENTS )2

FRACT ICN DF FRRAR DUE 1) DIF FEFENCF OF REGRE SSICN COEFEICIENT FRUM UNITY = 5349C-03
FRACTICH ©F ERRAR DUE T3 RESICUAL VARIANCF = 29992
FLGT CF ACTUAL (%) AND FITTEC(+) VALUES PLOT OF RE SIDUALS(O}
FITIEL RESIDUAL
2.0

1.160 * 4 —e421E-01 . G . .
1.218 ¢ - 1TTE-D2 . 0 .
1.:42 _ * 4 -.276E-91 . 9. .
1.233 + * .191 . . 0.
.<189 + * 173 . . .0
JETTE + <39TE-22 . 7 .
1..9) s -e6l2E-I1 . O . .
L9116 . & - 4J2E-01 . G . .
6763 * + » . -.111 £ . .
27339 * + -.148 J. . .
L0.29 * + -.152 Je . .
NICH + + -.116 Re . .
T 34 -.1306-02 . 9 .
L6328 *4 - 1E-IL . 0. .
532 + * Z991E-91 . . 9.
.1/ G311 + * « 367 . . .

%6¢
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ACTUAL

1]
)

~ N

[SVRNCNINV]
NN

771
«4CST
31610
2181
728
3749
AT
<2132
2667
2715
2624
2337
770

5 - (-‘%) DEMAND FOR RESERVE-DEMAND DEPOSIT RATIO (THE COMPLETE MODEL)

COiPAR [SCH OF ACTUAL AND PREDICTEC TIME SERIES
2H: $Y XX PP REXR LA AL AN R R PR R PR Rt ek ke kR Rk

ACTIIAL ANDC PPLDICTED VARIABLES.e.

COFTELAT ICN TOEFFICIENT = 9545 { SQUARED = <9112
FONT-1FAN- SQUARFD) ERROR = «2173C-01

FEAN ACSCLLTE FFEIR = « 1727021

MEAN FRROR = «29210-02

FFARESSION CGEFFICIENT CF ACTUJAL Ch ;REDICIED = 1.025

THOEL*S ENEQUAL ITY COEFEJCIENT = «32¢9D- 01

FRACTICN OF FRRNR JUE TC BIAS = .1807D-71

FUACTECN CF ERRTP DUE TC CIFFERENT VARIATION = «51320-21

FRACTICM TF FRRNR JUE TO DIFFERENT CN-VARIATION = .6326

ALTERNATIVE DFCOMPOSITICN

FRACT ICN OF FRROR DUE

57

FRACTION QF ZRROR DUE

FITIFL

«7e22
«3036
. 3935
s 24E2
«1J325
«2219
«z417
. 2003
«2E84
«4zR]
« 2175
) 3
«2€21
«2%15
o173

2122

* 4

PLOT OF

(LAST 2 CCMPCMFNTS ):
L) lefGﬁENCE OF REGRE SSICN COEFFICIEMT FROM UNITY

TJ RESIDUAL VARIANCE = 9762

ACTUAL (*) AND FITTEC(+) VALJES

RESTDUAL

<399E-)1
+ - 466E-31 0

+ * .3226-21

.288E-21

. * . 7256-02

xy -.420E-)2

-.236E-01

* «105E-)1

* 4 -.136E-71
¢ -« 211E-J1
- e427E-32
+ -«149E-)2

* «842F-02
.887€E-22

«184E-I1

+ o~ «132FE-22

)

= .5731C-02

PLOT OF

LI T T D = AP T S I N )

RF SIDUALS(D)

C.9
. 0 .
0. .
ol
0 B .
LN .
9 o
e D -
. 0 -
. J.
. 0 .

567
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CC. 6
195.7
c1i. 1
iee,l
412 .5
€48.6
€at.l
f17.4
G2?2.1
Sl6a7
1125,
Z37% .
13:1.
155,
3a50.,

TR .

6 - (0Y) PRODUCTION FUNCTION IN THE OIL SECTOR (THE COMPLETE MODEL)

CrMPAFISIN CF ACTUAL ANC FRECICTECD TIME SERIES
PP E AL L AR RSP RAIC I RRERRRRR R RS RS E Rk ARk K

ACTUIBL ANC PREDICTED VARIABLES e

CORR ELAT INK CNEFFICIENT = <9934
EOIT-MEAN-SGUARFD ERRCR = 156 .2
FEAM APSQLUTE EFROR = $1.4¢
MEAN ERROR =  =-37.79

FEGRESSINN COEFFICIENT CF ACTUAL CN PRECICTED =
TRUIL'S IMEQUAL ITY COEFFICIFNT = « 4638D-C1
FRACTICN CF [kRCP QUE TC BIAS = S5855D-)1
FEACT 1LY NF FPROR DUE TQ CIFFERENT VARIATIUN =
FRACTICN IF FRRAR PUE TC DIFFERENT CN-VARIATION

MITFFNATIVL DECCMPCSITICN  (LAST 2 CCMPCNENTS):

{SQUARED = «9869

<9226

« 2771

6643

FEACTION Nk CRRTR DUE 10 DIFFERENCE CF REGRESSICN COEFFICIENT FRCVM UNITY

FRACTICM 0OF ERRNR CUE TC RES IC'AL VARIANCE

61590

PLOT OF ACTUAL (%) AND FITTED(+#) VALLES

FHTEC

171.8 +

194.8 +

232.5 +

247.3 +

398 .2 +

CIc, 6 +

7CS.C = &

825.9 +

PI7.0 +%

T112.7 L

1224, * 4+

21¢4, + %
1571, +
2878,

2471,

2717,

RESIDUAL

-2.24

851

-12.4

8 .80

4.27

590.90

-161.

-=13.3

115.

143.

T -99.6
11l.

-9.94%

-85.2

® o+ -121.

* + -532. J

)

= «326°%

FLOT 0OF RESICUALS{O)

® 0 ' e T s e 0 0 0

o

<

(&
A=

e 0 ® 4 0o e 0 * e et C

<

o

e 0 4 8 4 O e 0 0 4 0 4 0

96z




7 - (RYP) PRODUCTION FUNCTION IN THE NON-OIL SECTOR (THE COMPLETE MODEL)

(AR ISON CF ACTUAL ANU PREODICTED TIME SERIES
LR L L e e P P ey

ACT'AL AND PREDICTED VARIABLES...

CURKTLATION CIEFFICIENT = . 9534 {SQUARED = .9186 )
FONT-VEAN-SQUARFG ERROR = 365

FEAN APSDLUTE ERRIR = 44.2°¢

FFAN FRRCK = 22.66

REARFSSIAN FIEFEICIENT GF ACTUAL ON OREDICTED = 1.€19

THFIL'S [NFOUALTTY CGTFEICIENT = . 78010-01

FPACTICN CF EKRCR NUF TC PIAS = L58570-21

FRACTICN 0F EROR JUF TO DIFFEREN T VARIATIUN = . 4C12D-Cl

FEACTICN DF ERRTR DUF TC DIFFERENT CN-VARIATION = 9013

ALTERNATIVE DECUMPSTITION  {LAST 2 COMPCNENTS) @

FRACT I'"WN OF EPRIPR DUE TD DIFFERFNCE (F REGRESS ICN CCEFFICIENT FROM UNMNITY = «35220-02
FRACTICN CF [FRCF CUE T3 RES IC AL VAKRIANCE = «9379
PLIT NF ACTUAL(*) ANDO FITIED(+) VALUES PLOT OF RES ICUALS (D)
i ACTuAl FITTEC . RESIDUAL
n.C
é L4 134.8 + ~6.41 . o .
k] 141.3 16%.2 + -3.89 N (o} .
g 1¢C. 6 1€€ .4 +¥ . 13,3 . oD .
€ 223546 222.9 + -+357 . ] o
5 256 .2 249.5 +* 6.68 . (V] .
7 1% 0 155, 7 * 4 -42.7 . 0 . .
2] £54,1 4% 6D + 46.1 . « 0 .
Q 32,2 322.9 s -21.6 . J. o
17 L L | 433.% + 1 .65 . 0 .
11 €46.7 47,5 + * 54,2 . « 0 &
17 £44, 8 6866 * ¢ -41.8 s 0O W T .
12 E3€.2 : Fi33.9 * 4 -37.6 « 0O & .
14 e ,1 358,.7 4 -1%.6 . Je .
1¢ CGE, b 1J24. *+ ~-12.1 . 0. o
1¢ 1274, 1225, + * 49 .0 . e N .
17 58 o5 5437 + x 355, . - .

A6T



8 - (RMKP) DEMAND FOR REAL IMPORTS OF CAPITAL GOODS (THE COMPLETE MODEL)

P PR ISLY N ACT'IAL AND PREDICTIED TIME SERIFS
R e T PR T 2T T T Y

ACTU AL AMO PREDICTED VARTARLES. ..

(FFLATICN CHEFFICIENT = L9771 (SQUARED = L9547 )
FIMIT ~MEAN-SQUIARED ERROR = z1.62 '

MEAN AFSOULLTE FRROR = 12.47

VEAR FEROR =  4.859

FESFESSON COEFT I IENT OF ACTUAL ON PREDICTED = 1. (38

THTELYS INEQUALETY COFFFICIENT = «69940-01

FTACTICM CF ERROR OUF TO BIAS = «82490-31

FEACTITH W ERROR UUF TO DIFFERENT VARIATIJN = .« &S71C-Cl
FRACTICN CF FReTR DUF TC CIFFERENT CO-VARIATICN = - <F798

ALTESSAT IVE DFCOMPRSITINN  {(LAST Zz COMPRNENTS) ¢

FSATTIGH NF CRROK DUE TC DIFFENENCF OF RFCFESS INN C2EFFICIFNT FROM'JNXTV = «2577D-01

FRACT ICM A7 FRFENP DUE T RES ICUAL VARIAMELD = «9237
PLAT NDF ACTUAL(*)} AND FITTEC(+} VALLES FLCT OF FESICUM S(0}
e ACTERAL FITTFD RES INUAL
9.0

Z il 2 %+ -3.24 . ‘G .

I 33.28 . . —e2586 . 9 .

4 iR 4 +* S.31 B . J -

€ £3.01 +% . 4 .00 . o .

-~ e1.0G + : -2 .42 .. 2. .

7 55.013 %4+ ’ ’ -3.27 . Je .

a £7.22 + : -¢279 . . 0 .

El 34,06 + -1.36 . 0 o

1z €4,2°% ® 4+ -16.4 .0 . .

| ] 1.%.7 + % 16.6 . . Je

1> 17,2 * ¢ ) -4.98 . Ve .

| N3, 6 + ® 48,3 . . . ja)
14 ) + <364 . ..

15 262 00 * 4+ -14.1 . 2 . .

1¢ zZ17. 1 * ¢ -13.7 .« - .

i TN + * 5% 4 . . -

86¢



e

Pt ot pot s
AN ) DD O s

-
-~ N

LYRSIT

3. n6
33.48
63,46
£2.29
35 .61
T4. 72
ERLST
€L 6T
[
1Mz .¢
144.1

9 - (RMC) DEMAND FOR REAL IMPORTS OF CONSUMER GOODS (THE COMPLETE MODEL)

frto AR [SCN CF ACTHAL ANC PRECICTED TIME SERIFS
VA TR A SRARACRSR AR EE AR RRR RS KE R AR R kAR K

ACIUAL ANC PFEDICTFD VARIABLES ..o

(O PELATION COFFFICLIENT = «996 5 (SQUARED = «9929 }
Pt 11-MEAN-SCUARED EFRCR = L% & 3

MEAN AESOLM'TE ERRIR = 4,652

MEAM FRROR = 1.)¢8

FESRFSSICH COEFFICTENT OF ACTUAL ON PREDICTED = 1. C19

TETIL 'S IMEQUAL [TY COFFFICIENT = .2401D-01

FRACTICI CF EXRCR DUE TQ EIAS = 22120-21

FFACT N 9 ERRAR DUC TO DIFFERENT VARIATION = . 66330-91

FEACTIH OF ERROR DIE TC DIFFERENT CO-VARIATICN = 9115

ALTERSATIVE RECCMPISITION  (LAST ¢ COMPINENTS):

FRACT IUN GF ERROR DUF T0 DIFFERENCE COF REGRESSICN CNEFFICIENT FRUM UNITY = «&47C7E-01
FEACTICI. CF ERECR CUE TC RES ID'AL VARIANCE = .9338
PLOT OF ACTUAL(*) AMD FITTEDI+) VALLES FLOT CF RESIDUALS(O) -
f111eC RESIDUAL
; 0.0

2730 + «565 . 02 .
24 .38 + 103 . 0 .
46,59 ¥ -3.13 « 0 . .
48.19 + 2.29 . ] .
87.61 : + 2.19 . . J .
73.21 +% 1.49 . «0 .
71.11 LTS -2 «55 « 0 . .
£C.T1 x4 -3.34 e 0 . .
84,061 + 2.37 . . 0 .
T4 +% 5 .09 . . 0 .
1596 * 3 ~11.5 2 . . .
135.5 3 342 - « 0 .
22%5.9 & 3,50 . « 0 .
225.9 * ¢ -19.5 c . . .
c4t.S + * 7 .62 . . b
17.6 + * 18.4 . . .

66C



e

ACTIAL FITTEC RES IDUAL
SEFEIN-T] «S290F-01 + % «137E-01
THAL-D2 «4344F-21 * + —e423E-01
F2LRT-L1 * + -«701E-J1 O
1267 * o+ -«172E-)1
HRG6T =51 «SEB1E-C]) +x « 194E-02

~elafar -2 -, 2303E-01 L B «216E-0U1
«124F «S(CSF-C1 + * «87OE-D2
«HES1F-31 «E1J1E-9?7 + * «504E~-ul
~e250¢F =T]  =,2FR20-01 ¢+ * «89EE-02
21NV =32 «1424E-31 o+ -e116E-J1
«T1200 -1 595 TE-CL + * «146E-C1
«11CF-01 o142 * + ' ~e231E-21
37991-)1 «I155JE-U1 + x «125€-91
<5821 -)1 «2063E-01 + * «222E-21
DR «EL63FE-21 * + -.190E-)1
N2 « 2794 ‘e «482E-22

10 - (RM) THE RATE OF INFLATION (THE COMPLETE MODEL)

COUPAR ISUN CF ACTUAL AND PRECICTEC TIME SERIES
AR KT SORKEIA AL AR FRIRRL R CR KRS R kR e kxR

ACTITAL ANU PREDPICTED VARIABLES. ..

COPRFLATION CTEFFICIENT = «917¢ { SQUARED =
‘Fl"'l-"EM\-SClMF‘.ED ERRAR = LT76C-01

FEAN ABSIUTE ERROR = «c18%0-21

MFAN F2RNR = -<.11250-92

FESFESSICN CNEFFICIENT OF ACTYAL CK PPEDICTED = +83#3

THIIL 'S INEQUAL TTY COCFFICIENRT = - 1486

FPACTICH CF ERPPR DYF TC EIAS = «15430-)2

FRACTICM OF EKRNR DYE TO BIFFERENT VARIATION = « 38740-01
FRACTICH OF ERROR DIE T1C DEFFFRENT CN-VARIATICN = «9596

ALTERKATIVE DECOMPCSEITICN  (LAST Z COMPONFNTS):

FRACTION OF ERROR DUE 17 DIFFERENCE OF REGRESSION COEFFICIENT FRCM UNITY

FPACTICN CF EFROR CYE TC RES IDUVAL VARIANCE = 3419

PLOT OF ACTUAL(*) AND FITTED(+) VALLES

.8289

= «1564

FLOT CF RESTCUYALS (O]

Jed

- C .

« U -

. O«

« 0

. - o]

e 0

- J .

« J .

. 0.

Y : w
o0 . o

o



11 - (RS) THE RENTAL PRICE OF MONEY SUBSTITUTE (THE COMPLETE MODEL)

tONPELESCN TF ACTUAL ANC FRECICTEL T IME SERIFES
TX R RAS R AR A XA TSP T LI LL AR PR RE ARk kKK

M TUAL AYMO PREDICTEC VARFAPLES...

CoPELAT ICN COEFFICIENT = .788°¢ { SQUARED = A21R )
FO™ T-MEAN- SOIARFD) ERRER = aze

MEAN ALSTLULTE EFRNR = .67170-01

MFAN FRPR = «3C770-01

WEGEFCSICN COAFFFICIENT CF ACTUAL €N PRECECT EB = 1.CoF

TEFTUSS THEQIAL ITY COFEFICIFNT = 2172

FEACTIL® Qb [REPR DUF T PIAS = . 74320-)1

FRACTICN OF F&ETR OUE TC CIFFERENT YARTIATIIN = L1914

FEACTICN 0F FRENR JUF TO PEFFERENT C)-VARIATION = .7338

ALTERIATIVE DECCMPCSITICN . (LAST 2 COMPUHENTS 2 -

FEACT IEN O FIENR CUE T DIFFEPENCE OF REGRE SSECN COEFFICIENT FRCM UNITY = +1185€-31
FRACTICY PF FRROR DUE TC RESIDUAL VAREANCE = 9133
FLOT NF ACTUAL(*) AND FETTEO(+) VALLUES FLOT OF RESICUALSLO)
" ACTHIAY FITTED ) RESIDUAL
0.1

Z ETLL-N] «1474E-)) + -«602E-22 . 0 .

2 <2350 -01 «7LIE=CL *4 -«670E-22 . 0 .

4 JERRTL - T oL427 * + -«B49E-)1 . . .

s 5% ) 2177 + ¥ «4l3E-J1 . « 0 .

£ 224 «529JE-01 + * 168 . . ]
T —ARZIF=NL - 2677071 x4+ -.385E-)1 . 0. .

A Jdoes3 <1330 * o+ -e34T7E-21 . 0. .

6 —.2829 ) 4% «926E-32 . 0 .

1D L1601 «bET4 * + ) -.557E-J1 . I . .
| 31 Jd0a7 «QF5LE-)1 +x «H22€E-J2 . ) .

12 NES B « 2504 + * «565E-01 . . 0 .

12 175 SFGERE-D] + % «279E-21 . . .

14 1764 LY * o+ ~+388E-D1 . Jda .

1€ CERTAR=C? = PRETE=3] + # «915E-71 . . T
1e Sd 90D L1494 -01 * ok -e255E-I1 . [ .

17 L6023 REPF + * 381 . . .

T0¢



—
- A ~Nm SN

o
- oy

14

1a
17

2CTLAY

1.257
1.262
1.156
1.162
1. 2452
1.151
1.149
1.7¢8
1169
1.123
lecT4
1.277
l.z28%°
1.372
1.373
1.245

12 - (MU1) THE MONEY MULTIPLIER (THE COMPLETE MODEL)

CORAPARISCN OF ACTUAL AND FREDICTED TIME SERIES
LRI FE IR AR KL AL PRI A AR ST R NRA L R R Rk R RN

ACTHAL ARD PFEDICTED VARIABLES...

COPEELM IDN COF FFIC IENT = L9470 (SQJUARED =  .R969 )
FrOT-MEAN-SQUARED EPROR = .313D-C1

FEAN ABSCLUTE EI1ROR = .25230-71

MESN FRVIR = ~44E2D-02

FIGFESSI W COEFFICIENT CF ACTLAL CN PREDICTED = 8276

THETL'S. INFQUALTITY Ct[FFl(lENT = «1277D-01

FPACTION OF LXRDR DUE TO RIAS = v .?:Eb’)‘\)_l

FEACTION NF ERRNR DUF TC DIFFERCNT VARIAT [UN = <1392

FOACTICN CF [PRAR DUE 7O CIFFERENT CO-VARIATION = . 9405

ALTFRNATIVE DSCOMPIASITION  (LAST 2 CONFCNENTS) @

FRACTICKN CF ERFNR DUE TO OIFFENENCE OF REGRESS ION CNEFFICIENT FROM UNITY = L2630
FRACT INN NF ERRNR D''F TO RESID'ML VARIANCE = 7168
PLGT CF ACTUAL {*) AND FITTEC(+) VALUES PLOT 7F RESIDUAL S( 0}
FITTED RES IDUAL
9.0

1.291 * 4 -.233E-01 -3 .
1.229 + * «328E-J1 . .
1.175 * 4 -.189E-21 O
1.192 * + - 297E-N J .
1.174 P -.136E-0] . o .
1.148 +x .259E-)2 . 0
1.132 R ' «196F-)1 . .
1.211 . + : -.269E-12 . 0.
1.125 v «236E-)1 . .
1.496 v+ x 2T0E-71 . .
1.26% ¥ * <331E-31 . .
1.251 + .255E-01 . .
1.26¢ +e -.9160-22 . g .
1.375 *+ -.61RE-D2 . a .
1.426 * + -.5620-91 0 . .
1..22 + - TT3E-31 ) . .

(<)

<
e

I I~ A L R L Y

OV
N



|3

N o= AN

AC TLAL

12,57
AL T5
£CL.T2
$3.07
11¢. 2
157 .2
zil.7
el
264 .5
413,49
Sla .
737.9
fer. s
1129,
l444,
1/09,

13 - (MS1) MONEY SUPPLY (THE COMPLETE MODEL)

CWP TSN OF ACTUAL AND PREDICTIED TIME SERIES
AR ST AR R RRATE I AR AN IR RNk R R RN ERR KR

ACTUAL AMD PREDICTED VARIABLES...

CLREELATICN CCFFRICIENT = 993 {SQUARED = «9837
PLOT —VMEAN-SQUIARFD ERROR = 104. &

“MEAN AJSOLUIE FRRGR = 42.617

FEAEN FERCR = -27.8%4

FIGFESSION CNEFFICTIENT OF ACTUAL (& PRFD‘CTED : 8748

THEEL'S INECUALITY COEFFICIENT = «6959D-01

FRACTICH 0F LR2OR O T BIAS = « 1CEGD-01

FEACTION OFf £RACR DU TC DIFFFRENT VARIAT [ON = <4199

FRACTICN NF ERRNR DE TO CIFFERFNTY CI-VARIATION = «518%

ALY FRNATIVE PECOMPSETION  (LAST 2 CNNVPONENTS) @
FRACTICN CF EFFCR CUE TG CIFFERENCF OF REGRESSION COEFFICIENT FRIM UNITY

FEACT INY1 NF ERPOR DUE T RESICUAL VARIANCE = <4558

PLOT CF ACTHAL (*) AND FITTEC(+) VALUES

FITTFL . RES IDUAL
2164 + 1.92
36.48 + 5.31
€2.68 + 3.21
Tvsel *+ -9.23
117.6 + . -.786
15 1.5 + -1.33
16%.2 + ) 6.43
23,3 + -2.19
33%.5 +* ’ 29.0
4315.8 *+ -?22.8
47€.5 + 37.5
813.9 * ¢ -8J.1
AC 7.8 * 4 -3).2
11ca. +x 35.3
1455 . R + ~-12.6
2152, * + -425, 37

= «4735

FILOT DF RFSIDUAL St D)

A I I Y 2L T T T B B B S Y

£0¢



o

Pt o T s s
NS V3 Sa~NDnS uny

r—
~

ACTRAL

1527
1.021

1.489.

Z.03
?.6M"0Q
2e354
4.7
€.303
f.137
€.216
11.47
1¢.83
17.317
73.43

< >
Tled 2

27.67

14 - (MX1) INDEX NUMBER OF MONEY SUPPLY (THE COMPLETE MODEL)

(TP A SN IF ACTHAL AND PREOICTED TIME SERIES
CETHRIALRIIELA AL ERE R KRR N R R BRAS hh IRk E R SRR

ACIYAL ANT PREDICTED VARIABLES...

COPFELATICN COEFFICIENT = 9923 ’ (SQUARED = .9836 !
Fi T -¥EAN-SCIARFD ERROR = 2.339

MEAN ARSULLTE ERROR = . G524

MEAKN EFRCR = -e6201

REGRESSIJN CIEFFICIENT NF ACTUAL (N PREDICTED = +8748

THTTL' S ENEQUAL TTY COFFFICIENT = «69590)-01

FRPACT ICN 2F ERROR QUE TO RIAS = . 70299-31

FRACTICN NOF E327P DUE TO DIFFERENT VARIATION = +4119

TRACTICN CF ERRCR QUR TC CIFFERENT CO-VARIAT JON = «5188

ALTFPHATIVE DECOMPOSITION (LAST 2 COMPANENTS) :
FEXCTICH NOF FRROR OUE TC O0F FERENCF OF RECRESS INON COEFFICIENT FROM JUNITY = +4136

FEACT ICH OF ERROR DUL T3 RESIDUAL VARIAMCE = <4561

PLOT OF ACTUAL({*) AND FITYED(+) VALUFS

fFI1IED : RFS 10U AL

«7.63 + . «464E-)1
JEE13 + +119
1,422 + : «6TBE-D1
2.23% ¢ . -e2905
c.t2° + -«152F-01
3.382 + ~.282t-01
4,353 + . « 149
€.,433 + —e466F-)1
T.448 +* ! «648
G.727 4 o -+507

1) .64 + .839
18.61 * 4 -1.79
27426 * 4 - 676
24,64 +% « 7198
22,51 + , -.278
40,71 * + =2.34 bl

e * % o " 4 e 0 0t e 0t . 40

PLOT CF RESIDUALS(D)

©

OOV OUDOLOe.

o % 4 8 % 4 0, s,

v0€



15 - (GDP) GROSS DOMESTIC PRODUCT (THE COMPLETE MODEL)

CCAPARLISON €F ACTUAL ANC PRECICTFC T IME SERIES
L R e e T Y

ACTLAL AND PREDICTED VARIABLES...

CORPEL AT 1NN COAEFFICIENT = «997¢ U SQUARED = «9950 )
FUT T-MEAN-SQUARED ERRQOR = 135.3

MEAN AESTLLTE TRPIR = 77.71

PEAM FaRMR = 24.9) ;

FrGRESSICN COEFFICIENT CF ACTUAL Ch PREDICY FD = 1.015

THETE 'S INFOMAL ITY CHRFFICIENT = «22€ED-C1

FEAT TICN OF FRRCF O'F TQ BIAS = «23820-)1

EXACTH(P: CF FREOR DUE TC CIFEERENT VARIATION = .« 58120-C1

FPACT ICN OF FRROR UUE T DIFFCRENT CR-VARIATICH = 90890

AL TFRNATEIVE PECOMPCSITICN  (LAST 2 COMFONENTS s

FRACT ICN OF EKROR DUE 1O DIFFERENCE UF REGFPE SSICN CREFFICIEMNT FRCM UNITY = 4204001
FAACTIGM 0F ERRCR DLF TC RESIDUAL VARIANCE = «9232
PLOT CF ACTUAL (*) AMD FITTEC(+) VALUES FLOT OF RFSICUALSIO)
i ACTHAL FINTEC RESTDUAL
0.9

Z 235.3 ch4..3 + ~5.03 « 0 .
2 Je4. 6 2175.1 + -10.5 . o] .
4 452.1 503,85 + : -1l.4 - 3 .
5 £24,.9 A33.8 + 4.12 - 0 .
¢ Pat. 8 122.) +* 15.8 . .0 .
7 1C713. 1047 + 5.56 . <D .
3 1222, 1211, *+ -88.90 « 0 . .
S 1269, 1?11, *+ -23.1 . 0. .
[ 1586 . 14€3. ¥ 124. - . 0.

11 1753, 1520 . + * . s 233, . . . 9

12 2102, 2535, * 4 -153. Do . . '
12 2275, JE€S,. : + : 13.5 o 0 .
14 2674, 25E5 . ' + -10.5 . 0 .
1" 47¢p., HR35, x4 -66.6 « 0 . .
s 3671, 576, v =54,7 « 2 . .
17 €136, 53{8., + * 42R. . . .

G0¢



16 - (GNP) GROSS NATIONAL PRODUCT (THE COMPLETE MODEL)

CUMPARISTIN OF ACTUAL AND FREDICTEC TIME SERIES
AR R E RS I A ER T RIR SRS AR SRS 2R S RIS ST R S L)

FOTUAL ANC PREDICTED VARIAPLES...

COPRELAT ICN CNEFFICICNT = «5812 ( SQUARED = « 9944 )
FENT-MEAN- SQUAPED FRRUR = 135. 3

MFAR ACSCLUIF FEFPOR = 77.71

F{AN [2ROR = 24,99

FEARFSSICN COETFICIENT CF ACTHAL CN PREDICTED = 1.317

THUIL 'S INEQUALTTY CNEFFICIENT = «25€2D-C1

FRACTICN QF FRrRNR DU TC BEAS = .13880-21

FRACT IR OF FPECR DUF TC CIFFERENT VARIATION = «60720-31

ERACTICN OF FRPOR DUYE Tu DIFFERENT CN-VARIATION = . 6654

ALTERPHATIVFE DECCMPCSETICN  (LAST 2 CCOMFCNENTS )3

FRACT ITN OF ERRIR UUE T3 DIFFERENCF OF REGERE SSICN COEFFICIENT FROM UNITY = 4423001
FRAC TICH OF ERROR DUE TO RESIDUAL VARI ANCE = <9218
PLIT OF ACTUAL(*) AMD FITTEO(+)} VALIES PLOT OF RE SIDUALS(V)
o AT THEAL FITIEC RESIDUAL
2.9

2 can 1 245,17 + -5 .03 - ¢ .

3 BRI 31£.9 + -1J3.5 . ¢} .

4 £25,17 4417.1 + -11.4 . 2 .

5 E8G.7 559 .6 + 4.12 o o B

f €48,5 £32.7 + 15.8 - -2 .

i Ed2.4 E7£.8 + 5.56 o 9 .

a 1053, 1141, LR -88.0 « ) . -

< 1112, 1137, + -23.1 - Co .

| - 1416 12924 +x 124. . . Je
11 1574 ., 1291. L 233. . . . 2
12 178, 22El. x4 -153. Je . .

1? 2624, Je6l3, + 125 . 0 .
14 5248, 3359, *+ -1J.5 . 2 .

1® capce, 445k, *+ =66.6 e D . .

1o 207, cIe2. + 54,7 . G . .

17 Caul. 4578 o + * 428. . . .

90¢



17 - (RY) REAL GROSS NATIONAL PRODUCT (THE COMPLETE MODEL)

CEUPAR SN OF AC TI'AL AKD PRFDICTEL TIME SERIES
EEL ALY ER XA AL AR E LBV ASARBE RRRD SERE BN R AR ROk

ACTUAL ARD FREDICTED VARIABLES...

CORFFLAT ION COEFFICIINT = -1+ Y { SQUARED = «9892 ¥
FOO T-¥FAM-SQUARED ERROR = 14.52

PFAN ABSCLUTF FRRECR = 54,79

B pr ERRDR = 2C4a4

FENECSSICN COTFFICIENT CF ACTUAL €N PREDICTFD = L9876

THEIU'S IMECTALTIY CYEFFICIENT = .2881D- Ul

FEACTICH NF EFSPR DUE TC PIAS = .75310-)5

FRAFTICN CF FRILCR DUF TC CITFERENT VARIATIONM = . 45810-02

FEACT ICN 11F EXECR DUD TO DIFFFRENT CN-VARIATICON = L9554

FLTESHATIVE DECOMPCSITIEN  (LAST 2 COVFONENTS )

FRACT IC0 OF ERROR DUE 1D DIFFERENCE PF REGRE SSICN COEFFICIENT FROM UNITY = «1427C-01
FEACT INN 9F FRPHIR DUE T RESIDUYAL VARIANCE = 9857
PLIT CF ACTUAL (%) AND FIITECU(®#) VALUFS PLOT DOF RE SIDUALSTD)
In ACTLAL FIigee RESIDUAL
‘ [ANID

Z 2.2 + ' -7.90 . J. .
2 5247 + 2.28 . bl .
4 icl. 7 +x 14.6 . T .0 .
5 247 .8 +* . .9.82 . . .
4 431.1 A 8.19 . 9 .
1 €85, 6 * ¢ : . ~12.2 . Qe .
7 728 .2 *+ -65.3 «0 . .
S il7.4 * 4 -5J.8 - 0 . .
13 627.2 L 73.1 . . 9
11 1155 + * 162. . . .
197 1176, * o+ ~111. 3. . .
13 .9, IO -85.9 De . .
L& vize., x4 -25.7 . 7 . .
1e e, e -8C .2 D) . .
14 Pahd. + 13.1 . 0 .
17 B ) SAN o 152. . - .
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WA A A e N S u )

b s

ACTUAL

£5.9)
1593
1.5.5
157 .6
175.2
213.9
26% .72
fhia M
371.1
55744
TR, 4
1327.
15975,
1545,
2)G,
s11e.

18 - (NM) NET IMPORTS (THE COMPLETE MODEL)

CORPARISTN (F ACTUAL ANC PRECICTED TIME SERIES
RS ARA I VRBETRE SRR SRS C R IR CRRARRE AT TR EE KRR K

ACTUAL AND PFEDICTED VARIABLES ...

CRERELATICN COEFFICIENT = «9S67C { SQUARED = <9940 )
EOCT-MOAN-SQUARKED ERROR = 61.71

MEAR AESCLLTF FRPIR = 29.5¢

NEAN FEROR = 15.%51

KEGRESSTON CNEFRT ICEENT CF ACT'AL CN PREDICTED = 1.033

TEHETL'S IMNFCIALITY COIEFFICIFENT = «CE2D-C1

FEACTION OF FRROR DUF TC BIAS = A «62770-)1

FEACIILN NF FPROR DUE TC OIFFERENT VARIATION = . 16%1

FRACY ICI OF FRROR DUF YO DIFFERENT CO-VARIATICA = 7721

ALTERMATIVE OCROMPCSITICN  (LAST 2 CCMPCNENTS ):

FEACT IFCY IF ERRDOR DUE TN DIFFERENCE NF REGRE SSICN CCEFFICIENT FRCM UNITY = .1382
FEACTICN OF FRRCR DLF TC RES IDJAL VARIANCE = «7999
FLCT CF ACTUAL (*) AND FITTEEL(+) VALUES FLOT OF RESICHALSIO)
FITTEC RESIDUAL :

. .0
187 + -1.97 . {4 .
9327 + -3.37 . 0 .
125.4 + -3,.53 . & .
154.8 + S .84 . .0 .
175.9 + -.610 . C .
22¢.% + 1.42 . 0 .
271.7 + -2.69 . 0 .
255%. 5 + ~ 1.3% . ¢ .
57,1 *4 -19.0 . 0. .
LERIN +x 29.8 . « 0 .
£77.93 L . -19.5 . 0. .
1251, + 75.0 . . .0
1574, + 19.1 . e 3 .
1578, L -29.3 . 0. .
°1.2. *+ =32,5 S .
187, + * 2217. . . .

o



m

N2 QDN ™I 3N

o

AC LAl

3 ed)
£2400
g, 22
121.5
13¢.¢C
177.1
1%6.5
€12, 7
£37 .9
cij.e
€54 ,8
1267 o
172.3
1ie.
pasa,

18-¢.

19 - (NFA) NET FOREIGN ASSETS (THE COMPLETE MODEL)

CIPARISCH PF

ACTUAL AND PREDICTELC TIMF SERJES

N2 $ XN R Rt LG RN P I RSBt A kA ok ok ek

ACTUAL AND PRENICTED VARUARLES...

COORELAM ICAN COEFFICIENT = «7952 £ SQUARED =
U T-MEAN- SQUAKED ERROR = €l.21

VEFAN APSCLLTE FFROR = 29.55

MEAR ERRIR = -15.¢1

FTEOPESSEON COESTICIEMNT CF ACT'IAL CN PREDICI ED = «9458

THOTL®S IMEQUAL TTY COEFFICIENT = «3£210-C1

CRACTI™ J3F FRROR DYF T0 BIAS = «6277T0-)1

fUACTECN CF FRRTCR DYE TC CIFFEPENT VARIAT HIN = .IGBS

FRACTIZN OF FRRYR D' TO DIFFERENT CN-VARATION = A.7387

AL TFEHATIVE DECCMPOSITICN - (LAST 2 COMPONENTS):

FRACT NN

« 9934

TF EPROR CUE TC DIFFFRENCE OF RECRESSION COEFFICIENT FROM¥ UNITY

FRACTIPH F FRRAR DUE T2 RESIDYAL VARI ANCE = « 7CI4

PITVED

42.03
SE.63
£5.717
127.3
13%.4
151.5
323.3
571%.5
862.9
1.1,
€3%.3
1358,
T3le &
17082,
1221,
11c3.,

PLIT CF ACTUAL(*) AND FITTEC(+) VAL'TES

4%

+

RESIDUAL

1.97
3.37
3.52
-5.84
«61C

-1.42

2.69
-1.35
19.0
-29.8
19.5
~76.0
-17.1
29.3
32.5
-221.

= «23€9

PLOT OF RESIDUALS(O)

(&

L T R TR RSP )

QC T Qe COC e

.
(S}

* e s * 4 e
&)

LANC T B AR I IR T TR T R I

60¢



20 - (H) MONETARY BASE (THE COMPLETE MODEL)

C# P AT ISON NF ACTJAL ANE PREDICIFD TIME SERIES
B rE IR X EITECL A AN A CR B pkR kxR ARk AR Aok ko

ACTUAL ANE PFFDICTED VARIABLE Sese

COVRELATICK CPLFFICIONT = 9913 (SQUARFD = <9869 1
R -NEAR-SGQIAPFD ERRNE = €1.91

HFAM AJSGLLIE ERRGR = 26,517

MESK ERROR = -15.52

FESFESSION CNEFFICIFNT OF ACTLAL €N PREDICTED = .8C79

THEJL®S INEQUALITY COOFFICIENT = 5394 D-C1

FEACT ILN OF T2FNR D'JF ATU RIAS = «6738CN-21

FLACTION OF Fx29% OUF TC DIFEERENT VARFATION = .3413

FEACTICH OF ERE rﬁ: OUL TC CIFFERENT CO-VARIATION =  °,5959

MY ERSATEVE DECOMPISITIOM  (LAST £ C';NPFNEN1 S):

FRACTICN NF FRRNR CUE TC DI FFRENCF OF RECGRESS ION COFFFICIENT FROM UNITY = «3942
FRACT [Fid OF TRRNR CUE T RESIDUAL VARIANCE = « 5430
PLUT OF ACTUAL(*) AND FITTED{+) VALUES PLOT OF RESIDUAL SUO)
mn ACTHAL FITIED . RFS IDUAL

: . 0.0
2 6. TS 24.73 + 1.97 . 9
2 18,85 22.17 + . 3.37 . [
4 172 4,17 + 3.53 . 0
s .23 £4404 + : -5.84 . Je
[} 177.1 1°¢.5 + «51C . g
7 122.5 171.9 + -1.42 . 0
£ 17%. 5 172.9 + . 2.69 . 9
9 172.5 27(.8 ++ -1 .35 . [¢]
1cC I14.06 72596 + : 19.0 . )
11 67,9 ICT.€ *+ -27.8 « 1 .
2 122 4) 192.5 +* : ) ’ 19.% . «J
12 F9%e2 60 0.3 ¥ o+ ~76.1 2. .
14 £13.4 €52.5 x4 _ -19.1 . C.
s ar3 .17 Auilel . * 29.3 . ‘e
1£ TRl 114, +* 32.5 . .
17 13%¢. 1%¢13, ” + =227, J - .

01¢
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