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ABSTRACT

This study treats the modeling of investment planning under cap­

ital rationing and under imperfect capital markets. Optimization models 

are developed for various financial conditions including multi-period 

debt, time-dependent debt ceiling, interest rate constrained in terms of 

the debt-equity ratio, debt constrained by multiple of equity, planned 

retained earnings, and short-term lending. The conventional zero-one de­

cision variable is modified to allow selection of the level of operation 

for each accepted project in each time period. Duality and Kuhn-Tucker 

conditions are applied to obtain implicit economic relationships of the 

models.

An analysis is made of the models of Dean, Lorie and Savage, 

Weingartner, and others. Weingartner's model is extended by introducing 

borrowing and lending rates and constraining both borrowing and lending 

with time-dependent ceilings. An analysis of the dual linear programming 

prices reveals an implicit discounting method that depends on whether the 

firm borrowed or loaned capital in each period. In every period that the 

borrowing ceiling is reached an adjustment is made to the discount rate 

depending on the opportunity value of additional capital. The criterion 

of maximizing the value of the firm at an arbitrary horizon (over an arbi­

trary planning horizon) is analyzed, and the implications of discounting 

cash flows occurring beyond the horizon are considered.



VI

A chance constrained model is given for the case of net cash 

flows being random variables. In this model retained earnings are al­

lowed, and it is shown that they make the balance of flow constraints 

conditional probabilities. The deterministic equivalent problem is de­

termined for the case of net cash flows being distributed normally. 

Kuhn-Tucker necessary conditions are applied to determine the implicit 

discounting method and the method of valuing projects. The discount 

method is shown to be identical to the implicit method in the corre­

sponding certainty model. The implicit project evaluation method is 

based on the expected horizon value of generated cash flows, less the 

horizon value of a sequence of contingency payments made each period in 

which the project is operational. This contingency concept is analyzed

and compared with the certainty equivalent concept. It is shown to be the

capital required, in a given time period, to insure that the probability

constraint is met in all periods. In a given period the contingency is

prorated to projects based on the ratio of project standard deviation to 

the standard deviation of the combination of accepted projects in that 

period.

A model is developed to show, by example, how the interest rate 

can be constrained in terms of assets and debt, and the model constrains 

the total debt in terms of equity. Also, a dividend policy and income 

taxes are included. A major variation in the model is the allowance for 

multi-level project operation and a corresponding multi-level investment 

schedule.
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FORMULATION AND ANALYSIS OF OPTIMIZATION 

MODELS FOR PLANNING CAPITAL BUDGETS

CHAPTER I 

INTRODUCTION

Beyond doubt, one of the major problem areas of management, 

in any sector of the economy, is the allocation and control of capital 

expenditures. In recent years the numerous articles dealing with cap­

ital budgeting that have appeared in the technical and popular journals 

are indicative of the concern with capital budgeting problems.

The term "capital budget" takes on different meanings in the 

business world. For example, three meanings frequently found in industry 

and the key word of the context in which they may be used are:

Accounting: A system for the control of capital by comparison 

of actual costs and revenues with predetermined values.

Management: A multi-level rationing (allocation with constraints) 

of the organization's resources among subordinate decision 

makers.

Planning: A plan for the allocation of resources (especially 

capital) to projects and capital items, including reserves 

for maintenance, fixed costs, etc.

This dissertation assumes the "planning" meaning of capital

1
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budget but for discussion purposes also calls a capital item a "project." 

The plan, to be effective, must include all resources that could limit 

allocations in any time period. Obviously in the development of the 

plan, an accurate determination of investment alternatives, grouping into 

projects, and their corresponding resource requirements, cash flows, and 

interdependencies must be made. Just how accurate, in light of the cost 

of accuracy, is an interesting problem in itself. Likewise, a determi­

nation of potential sources of external financing, along with costs and 

constraints, must be made. A third requirement is the determination of 

the proper criterion (or criteria) by which resources should be allo­

cated. Once these three things are accomplished, the plan should be de­

veloped according to the criterion, subject to constraints of (a) re­

source availability, (b) external financing constraints, and (c) inter­

dependencies. For discussion purposes consider the capital budgeting 

problem to be the development of the plan mentioned, subject to the 

above constraints, and given the information as to potential projects, 

external financing, costs, etc.

There are a number of factors that should be considered in for­

mulating a model of the capital budgeting problem. In even moderate 

size problems the combinatorial effect of multi-periods, multi-project 

analysis requires the use of mathematical programming or some process 

to limit the number of combinations considered. Whatever method of eval­

uation is used, the model must use current information; that is, once 

a project is accepted, or capital is borrowed, etc., the states of avail­

able capital, or interest payable, etc., must be changed to reflect this 

act before further decisions are made. Also, care must be taken not to 

include as parameters any factor that depends on the solution to the
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capital budgeting problem. To the "outsider" this requirement may be 

so obvious that he would consider it absurd. In fact, most models de­

veloped to date violate this requirement in some degree. Furthermore, 

one finds it most difficult, due to the dynamic nature of the problem, 

to select a criterion that does not violate this requirement. Another 

requirement is that the model be computable. (One may feel that some 

of the models developed later violate this requirement.) The facts are 

that some of the models developed do not, at present, have general solu­

tions. Yet these problems are being solved (or approximated) by special 

algorithms that depend on the structure of the problem in a particular 

application. These requirements are just another way of saying the model 

should be realistic.

In this study an attempt has been made to develop realistic 

models of the capital budgeting problem. The exact objectives of the 

study and the finer points to be considered, including more precise 

statements of model requirements, are detailed below.

The object of this dissertation is to give the results of re­

search directed toward the modeling of investment planning under capital 

rationing and under imperfect capital markets. The entire study is re­

lated to the end objective of an example model that simultaneously deter­

mines capital structure and decisions as to investments or allocation of 

capital.^ The foundation of the example model is made from an analysis 

of current models (chapter two), and some extensions of current models 

(chapter three). This analysis illustrates the necessity of, and

^In this context "capital" is intended in the broadest economic 
sense; however, this report discusses primarily the allocation of funds, 
and in the pages that follow, "capital" will refer to these funds.
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technique for the evaluation of implicit relationships that result from 

the formulation. These models constrain the available funds as a function 

of constrained borrowing and lending as well as retained earnings. A 

similar model is considered under risk, and its relationship to the cer­

tainty equivalent concept is shown. The duality theorem of linear pro­

gramming and Kuhn-Tucker conditions are used to show the economic rela­

tionships that these formulations implicitly assume. These results are 

then used as a basis for the formulation of the example model in chapter 

four. This model includes multi-period debt, a financial constraint that, 

as an example, relates borrowing rates to assets and capital structure, 

operation of selected projects at various levels, and a variable rate of 

cash flow depending on both level of investment and level of operation.

Before an exact statement is made as to the objectives of this 

writing, a working definition of the problems to be considered will be 

developed. Previous approaches to these problems will be outlined in 

general terms. The objectives will then be stated, and the organization 

of the following chapters outlined.

The Tasks of Financial Management
For purposes of discussion the three tasks of financial manage­

ment are; ̂

1) The primarily administrative task of finding an efficient

procedure for the selection of potential investment alterna- 
2tives, preparation and review of resource allocations,

^Lorie and Savage consider three similar tasks of financial man­
agement, but deal only with a single resource, a fixed amount of capital. 
See [54].

^As used here, "investment alternatives" pertains to alternatives 
for the investment of all resources.
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delegation of authority, and fixing of responsibility for 

expenditures and for evaluation of completed investment.

2) Forecasting of cash flows and resource requirements for po­

tential investments and estimation of the availability of 

resources including external capital.

3) Determination of optimal resource structure and the corre­

sponding allocation of resources among competing investment 

alternatives.

The allocation of capital is, in general, not separable from the alloca­

tion of other scarce resources that constrain the investment allocation; 

that is, a given capital allocation might not be attainable because it 

places demands on a given type labor or equipment, etc., that exceeds 

the available supply of this resource.

Area of Study

This research will be directed toward task number three above 

and will devote special attention to determination of capital structure 

and the allocation of capital among competing alternatives. The data 

that result from accomplishing tasks one and two are assumed to be avail­

able. Some constraints on other resources that do not result directly 

from financial analysis will be considered in later mathematical pro­

gramming models. This paper will term the selection of investment alter­

natives (projects) subject to a fixed level of capital, the "investment" 

problem. The determination of capital structure will be called the "cap­

ital structure" problem. When investment alternatives are considered 

simultaneously with variable capital structure, the combination will be 

referred to as the "capital budgeting" problem.



Ezra Solomon points out, in the preface to the collection of 

papers he edited,^ that the core of the capital budgeting problem is to 

answer the three questions:

1) What specific assets (investment opportunities) should a firm 

acquire?

2) What total volume of funds should an enterprise commit?

3) How should the required funds be financed?

This study will consider these questions under various assumptions. In 

particular, models will be developed to include:

1) Imperfect capital markets.

2) Net cash flows of investment alternatives as random variables 

with known distributions.

3) Variable but constrained dividend policy.

4) Debt financing is allowed, and is constrained by supply and 

demand curves.

5) In addition to (4), borrowing levels and interest rates de­

pendent on current leverage.

6) Allowance for the operation of accepted projects at variable 

levels of investment and output.

Background

In recent years the capital budgeting problem has received con­

siderable attention both from persons engaged in industrial and govern­

ment management and from persons interested in the development of economic 

and financial theories. For purposes of discussion, the literature

^Ezra Solomon, The Theory of Financial Management (New York: 
Columbia University Press, 1964).
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resulting from this interest can be divided into the classes.

1) Neo-classical approach.

2) Systems approach.

A great deal of interest in the capital budgeting problem has resulted 

from the Neo-classical theories of economics. A part of the literature 

resulting from this interest will be discussed in chapter two. In re­

cent years through developments in mathematics, computer hardware, and 

computer programming techniques the ability to optimize large scale sys­

tems came into being. This ability has created joint interests between 

various disciplines to optimize economic systems, It is significant that 

to date the Neo-classical approach has led to a very encompassing theory 

of optimal financial decisions (for example the recent book of Lerner 

and Carleton [50] to be outlined in chapter two), but that little empir­

ical testing has been done. The Neo-classical theorists have been help­

ful in formulating some basic problems in the area of financial manage­

ment. For the most part, however, difficulties are encountered in the 

direct application of their theory. This is due primarily to the rigid­

ities of their methodology and simplifying assumptions--static equilib­

rium models, perfect competition in product, resource, and financial 

markets, equality of borrowing and lending rates, etc. At the same time 

a number of models have been formulated with the objective of solving 

"special" investment, capital structure, and capital budget problems. 

These problems are "special" in the sense that assumptions within the 

formulation have been most restrictive. In general these assumptions 

have restricted the models to one of the following;

1) These so-called capital budgeting models have either assumed
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away the capital structure problem or the Investment problem, 

leaving only the investment problem or capital structure 

problem.

2) The models -have been so elementary relative to the theory

that they are of little value from the point of view of theory 

or in applied work. Fundamentally, these models reduce the 

number of decision variables to one by either assuming ele­

ments are fixed or assuming some "nice" functional relation­

ship between these and the selected decision variable. The 

net result is that in "solving" capital budget problems these 

models assume values of certain parameters, when, in fact, 

these values can only be determined after the solution is 

known.

Objective of Study

The end objective of this development is to show an example 

model of the capital budgeting problem under the assumptions of:

1) Imperfect capital markets.

2) A dividend policy constrained to be a fixed percentage of 

net profits after taxes.

3) Fixed income tax rate.

4) Quantity limited borrowing and lending of capital.

5) Debt financing rate is constrained in terms of capital struc­

ture and book value of assets.

6) Projects may be operated at various levels under a variable 

investment schedule.

7) No restrictions on the dependence of competing projects.
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In the development of this model a second objective will be to show the 

relation between the various intermediate formulations and current eco­

nomic theory. At the same time models are developed to show how risk 

can be included in the formulation and to show the resulting economic 

implications. In particular, a chance constrained programming formula­

tion is given and compared to the certainty equivalence technique. Fun­

damental to all formulations will be;

1) Realism.

2) Compatibility with current economic theory.

3) Time-adaptive constraints.^

By time-adaptive constraints the author means that a given constraint 

for the n*"̂  period, e.g., the funds available for allocation, is par­

tially dependent on the decisions of the previous n-1 periods. In gen­

eral, previous models have been constructed based on constraints that 

are independent of previous decisions. One exception has been the in­

clusion of cumulative constraints in some models.

Plan of Study

Chapter two will be devoted to a summary of a part of the back­

ground literature pertinent to this study. This chapter will also be 

used to give specific examples of what is to be accomplished in the fol­

lowing chapters. In chapter three some extension and modification of 

the models discussed in chapter two will be made. These models will em­

phasize the economic implications of the formulations and again use this

^Adaptive with respect to a minimum use of predetermined con­
straints or decisions. For example, the capital ceiling in a given pe­
riod should depend on the net of all previous flows as well as previous 
borrowing and dividends policies, etc.
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to motivate what is to be accomplished in chapter four. In chapter four 

a model is developed in line with the previously discussed objectives, 

and once again the implications of the assumptions made or implied by the 

formulation are considered. A critique is made of these developments in 

terms of objectives, and further research areas are outlined.



CHAPTER II

BACKGROUND OF THE CAPITAL STRUCTURE, INVESTMENT,

AND CAPITAL BUDGETING PROBLEMS

Modern financial analysis probably had its beginning with Irving 

Fisher.^ Fisher was concerned with a theory of the balances of capital 

supply and demand of all decision making agencies of the economy and, 

therefore, in the determination of the interest rate. Of significance 

to the developments of capital budgeting lieterature is the impact of his 

treatment of the optimal investment level of the firm. The following is 

an outline of that treatment. A more detailed analysis and a discussion 

of applications is given by Hirshleifer in [48, pp. 205-28].

Fisher assumed a firm can borrow an unlimited amount of capital 

at a given rate, can loan an unlimited amount at a rate that is unaffected 

by the amount of his loans, and that the two rates are equal to i.

In figure one the horizontal axis, labeled K^, represents the 

amount of potential income in period one; the vertical axis, labeled K2, 

represents the amount of potential income in period two. The firm is 

assumed to have a preference function relating income in periods one and 

two. This preference function will, for different levels of utility U^,

^Irving Fisher, The Theory of Interest (New York; Macmillan Co., 
1930). His earlier work. The Rate of Interest (New York: Macmillan Co., 
1907), contains the ideas discussed herein.

11
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Ug, Uj, yield the ordinary indifference curves, two of which are

shown. The curve QV defines the production possibilities available to 

the firm with starting amount Q.^ The curve represents from right to 

left decreasing increasing investment in production, and in return 

increasing K2. Thus, if the firm is limited to an initial amount, Q, the 

optimal level of investment is obtained from the point where QV intersects 

the indifference curve with largest utility, namely point K in figure one.

II
5
pn

Ip

V

I
Q

PQ
Period One Income--Kj^

Fig. 1. Investment Opportunity Curves

The firm has opportunities other than investment in production. 

In particular, if the firm has an amount Q available in time period one, 

a portion or the entire amount can be loaned at the given lending rate. 

This opportunity is represented by the dashed line QQ', called the market 

line, in figure one. Where Q' represents the income received in period 

two if an amount Q is loaned in period one, the market line will have

Assumed to be a smooth, concave curve, thus representing a 
form of diminishing returns.
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slope -(1 + 1), and there will be such a line parallel to QQ' for every 

value of Kĵ . In particular there will be a market line PP ' that is tan­

gent to the firm's production opportunity curve QV at the point r '. Con­

sider a firm that has income potential at some intermediate point on a 

market line, say point w on line QV. This firm can move its position 

to the left and up by lending, or to the right and down by borrowing.

The objective of the firm would be to reach the largest utility 

curve possible. From investment in production alone, this occurs at 

point p in figure two. However, the firm can do better by producing to 

the point r' then moving along PP' to the right (borrowing) until the 

maximum utility curve is reached. In figure two this corresponds to 

point r and simultaneously borrowing until the amount of income avail­

able in periods one and two is Ki and K» respectively.

I
I
•o

a>h

IP

V

PQ

Period One Income--Ki

Fig. 2. Fisher's Solution
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Fisher was the first to formalize the concept of rate of return 

over cost which in turn motivated the works that followed. His rate of 

return over cost involved a comparison of two options, not a discounting 

of a single option, and has led to an enormous literature of criteria for 

evaluating multiple economic alternatives. Probably as significant as 

the introduction of criteria for evaluation, Fisher's works were the start 

of attempts to build a theory of financial analysis. These attempts have 

been a mixture of descriptive works dealing with both historical and cur­

rent models, as well as theoretical works dealing with future or predic­

tive models. Also, Fisher indicated the capital investment problem must 

be treated as a sequential decision process. This view promoted the de­

velopment of sequential decision techniques.

Hirshleifer [48] reviewed the above solution and expanded Fish­

er's approach to include imperfect markets as well as increasing borrow­

ing cost, rationing of capital, and dependent investment opportunities. 

Fisher's original work and Hirshleifer's extensions have been the foun­

dation of a number of more recent developments.

Models in General

Each attempt that has been made to develop a capital budgeting 

model has, in some degree, two inherent weaknesses. To avoid repetition, 

these weaknesses are stated in brief form for future reference. Presum­

ably, certain relationships exist between cost of capital, capital struc­

ture, and an optimal capital budget. A decision model, to be realistic, 

must include these elements as variables, and their values will be known 

only after the model is solved. The first weakness is the assumption of 

a fixed cost of capital, or a fixed capital structure, or both. The
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insight gained from a solution of a model with these assumptions is not 
questioned, but any claim to a solution of the capital budgeting problem 
is refuted, the reason being that, in general, both cost of capital and 
capital structure vary with the outcomes of the capital budgeting decision. 
The second weakness is the result of models not being adaptive. For ex­
ample, it does not seem realistic to demand that the allocation of funds 
thirty periods hence will not exceed some pre-determined amount, without 
any knowledge of cash flows in the previous twenty-nine periods. These 
two criticisms are made of each model discussed in this chapter and will 
not be repeated in detail.

The Dean Model
The first widely publicized proposal that management should break 

from traditional evaluation methods in the selection of alternatives was 
made by Joel Dean [22, 23]. These traditional methods (sometimes called 
"accounting methods") were, in general, some variation of the rate of 
return calculated as a ratio of the projects earnings averaged over the 
life of the alternative, to the average lifetime investment. Obviously 
these methods would introduce variations that were caused by variants in 
accounting methodology, and omit considerations of the time preference 
of money. The majority of Dean's writing was directed toward the busi­
ness manager in an attempt to incorporate into his investment decision 
process a part of the results of Fisher. He is considered by many as a 
disciple of Fisher but also as a populariser of the use of a discounted 
cash flow method in ranking investment alternatives. While Dean recog­
nized that the business investment problem was a sequential problem, 
he did not propose a sound method of handling multi-period constraints.
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He considered the problem from the point of view of first ranking alter­

natives based on internal rate of return, then selecting the highest 

ranked projects as compared to maximizing some objective function. His 

work does not recognize the relationships between a firm's cost of capi­

tal, financial structure, and the investment decision. It is interesting 

to note that variants of Dean's works are currently in use in many indus­

trial firms.

The fundamental idea proposed by Dean was: given an investment 

opportunity and a planning horizon of duration T, let:

â, denote capital outlay in period i, assumed positive for
i = 0, 1, 2, ... T, where ^  denotes initial investment,

r̂ ,̂ denote the capital return in period i, i = 1, 2, ... T,

R, denote the project rate of return (internal rate of return).
T i

Then, the solution of Z^((r^ - aĵ )/(l + R) ) = 0, yields R, the project

rate of return. If the capital to be invested, K, is constrained by

0 s K ^ Ky, and all investments must be made at time zero. Dean pro­

posed the following: compute the internal rate of return for each op­

portunity, then allocate capital to projects based on highest rate of 

return until either (a) the available capital is depleted, (b) the avail­

able opportunities are depleted, or (c) the remaining capital is less 

than the required capital outlay on any remaining opportunity which has 

R & 0. This method was challenged in principle since:

1) All projects are assumed to be independent.

2) The assumption was implicitly made that net capital returns 

can be invested at the internal rate of return of the invest­

ment.
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3) Alternations in sign of can result in multiple roots,
thus R is not unique.

Numerous alternatives have been proposed, that for given circumstances, 
may be more desirable than the above assumption for how returns are rein­
vested. Multiple roots can sometimes be explained from economic concepts, 
and several persons have given false generalizations of how the correct 
root can be determined.

Lorie and Savage, as well as others showed the internal rate of 
return method failed when evaluating multiple opportunities if:

1) Opportunities were not independent,
2) Capital is constrained in more than one time period,
3) The stream of net cash flows constains alternations in sign. 

Note in all three cases the fundamental idea of internal rate of return
is valid. Only when competing alternatives are considered does the method 
sometimes fall under the above conditions. The above mentioned conditions 
and the implicit assumption that returns from a project are re-invested 
at a rate equal to the internal rate of return of a project have brought 
a great deal of criticism on the method. The results are that over the 
last few years a number of alternative ranking and objective criteria 
have resulted. The interested reader should consult [1, 7, 10, 20, 44,
48, 78] for a well rounded treatment of the various criteria.

In developing their theory of capital. Lutz and Lutz [55] focused

^For example see [50, pp. 62-65]. Lerner and Carleton's impli­
cation that all multiple solutions can be explained will not hold. Their 
argument depends on an alternative being compared with something exist­
ing, and the use of economic depreciation. For our purposes we must in­
clude alternatives that have alternating signs in cash flows but that are 
economically independent of all other alteimatives. In this case, modi­
fication of flows based on economic depreciation has no meaning. How­
ever, this does not affect their development or its validity.
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their attention on the most appropriate maximand of the firm. While this 

research will not consider various criteria, reference will be made to 

the problem of selection of the most appropriate objective function. For 

a detailed treatment of this problem their book is recommended.

The Approach of Lorie and Savage 

In their paper of 1955, Lorie and Savage discussed three problems 

related to the rationing of capital among competing investment opportun­

ities. In their words,

1) Given a firm's cost of capital and a management policy of using 
this cost to indentify acceptable investment proposals, which group 
of 'independent' investment proposals should the firm accept? In 
other words, how should the firm's cost of capital be used to dis­
tinguish between acceptable and unacceptable investment?
2) Given a fixed sum of money to be used for capital investment, 
what group of investment proposals should be undertaken? If a firm 
pursues a policy of fixing the size of its capital budget in dollars, 
without explicit cognizance of, or reference to, its cost of capital, 
how can it best allocate that sum among competing investment proposals?
3) How should a firm select the best among mutually exclusive alter­
natives?

Then Lorie and Savage took a very peculiar stand on their treat­

ment of dependent opportunities. They said, "Investment proposals are 

termed independent— although not completely accurately— when the worth 

of the individual investment proposal is not profoundly affected by the 

acceptance of others." Then later in discussing mutually exclusive sets 

of investment proposals they state, "Acceptance of one proposal in such

a set renders all others in the same set clearly unacceptable— or even 
2unthinkable." In effect, this treatment requires projects to be either

Ĵ. Lorie and L. J. Savage, "Three Problems in Capital Rationing," 
Journal of Business. XXVIII (October, 1955), pp. 229-30.

Zibid.. p. 229.
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independent or mutually exclusive. As weak as their treatment was, at 

least they recognized the importance of treating projects that were either 

technologically dependent or financially dependent, and in fact their in­

troducing dependence was an open invitation for the application of mathe­

matical programming.

Another interesting point of their discussion is the exact word­

ing when they talk of the "given cost of capital." One senses a near 

apologetic tone for not introducing a cost of capital that depends on the 

investment decision.

In the determination of how a firm's cost of capital should be 

used in the selection of alternatives (their problem one), Lorie and 

Savage proposed, as had Lutz and Lutz, that when capital is not scarce 

the ranking criterion should be the internal rate of return on alterna­

tives and that the cut-off between acceptance and rejection of alterna­

tives equal to or greater than the cost of capital. They further propose 

that under rationed capital the criterion for acceptance should be the 

present value of a project's net cash flow per unit of investment outlay. 

Their paper was indicative of the support that was growing for discount­

ing net cash flows at the firm cost of capital and its use as an objec­

tive function. To see the logic of their proposed method the single­

period problem will first be formulated. For j = 1, 2, ... n let: 

yj = The present value of cash flows from project j. 

c^j = The present value of outlays for project j in the t*"̂  

time period (period one in this case).

C(. = The expenditure ceiling in the t^^ time period (period 

one in this case).
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Compute the ratio and renumber projects such that

Yl/cii a ^ Y3/C23 ^ ^ Yn/cin (2.1)

The single-period procedure consists of ranking the project according 

to the order of 2.1. Then projects are accepted according to rank and 

cut-off occurs at j = k just before

kS c < Cl (2.2)
j=l

ceases to hold. At this cut-off point, for accepted projects the quan­

tity Yj - Pj, , is positive or zero and for rejected projects, negative, 

where:

P^ s
^Ik

and k is defined by 2.2. The solution to the T-period problem requires 

the selection of parameters k and p^, pg, ... p^ such that the expression,

- »t=tj

is positive or zero if j is an accepted project, and negative if j is 

rejected, and
k

C. - S c  s 0, for t = 1, 2, ... T 
j=l

The selection of parameters is accomplished by trial and error.

The above trial and error solution is nearly impossible even 

for a small number of projects and short horizon. If one considered al­

ternatives that are not independent and for a moderate number of oppor­

tunities, e.g., twenty, even with our present day computers the task is 

enormously time consuming. More important, their method does not
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guarantee a solution when projects are dependent or when some second 

scarce resource must be considered. This was proved by Welngartner [79] 

and Is discussed later In this paper. Lorie and Savage compared present 

value per dollar outlay with rate of return (as calculated In Dean's 

method) as criteria for ranking projects and concluded (as have many 

others) that the rate of return method will lead to false conclusions 

when capital Is constrained.

The Approach of Charnes and Cooper 

In the late 1950's some firms were adapting linear programming 

as a tool In production. Charnes and Cooper were two of the more active 

persons In this area, especially dealing with models that Included stor­

age and distribution.^ In their paper of 1959 dealing with budgeting and 

marginal capital costs, Charnes, Cooper and Miller considered the follow­

ing related questions.

1) Given the structure of the firm's assets, what operating program—  
In the sense of plans for production, purchases, and sales over the 
relevant planning Interval— will yield the firm the greatest prospec­
tive net returns In the light of Its profit and other objectives?
That linear programming can contribute to a solution here has been 
amply demonstrated by Its many successful applications to such plan­
ning problems (some quite large) In a variety of contexts. For a 
number of reasons reported applications have so far been concentrated 
heavily In the production area; but, as we shall try to show, there 
Is no reason why the same techniques cannot be used for financial 
planning or, more to the point, joint operating and financial planning.
2) What Is the 'yield' to the firm of each of the various possible 
changes In Its asset structure, assuming that these assets are em­
ployed to maximum advantage? Here linear programming offers a way 
of bypassing some of the technical difficulties which have been en­
countered In connection with attempts to evaluate projects on the 
basis of their 'rates of return.' In addition, with a programming 
formulation, some of the harder parts of the task of tracing through 
the Interactions of proposed Investments with each other and with

bibliography of their works prior to 1959 Is contained In 
Ezra Solomon, (Ed.), The Management of Corporate Capital (London; The 
Free Press of Glencoe, Collier-Macmllllan Limited, 1959), pp. 254-55.
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existing facilities can be left to the mathematics.
3) What is the opportunity cost of funds in the firm, in the sense 
of the prospective rate of yield on an increment of funds committed 
to the enterprise and optimally employed during the planning interval? 
Knowledge of this opportunity cost is required for determining, among 
other things, whether the 'yield' of a proposed investment is suffi­
cient to justify its undertaking.

While their results are of little importance to this development, their 

method is of importance. Their fundamental idea was to (1) include capi­

tal constraints^ in the firm's planning model(s), (2) optimize via the 

linear programming planning model, (3) determine optimal financial struc­

ture by parametric variation of capital constraints, and (4) use "prices" 

from the dual problem to formulate new and future alternatives. These 

ideas were presented as additions to the warehouse problem and are in­

tended as illustrations of what can be done rather than the development 

of a capital budgeting theory. Their techniques were reviewed and used 

by Weingartner [79] and will be incorporated in later discussions. Since, 

at the time of their writing there were no detailed treatment or proofs 

of the now existing theorems of duality, complementary slackness, etc., 

Charnes and Cooper relied on algebraic manipulation and economic evalua­

tion (as Weingartner did later). The following summary is presented to 

facilitate an understanding of their results in a more efficient manner.

Related Theorems and Conditions of Linear Programming

This paper will only state the results of those theorems and 

conditions needed in discussing and extending the linear programming

^Abraham Charnes, William Cooper, and Merton Miller, "The Appli­
cation of Linear Programming to Financial Budgeting and the Costing of 
Funds," Journal of Business. XXXII (January, 1959), pp. 20-1.

2"Capital Constraints" is intended as a general class of con­
straints such as minimum cash balance, capital structure, balance of cash 
flows, etc.
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models that follow. A detailed derivation of and extensions to these re­

sults are contained in Dantzig's book [l9]. Dantzig considers the stand­

ard linear progranming form for the primal problem to be:

Find Xj 2 0, and Min Z, satisfying

*11-1 * *12*2 V n  * ”1 (2 3)
*21-1 + *22-2 + ' ' + *2n-n * "2

a . X, + a „x„ + ... + a x 2 b_ ml 1 m2 2 mn n m

*̂ 1*1 ®2*2 * '  ̂ (Min)

In this form the dual problem is obtained by transposing the coefficient 

matrix, interchanging the role of the right hand side and coefficients of 

the objective function, reversing the direction of inequalities, and max­

imizing rather than minimizing. Thus, the dual problem is:

Find y^ 2 0 and Max v, satisfying

*11?1 + *21)2 + - - + -ml'm - *1 (2 4)
*12^1 + “22='2 + + *.2'. 4 c;

-In'l + '2n?2 + ' ' + **.?. = *.

V l  V 2 4 • • • 4 V m  ° - ("*-)

With this definition the dual of other forms (for example, unrestricted 

variables, constraints in equations, constraints with inequality reversed, 

etc.) follows immediately. When the above dual problem is placed in stand­

ard form, one finds its dual to be the above primal problem, that is the 

dual of the dual problem is the primal problem.
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The following results are given by Dantzig.^ (Page numbers and

theorem numbers and names refer to his book referenced below.)

Theorem 1 (p. 129) Duality Theorem. If feasible solutions to 

both the primal and dual systems exist, there exists an optimum solution 

to both systems and Min z = Max v that is z* = v*.

Theorem 4 (p. 136) For optimal feasible solutions of the primal 

and dual systems, whenever slack occurs in the k^^ relation of either sys­

tem, the k^^ variable of its dual vanishes; if the k*"̂  variable is posi­

tive in either system the k*"̂  relation of its dual is equality.^

A very compact treatment of variants of the simplex method is 

contained in chapter eleven of Dantzig's book. Of interest to this se­

quel is the interpretation of dual variables as prices on the resources 

constrained in the primal [19, pp. 254-275]. Also, some methods dis­

cussed later will use the dual simplex method and the primal dual-method 

[19, pp. 241-243]; finally his treatment of parametric methods [19, pp. 

241-243] will aid in understanding the power and limitations of using 

this technique to search for optimal time dependent levels of operation 

that will be discussed later.

The Developments of Weingartner

Following the fundamental idea of a mathematical programming 

formulation of the capital budgeting problem, the dissertation of H.

Martin Weingartner is to date the most complete work that is computationally

^George B. Dantzig, Linear Programming and Extensions (Princeton; 
Princeton University Press, 1962), pp. 254-275.

2This theorem will be referred to as the "complementary slack­
ness theorem."
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feasible.^ The scope of his study and its relationship to the work of 

Lorie and Savage as well as Charnes, Cooper, and Miller are stated in 

his plan of study [79, pp. 4-5].

The first part of the volume will be devoted to an analysis of 
the Lorie and Savage problems and to their solution by use of mathe­
matical programming methods. .The problems are discussed in detail 
in Chapter 2, which also briefly reviews the methods of solution pro­
posed by Lorie and Savage. In Chapter 3 the problems are formulated 
as linear programming models, and it is shown that this formulation 
permits the simultaneous resolution of a number of the difficulties 
encountered. In this context we also demonstrate that, although the 
programming model is only an approximation to the exact solution when 
indivisible investment alternatives are present, the approximation 
is a close one. A more exact approach, made possible by the recent 
development of integer programming, is applied to these problems, in 
Chapter 4. The implications of the use of integer programming are 
analyzed in Chapter 5. In Chapter 6 the importance of fixed capital 
budgets and their use in business is discussed. Extensions of the 
linear programming model to cases involving multiple budgets, such 
as are required when limitations in raw material or executive per­
sonnel exist, are taken up in Chapter 7.

After having analyzed the Lorie-Savage problems, Weingartner 

develops a more general approach to the problem of capital budgeting 

under capital rationing analogous to that presented by Charnes, Cooper, 

and Miller [15] and discussed above. Their article opened a new avenue 

of approach, one which Weingartner explored in greater depth. In doing 

so his purpose was, in part, to bring the computational power of linear 

programming to bear on the capital budgeting problem. In addition, he 

utilized the information provided by the duality relations of linear 

programming for clarifying and interpreting many aspects of capital

^Weingartner's original work was contained in his Ph.D. disser­
tation, and later published as, H. Martin Weingartner, Mathematical Pro­
gramming and the Analysis of Capital Budgeting Problems ("The Ford Foun­
dation Doctoral Dissertation Series: 1962 Award Winner"; Englewood Cliffs, 
New Jersey: Prentice Hall, Inc.).

^Ibid. , pp. 4-5.
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budgeting which had not been wholly or effectively treated by previous 

methods, either in economic theory or in the literature of business bud­

geting.

In Weingartner's initial formulation of the Lorie-Savage problem 

he allows the acceptance variable Xj to take on values 0 < Xj < 1. All 

other variables are as defined in the Lorie-Savage model. Thus, initially 

the yes-no discreteness is not considered. In this form the T-period, 

capital constrained problem is: 

n
Max S b.x. 

j=l  ̂J
n

Subject to: a) S CL.x. < Ĉ .; t = 0, 1, 2, ... T
j=l J

b) 0 < Xj < 1^

The meanings of bj, c^j, and are the present values of cash flows, 

expenditures, and expenditure ceilings for project j, time period t as 

in the Lorie-Savage problem. This model accomplishes the following.

Any solution to the above linear program will consider all possible com­

binations of investments. Thus, the model solved for Xj = 0, 1 will 

give an optimal solution to the problem posed.

The capital budgeting problem is in reality a zero-one type 

problem and usually has a finite number of alternative level of invest­

ments. However, to obtain economic information one must rely on prices 

obtained from the dual problem. The dual linear programming problem is 

defined for a primal problem in non-negative variables. One method of

^Note that in this model nothing is gained by using present val­
ues (c^j, and C{.) in constraint 2.5(a). In fact the same solution is ob­
tained with less effort by taking c^j and as actual values.
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obtaining the dual of the zero-one problem is to solve it via cutting 

planes as proposed by Gomory [33, 34] and use the dual of the modified 

non-negative problem. Gomory and Baumol [35] have shown the relation­

ships that exist between the duals of an integer problem and the same 

problem restricted only in non-negative problems. Weingartner shows in 

[79, chap. 5] that if, (a) 0 < Xj < 1 in the non-negative problem enters

the optimal solution at x, = 1, and (b) x = 1  in the zero-one problem
-  J J

the corresponding prices on project j are equal. He also shows that if 

(b) holds and (a) does not, the difference in price depends on the set 

of cutting planes used to obtain a zero-one solution. Also the price 

corresponding to other constraints is equivalent except for the addition 

of a term to account for the value the objective function is decreased 

by cutting planes. In essence the two duals differ only because of cut­

ting planes. Since, in general, a relatively large number of variables 

will enter the solution of the non-negative problem at level one and re­

main at level one in the zero-one problem, the following technique can 

be used. Assume a variable is in both solutions at level one and obtain 

its price. Use these prices to obtain prices on the other constraints.

In this way any implications made will be independent of cutting planes. 

This is not to say the resulting prices are correct, for the technique 

depends on variables entering both solutions at level one. In the models 

that follow this technique will be applied without stating the assump­

tions. Weingartner in effect did the same thing, but his justification 

was.

In summarizing the solution to the Lorie-Savage and related problems 
by integer programming in general, we have seen that the procedures 
for obtaining integer solutions were found to have considerable draw­
backs, both in terms of the computations required and in the
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interpretation of the solutions. But, in contrast, the Lorie-Savage 
problem and its further generalization were seen in preceding chap­
ters to possess certain structural properties that could be employed 
with advantage. In particular, these properties are such that they 
generally admit of fairly close approximations to the integer condi­
tions by recourse only to standard linear programming techniques. 
Doubtless, still further exploitation of these special structural fea­
tures could be utilized. For these reasons we shall emphasize the 
development of models for solution by linear programming in the re­
mainder of this study, turning first, however, to a brief discussion 
of the nature and relevance of budgets.^

In the previous model (i.e., 2.5) the constraints on the avail­

ability of capital are determined externally, that is, the Ĉ -'s are pre­

determined and the discount rate used in computing bj is taken as a given 

constraint. Most of the physical constraints previously discussed can 

be handled in the integer form of this model. For example, if projects 

i and j are independent, then the constraint x^ + Xj < 1 will, in the 

integer programming solution, require that at most one of the projects 

will be accepted. The problem of financial dependence can be treated in 

the following manner. Consider a project, say project j, that has pre­

sent value bj and capital requirements c^j for t = 0, 1, 2, ... T, if 

project i is not selected; but if project i is selected, the correspond-
I 'ing present values and capital requirements are bj and c^. In this case

I I I
add a new artificial project, j , with values bj and c^j and use the con­

straints

X. +  X. <1, and 1 J -
I

Xj - Xj = s 1

where the values corresponding to project j are bj and Cj^. Thus, pro­

jects i and j are mutually exclusive and either i and j are both accepted

^Weingartner, loc. cit., p. 108.
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or both rejected. It is also possible to delay projects by introducing 

a new dummy project. For example if project j could be started in time
I

period zero or one, introduce the dummy project j . Let, c^ji = ^t-lj 

for t = 1, 2, ... T + 1, Cg = 0, and if > 0 the planning horizon

must be extended one period. With this hew project available and by 

adding xj, =0, 1 and the mutually exclusive constraint xj + x ^ < 1 pro­

ject j can be started in time period zero or time period one, but not 

both. Similar techniques apply to other dependencies that are linear in 

nature.

The dual of the above mentioned non-negative, bounded variable 

problem is;
T n

Min E PfCj. + Ë  u. (2.6)
t=0 j=l j

T
Subject to: a) E c^^Pr + u, > b.; j = 1, 2, ... n

t=o

b) p^,h. > 0

The dual multipliers are p and u for the flow balance and unity con­

straints respectively.^ They may be interpreted as the value of one 

more unit of capital in period t or of an additional independent project 

respectively. In the solution of the integer form problem Weingartner 

proposes the use of a cutting plane method with the primal-dual simplex

^An interesting interpretation of this problem is as follows:
"A second firm offers to purchase the resources (capital allocated and 
potential project) paying the positive prices Pj. and uj for all capital 
allocated in period t, and for project j respectively. The second firm 
guarantees the total payment associated with project j, j = 1, 2, ...n, 
will be greater than or equal to the present value of project j. Then, 
the second firm minimizes their cost." In fact, this very interpeeta- 
tion is the justification of calling the dual variables "prices."
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method. In this case interpretation of dual variables is complex since 

the solution in integers comes from an augmented standard linear program­

ming problem. In chapter five the author constructs the Gomory-Baumol 

[35] method of pricing based on "corrected" dual variables. He is able 

to use these prices to indicate that in certain instances the prices (p's) 

in the Lorie-Savage method may not exist. Then a counter example is given 

to a Lorie-Savage solution. Basically the Lorie-Savage method fails be­

cause it does not evaluate all combinations of alternatives. Then, not 

only is their method inadequate when some second scarce resource is con­

sidered or when projects are financially dependent, but an optimal solu­

tion cannot be guaranteed. A second counter example shows that with de­

pendent, chain type projects it may be desirable to accept alternatives 

with negative present value. Of course this is disallowed in the Lorie- 

Savage method since an ever present alternative is "do nothing" with pre­

sent value zero.

While Weingartner did not construct any time period budget con­

straint other than a predetermined level, he did allow budget deferrals; 

that is, unused capital from one period can be carried forward for use 

in future periods. This can be done by modifying the constraints as 

follows. In the zero time period constraint let s^ be the unused capital 

carried forward for use in time period one. The resulting constraint is

n
CQjXj +  Sq = Co

In time period one an additional Sg units of capital are available and 

s^ units are carried forward for use in time period two. Thus, the period 

one constraint is:
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- Sq + Si = Cl

This continues until in the constraint for period T,

- “l-l + :T = *1

is obtained. The surplus capital available at the end of the planning 

horizon is ŝ .

The resulting model is the following mixed, zero-one, negative, 

linear programming problem, 

n
Max L b.x. (2.7)

j=l J

n
Subject to: a) S c^.x. + Sq = Cq

j=l  ̂̂

n
b) S c^jXj - + ŝ, = Cj.; t = 1, 2, ... T

c) Xj = 0, 1; j = 1, 2, ... n

d) > 0; t = 0, 1, 2, ... T

Since the constraints on capital available for allocation in a

given time period are predetermined and independent of preceding net cash 

flows, some planning tool is needed to set these levels. The use of 

parametric linear programming (sometimes called right-hand-side ranging 

when applied to a single constraint) will provide some assistance. A 

number of very fine computer codes now exist that will handle the follow­

ing parametric representation of our non-negative, bounded variable prob­

lem,
n

Max L c^xj (2.8)
j=l



32
n

Subject to: a) S c ,x, 3 0% + 0C^; t = 0, 1, ... T
j=l j

b) 0 3 Xj a 1̂

The parameter 6 has an allowable range -1 ^ 0 < ». First solve 

the problem with 0 = 0 ,  then by the primal-dual, method solve with 0 / 0,

0 € [-1, »). It can be shown that the value of the objective function 

is a continuous, piecewise linear function of Q. Efficient methods ex­

ist for determining the above mentioned corner points, and thus one can 

map the value of the maximand as a function of Q. Unfortunately, this 

method requires the same multiplier Q for each constraint, although one 
can select which constraints to modify. This method then is at most an 

aid in considering the dynamic problem of the m^^ period capital constraint 

depending on cash flows that result from decisions in the first m-1 periods. 

A similar method for which computer codes exist is the following para­

metric problem:
n

Max S  b X (2.9)
j=l J J

n ,
Subject to: a) L c ,x, 3 + 0C ; t = 1, 2, ... T

j=l J t

b) 0 3 Xj g 1

In this method by considering various vectors, C^, we can accomplish 

changes in the m*"̂  period that are independent of changes in other periods. 

However, the problem of simultaneously varying 0 and C^, t = 1, 2, ... T 

will be an undesirable combinatorial problem. In the discussion of models

^Conceptually one could solve the same parametric problem in 
integers Xj =0, 1.
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and their extension, contained later In this paper, more will be devoted 

to parametric forms of different formulations.

To Introduce dynamic structure In the capital budgeting problem 

Weingartner considers a new model. This new model, called the basic hori­

zon model. Is somewhat between the approach of Lorie and Savage on the 

one hand and the approach of Charnes, Cooper, and Miller on the other.

The Lorie-Savage solution to the problem of allocating funds to Invest­

ment opportunities under fixed spending ceilings Involved two substantial 

difficulties. The first was setting the ceilings, and the second was the 

choice of a discount rate for the purpose of calculating present values 

of the projects and of their outlays.

Charnes, Cooper and Miller took a different approach. Instead 

of taking the discounted streams and the expenditure ceilings as Input, 

as did Lorie and Savage, they used the fundamental cost and revenue rela­

tions of the firm, leaving the elements of the stream as well as the In­

ternal discount factors to be determined by the model. In essence, their 

model programs the entire set of economic activities of the firm. Wein­

gartner attempts formulations that have the advantages of both of these 

approaches. While he emphasizes those aspects relating to capital In­

vestment, he formulates his model so that some of the quantities which 

are Inputs In their models are decision variables In his model. Instead 

of maximizing the present worth of the firm he maximizes Its value as of 

some future terminal point which we call the horizon and denote by T.

All flows are current and not present values. He Introduces financial 

transactions Into the model Initially by means of lending and borrowing 

without limit at some stated rate of Interest r. For the present r Is
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assumed to be the market rate of Interest. Denote the amount borrowed 

in period t by w^, while the amount loaned in period t at the same rate 

of interest is denoted by Vj.. As in the previous models, let Xj repre­

sent the fraction of project j adopted. The criterion used is to maximize 

the net value of assets, financial and physical, as of the horizon, where 

the former are expressed in terms of the funds available for lending at 

that time and the latter are approximated by the discounted streams of 

net revenues past the horizon. This can be done since there are no limits 

on lending and therefore earnings are retained through loans. Let, a^j 

denote the net flow in period t resulting from acceptance of project j. 

(Where a^j > 0 corresponds to a net revenue.) Let denote the value 

of flows from project j in periods T + 1, T + 2, ..., discounted to 

period T.

Under the assumed conditions of unlimited borrowing and lending 

at a common rate of interest, maximization of the present value of flows 

is equivalent to maximization of the terminal value of the firm.^ At 

the terminal point, that is t = T, the firm will have accepted projects 

whose flows extend beyond t = T. These projects will have a value at 

time T of

Also, the firm will have on hand an amount of capital v^ - w^.

The constraint on capital in the t^^ period for 1 ^ t ^ T as­

sumes both lending and borrowing take place in the form of renewable one 

year contracts, each with interest rate r compounded at year's end. This

^This was proved by Hirshleifer in [48], and Weingartner later 
illustrated it to be true by showing the duals of the two models to be 
equivalent, [79, pp. 143-46].
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constraint can be written in the form;

2 *tj%j + + (l+r)Wt_i ^ (l+r)Vt_i + "t + °t>

t = 1, 2, ... T

From left to right the terms are: (1) net cash flow of accepted projects 

in period t, (2) capital loaned at the beginning of period t, and (3) 

repayment of capital and interest borrowed in the previous period: these 

terms must balance with the right hand side, namely, (1) receipts of cap­

ital and interest loaned in the previous period, (2) capital borrowed at 

the beginning of the t^^ period, and (3) the predetermined amount of cap­

ital available for allocation in the t*"̂  period. Again this model has 

the inherent weakness that the capital constraint for a given period does 

not depend on net cash flows resulting from previous decisions except 

for the influence of v^. The acceptance variable, Xj, is restricted to

be less than or equal to one, and the resulting linear program is:

n
Max 2 "â.x, + v_ - w (2.10)

j=l

n
Subject to: a) 2 a^ .x. + v. - w ^ D.

j=l Oj J ^ u

n
h) 2  a^jXj - ( l + r ) v ^ + v^ + (l+r)w^_^ - w^ ^ D^;

t = 1, 2, ... T

c) 0 3 Xj 3 1; j = 1, 2, ... n

d) v̂ .,Wj. s 0; t = 0, 1, ... T

This model can be modified in the same manner as earlier models. 

The result is a perfect capital market model that allows borrowing.



Min L PfcDx. + E  u. (2.11)
t=l i=l
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lending, and dependent projects, but that assumes in the capital balance 

a predetermined level of capital available in period t, D^. In the 

model developed in chapter four, one of the prime objectives will be to 

include a method of determining the optimal sequence Dq, D^, >>• D̂ ,, 

where the capital balance for each period consider flows in all previous 

periods.

The dual of the basic horizon model is:

X n
S PfcDt + 2
t=l j:

T
Subject to: a) S p̂ -Dj. + u. ^ a,, j = 1, 2, ... n

t=l J

b) p? a 1
or in combination p = 1

c) -p^ s -1

d) p - (l+r)p^ ^ 0
or in combination p ^ = (l+r)p^

e) -P^ i+(l+r)pt a 0
t = 1, 2, ... I

f) P%,Uj a 0

The multiplier for the capital constraint in time period t is p^, and 

Uj is the multiplier for the constraint limiting Xj to be less than or 

equal to one. By the duality theorem, p^ is interpreted as the value 

at the horizon T of one more unit of capital for allocation in time pe­

riod t. Weingartner [79, pp. 143-4] shows by algebraic manipulation

^In the perfect capital market borrowing and lending is unlimited 
and takes place at a common rate of interest. Thus, being predeter­
mined is not so restrictive since the firm can, in effect, increase D;. by 
borrowing. The criticism of the use of a predetermined value for is 
made here because Weingartner uses this method in imperfect capital mar­
ket models.
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“ic T*tthat the optimal dual variables are equal to (1 + r) . Thus, the

value of an additional unit of capital in period t is just its cost com­

pounded to time T and is independent of the choice to allocate or to lend. 

This peculiar result comes from the assumptions of the model, namely, 

perfect capital markets and the non-integer requirements on Xj. It is 

interesting that in going to an integer model the terminal value, the 

objective function of the primal, is reduced (or remains unchanged) since 

the problem has additional constraints, but the optimal dual variables

increase (or remain unchanged). This is true since the marginal unit of
^ tcapital could still be loaned to yield p^ = (1+ r) or it may allow 

the selection of a new combination of projects whose value is greater 

than (1 + r)^"^. Also, p* is positive since p* = (1 + r)^  ̂> 0 this, 

by complementary slackness, implies there is no slack in the capital con­

straints of the primal. Obviously any excess of capital will be loaned 

so these constraints could be written as equations.

In summarizing modifications of the above model Weingartner

states;

In this section we have seen some rather startling implications of 
our model for the selection of investment projects. Contrary to the 
commonly espoused form of the present value criterion, which applies 
only for independent investment alternatives (an assumption that is 
rarely stated), it is possible that the optimal program will reject 
some project with a positive present value or that it will accept a 
project with a negative present value. The former can take place 
when, in a mutually exclusive set of projects, some projects with 
positive present values are inferior to an accepted project which 
has a positive present value greater than any other in that set.

A project with negative present value may be accepted when it makes 

possible acceptance of another project (a dependent project) whose pre­

sent value is positive and large enough to make the present value of the

^Weingartner, loc. cit., pp. 156-7.
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projects in combination positive. Since it is frequently impractical to

treat all combinations of contingent projects separately, this alteration

to the usual investment criteria may be of considerable significance.

He summarizes the results:

This chapter has been devoted to a reformulation of the capital bud­
geting problem by casting it into an explicitly intertemporal mode.
In this reformulation we have also been able to accomplish some break­
ing down of the inputs of the Lorie and Savage model into more basic 
quantities. We have seen that this new formulation carries with it 
only expositional value when the assumptions of perfect capital mar­
kets and independent investments are made. The value of the approach 
is partially revealed when nonindependent investments are also in­
cluded. In this simple, yet commonplace, circumstance, the tradi­
tional investment criteria of present value and internal rates of re­
turn become extremely cumbersome, if not useless, after the reqûfted 
modifications. In the next chapter, in which we take up capital 
market ..imperfections and their effect on the optimal choice of invest­
ments, we shall see further the reasons for the more fundamental ap-  ̂
proach to investment problems which programming methods make possible.

In his treatment of capital budgeting under imperfect capital 

markets Weingartner points out, as Hirshleifer [48] had done previously, 

that it is not obvious what objective function the model should have.

He assumes the maximization of terminal value is the selected function.

He also points out that, in part, the imperfect market is the result of 

uncertainty or risk. Therefore, he concludes treatment of imperfect cap­

ital markets is also a partial treatment of risk. He does, however, 

state in later conclusion that the proper treatment of risk aspects re­

quires a different approach.

Initially he considers a model identical with that previously 

discussed except a constraint is added to limit the amount borrowed in 

each time period to be less than or equal to B^. That is, the constraint 

w% 3 B: t = 0, 1, 2, ... T, (called the borrowing ceiling, or the

^Weingartner, loc. cit., p. 157.
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borrowing (limit), is added to the primal problem. Otherwise.the model 

is identical with the last model discussed. The resulting dual, with the 

additional constraint is;

Min E p.D^ + S u. + L b̂ .B̂  (2.12)
t j J t t

Subject to: a) S p a .  + u, ^ a; j = 1, 2,
t  t  t j  J

b) P% a 1

c) -p^ + bp a -1 or Pt - b% a 1; t = 0, 1, 2, ... T-1

d) p^ - (l+r)p^^^ SO; t = 0, 1, 2, ... T-1

e) -Pt + (l+r)p^^^ + bj. S 0; t = 0, 1, 2, ... T-1

f) Pt,b^,Uj s 0

The optimal vector b* can be interpreted as the shadow price at T, of one 

more unit of borrowing ceiling in time period t; p* remains the value, 

at T, of one more unit of capital available for allocation in period t.

By solving the constraints recursively one obtains;

p* = (l+r)T-t + S (l+r)k"t b* (2.13)
k=t

Then as long as there is slack in the t*"̂  period borrowing ceiling con-

straint, by complementary slackness, b^ = 0, and p^ = (1+r) , as in
*

the perfect capital market model. However, if w^ = Bj., then b^ > 0, and

p* = (1+r)^ + S (l+r)^“*̂ bĵ
k-t

T* t ^
Note that in this case 1 + r > 0, b^ > = > p̂ . > (1+r) , and since p^

is the value, at T, of an additional unit of capital in period t., the net 

result is that a different discount rate is applied to cash flows in each
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time period. This result has implications concerning the validity of the 

model itself. Remember in the objective function:

n _
Max S a.x. + Vm - wj=l J J  ̂ T

the assumption was made that âj, the discounted net flows that occur be­

yond the horizon T, is determined by discounting at a fixed rate r.

Surely these periods would have borrowing ceilings. So the implicit 

assumption is that accepted projects will not require borrowing to the 

ceiling in any period beyond T. This places stringent requirements on 

the selection of the horizon T.

Other assumptions that presented no problems in the basic hori­

zontal model now require fundamental consideration. For example.

It can be shown that under perfect capital markets, rational behavior 
and perfect certainty, dividend policy will have no effect on the 
total present value of the enterprise, given the investment policy 
of the firm. Thus, an investor can adjust to his preferred pattern 
of consumption over time by purely financial transactions at the mar­
ket pattern of dividends by means of its own financial dealings and
at the same rate of interest. This no longer holds when borrowing 
limits are imposed.

To make the model more realistically approximate the effects of 

imperfect markets the author next allows the borrowing rate to vary with 

the amount borrowed in each period. This is accomplished by replacing 

Wj., the amount borrowed in period t, by w^^, the amount borrowed in step

i in period t, and the borrowing limit in step i period t is Thus,

the coefficient of w^^ in the t + 1*"̂  capital constraint is 1 + r^. As 

with previous models, this modification still does not limit borrowing 

on the grounds of the financial position of the firm. That is, the

^Weingartner, loc. cit., p. 168.
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constraint still requires a pre-determined right-hand side in the con­

straint

E â jX. - (l+r)Vc_i + Vj. +. S (l+ii)Wi - Z w.^ z D̂ ;

t = 1, 2, ... T

In effect this constraint is a capital balance, but Dj. is independent of 

all previous decisions. This points out that in addition to the inher­

ent weakness of not depending on previous cash flows, the level of 

borrowing allowed in a given period does not depend on previous lever 

of borrowing.

In his concluding development Weingartner introduces the possi­

bility of long term financing by allowing borrowing in any period and 

payment at the horizon, Finally, in a most restrictive model he con­

siders what this paper calls the optimal financial structure problem.

In that model the assumptions are made that:

1) No dividends are paid.

2) The price of stock is constant.

3) No selling cost is involved.

4) Treasury stock purchasing is not allowed.

5) The terminal value (including subsequent flows) is to be 

maximized without regard to values in intermediate periods.

6) Perfect capital markets are required.

The model is identical with the basic horizontal model except for inclu­

sion of variables to allow equity financing. The solution of the quan­

tity and timing of equity financing requires a parametric solution on 

the right-hand side of the capital constraints. Thus, the problem
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reduces to an erormous combinatorial problem.

Weingartner completes his analysis with recommendation for re­

search in the areas of risk and the dynamics of the capital budgeting 

problem. With the linear programming theory that is now available in 

duality complementary slackness, integer forms, etc., the volume of 

Weingartner's work could be reduced greatly. However, for the person 

interested in the interactions in the dynamic problem his analysis is 

recommended for careful study.

Investment Analysis 

While this research is devoted to the capital budgeting prob­

lem, there are strong ties between this work and investment analysis. 

These ties are of three sources. First, a subproblem of the capital 

budgeting problem is the investment alternative (project) selection prob­

lem, which is very similar to investment analysis. Secondly, when in­

cluding the risk element in capital budgeting, either directly or implic­

itly in the model, we are faced with a valuation problem similar to in­

vestment analysis. Finally, under imperfect market conditions one must 

consider various functions as potential objective functions. This con­

sideration may be made from the stockholders' viewpoint and thus is re­

lated to the investment analysis problem.

The short and incomplete summary of Investment analysis given 

below is intended as an indicator of the current state of the art. Tech­

niques, such as linear regression and simulation, have been used to ana­

lyze both the risk and return on individual investments in the field of 

investment. Return has been defined as the annual increase in the se­

curity price or the annual increase in the security price plus any
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dividends that were paid. Risk has been defined as either the variance 

(or standard deviation) around the trend line of return or some relation­

ship between the expected return and some other parameter. Relatively 

simple decision rules have been used to select securities for further 

analysis in addition to these management science probability models.

This would be a rule, such as, “investigate a company further which has 

increased its earnings per share in each of the last three years," or 

“select all securities which have had a price earnings ratio over a given 

amount."

One of the first efforts in the field of management science and 

econometrics, as applied to financial analysis, was the development of a ' 

linear regression valuation model [80]. This model used as a dependent 

variable, the price-eamings ratio, and, as the independent variables, 

the projected earnings per share and the past stability of earnings per 

share. Stability was defined as standard deviation around the trend line 

or standard error of the estimate. This model was based on samples of 

60 to 100 stocks traded on the New York Stock Exchange.

Stochastic econometric models have also been developed to solve 

this problem of comparisons between sets of investment opportunities. A 

modeling technique to determine the probability distribution of domestic 

auto production has been developed. This is a general purpose technique 

applicable to the modeling of any economic process.

Several methods for analysis of multiple investments have been 

developed. Either of two approaches may be made to optimize a portfolio 

within the goals of the portfolio holder depending upon the relationships 

between the investments. If there are no correlations in the behavior
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of one investment vs. other investments, then the problem reduces to a 

maximization of profits within budgetary constraints. These budgetary 

constraints can include the cash currently available to the portfolio 

investor or the cash and loans currently available.

The no-correlation model assumes a covariance between invest­

ments of 0. These conditions will never hold true in the economic world. 

However, mathematical optimization models can be used assuming a very 

low covariance. An example of an investment model assuming low covariance 

would be a model aiding in the optimization of a savings and loan asset 

management. The assets held by a savings and loan would be mortgages and 

short-term certificates required for reserves. The savings and loan could 

then optimize its portfolios, based on the expected returns and legal con­

straints, operating in the savings and loan markets. A general purpose 

linear programming system has been developed for savings and loan insti­

tutions and is currently in use.

In the case of securities investment, there is often a high de­

gree of correlation between individual securities. For this reason, 

slightly more complicated formulations had to be developed. In this first 

attempt to handle a set of investments in which the correlations were not 

0, Harry Harkowitz [56] developed a minimum variances model using Lagrange 

multipliers and graduate programming to incorporate the non-linear nature 

of risk and return in the security markets. This model is constructed to 

minimize variances at any given level of return. The function between 

return and variances of return is of a nonlinear nature and is best ap­

proximated by a quadratic equation. The variance of a portfolio (V) was 

found by calculating the weighted percentages (X̂ ) in a variance-covariance
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matrix.

?  V f i j

Earnings (E) were calculated by the weighted percentages of individual 

security returns (/Lt̂)

(2.14)

And there was a further constraint that the sum of the percentages (X^) 

must be 100 per cent

E x i  - 1. (2.15)

The problem then was that of minimizing portfolio variance (V) at varying 

levels of earnings (E). Graphically, the relationship was;

TI0)u
§I
o<rl

Earnings--E
Fig. 3. Portfolio E— V Relationship 

The function X E-V had the general form:

m m
6 ■ V + Xi( E  x.u. - E) + Xo( Ex, - 1) 

i-1 i-1
(2.16)

where X^ and X£ are Lagranglan multipliers. The input to this model con­

sisted of estimates of the covariances between each investment opportunity 

and all other investment opportunities. This is a very bulky and cumber­

some model to use. From the standpoint of input, the analysis of 100 se­

curities required 4950 covariance estimates. In addition to its input
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problem, it is difficult to place constraints on the amount of immediate 

investment in the set of securities (such as, limiting investment in the 

automobile industry).

William Sharpe, in conjunction with Markowitz, developed a sim­

plified model which assumed that estimates only be made of the relation­

ship to a general index [56, 69]. In this model, the analyst need only 

estimate the intercept, slope, and variances of price return and the ex­

pected value and variances on the market index used. The diagonal model 

relates all the security's returns (r^) to a single index return (I).

Return Index--I
Fig. 4. Security Return from Index I 

Here ê  ̂is a random variable with a variance of Q^. The variance-covar­

iance matrix then reduced to:
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The last security, n + 1, represented the total portfolio investment in 

the index and was defined as:

m
Z  *1^1 = (2.17)

The portfolio earnings (E) and variance (V) are redefined in relation to 

the index.
iri-1
S Î
i-1

E = S x^a^ (2.18)

n+1 2
V = S  XjQi (2.19)

i=l

This model still had certain problems in that the constraints were not 

as flexible as required by trust departments. In the case of industry 

constraints, investment in a single industry, the model still would not 

allow limitations on a set of securities. This model could be modified 

to take into account these problems. The output from the original Mar­

kowitz model and the diagonal model was a set of portfolios. All these 

portfolios had a minimum variance at some given return. The individual 

investor had to make up his own mind concerning the particular portfolio 

to be selected.

William Baumol [3] suggested that, depending on the risk aver­

sion of the investors, there were some portfolios which were unaccept­

able. The individual investor is not interested in minimizing risk per 

se. For example, one portfolio may have an expected return of 9 per 

cent and a standard deviation of 8 per cent, and another portfolio may 

have an expected return of 15 per cent and a standard deviation of 10 

per cent. If the investor wanted to minimize variance, he would select
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the first portfolio--the one with a standard deviation of 9 per cent. 

However, if the investor used the E-K a rule (K * 1), he would select 

the second portfolio--the one with an E-cr of 5 per cent. Working from 

this, a set of curves at varying levels of K can be constructed.

aIMI
I

a

K-2.

I«9U
Earnings--E

K=1

Fig. 5. Earnings Less K Standard Deviations

Using this formulation, a portfolio selection model has been developed 

which will maximize E-a (point a) . The algorithm combines the Clarkson, 

Baumol, and diagonal models. This is a linear programming approach in 

which:
n+1 (2.20)n+1
Z  (a^ -
i-1

is maximized, subject to the constraints:

■ V i  ■ ®

b) L  X, - 1 
i-1

This model will select the portfolio with the highest likely return where 

the likelihood is determined by the probability density function. In the 

case of the normal distribution, the E-a point is associated with a



49

probability of 84 per cent. In any symmetrical distribution with a fi­

nite variance, the E-2 a portfolio is associated with a probability of 

87.5 per cent (from the Chebyshev inequality).

A major problem remaining in the analysis of multiple invest­

ments is the time horizon or horizons to be used. Dynamic programming 

and simulation models have been suggested as solutions. The state of the 

art in multiple investment risk analysis is at this threshold.

In addition to the analyses previously discussed, there is an­

other class of current works that will be of interest in evaluating and 

extending the models in dhapter three as well as the formulations of chap­

ter four. Basically these are theoretical models of the total financial 

activity in a macro sense. The terms "total financial activity" and 

"macro" in conjunction may be misleading. "Total activity" is what this 

paper calls the capital budgeting problem or the combined investment and 

capital structure problems. Most of this literature divides the capital 

structure problem into two problems:

1) What total volume of funds should an enterprise commit?

2) How should these funds be financed?

Thus, the resulting problems are selections of: (1) investment alterna­

tives, (2) level of capital operation, (3) capital sources. The bulk of 

the literature dealing with the "total financial activity" will fix

(that is, take solutions as given) two of the above three problems, treat

the remaining problem, then point out implications of the dependency 

among the three problems. The term "macro" is used with the connotation 

of considering a class of elements as if they were one homogeneous com­

position. For example Stockholder preference is developed from a
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normative approach; supply and demand equations are used freely to de­

scribe collections of investment alternatives or sources of capital, etc. 

Of special importance is the assumption of a smooth function relating re­

turn on investment to changes in asset level. While the above approach 

has been productive in recent years, one must recognize its dangers. Fliar 

example, it is a simple task to assume policies of the firm that answer 

the questions of level of capital and sources of capital. Then in model­

ing the investment selection problem, one can make assumptions that vio­

late either the assumed policies or the implicit results of these assumed 

policies, or one may obtain results from the model that are not compati­

ble with the assumed policies. The recent book of Lemer and Carleton 

is an outstanding example of how to avoid these dangers.^ Also, it is 

one of the few treatments that is careful not to fix the value of some 

variable that would in reality, not be known until the capital budgeting 

problem is solved.

In the following discussion emphasis is placed on the above- 

mentioned book. In so doing a disfavor has been done to a jiumber of per­

sons and their works ; however, for our purposes there is a need for a
2rather complete concept of financial analysis, that does not assume values 

of variables that must be determined by optimal operating levels. This 

concept will provide an analytical frame of reference to be utilized in 

chapters three and four in the extension of existing models and the

^Eugene M. Lerner, and Willârd T. Carleton, A Theory of Finan­
cial Analysis (New York: Harcourt, Brace, and World, Inc., 1962). Most 
of the essential ideas will be found in; Eugene M. Lerner, and Willard T. 
Carleton, "The Integration of Capital Budgeting and Stock Valuation,"
The American Economic Review (September, 1964), pp. 681-702.

2Ibid., pp. 3-8, 47, 107-26, 230-46.
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development of new models. Â part of the developments of other authors 

that have led to the results in Lemer and Carleton will be considered 

in the form of models in chapter three.

The fundamental hypotheses of Lerner and Carleton are;

1) that the objective of a corporate management is to maximize 

the price of corporate stock, where price is defined as the 

capitalized value of the future stream of dividends.

2) that the future stream of dividends is constrained by:

a) Prevailing conditions in the product market in which the 

firm purchases its input.

b) Prevailing conditions in the product market in which firm 

sells its output.

3) that the capitalization rate which investors will apply (in 

a normative sense) to future flows will depend on alterna­

tive investments available and the degree of risk associated 

with the firm in question.

4) that the price of corporate stock should be maximized, sub­

ject to market and factor constraints.

Based on these hypotheses they develop a model that depends on four con­

trol variables.

In bare form their model is constructed as follows. Let Q de­

note the quantity of goods a firm can sell at a unit price p, p > 0 .

Then if &p/&Q = â , where a^ is a constant and a^ ^ 0, it follows that 

p = ag + a^ Q, ag > 0, a^ ^ 0. If one assumes the firm has already

achieved the available economies cf scale, the unit cost c will be c =

bg + Q> hg, b^ > 0. The total profits of the firm, P, are:
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P = (p-c)Q

= (3q + aĵ Q - bq - bĵ Q)Q

P = (ag - bo)Q + (a^ - b^)qf

Then if the output, Q, is proportional to the level of assets. A, Q = lA
2 2and, P = (a^ - bg)lA + (a^ - b^)l A , and the rate of return on assets, 

r, is obtained from

r = I  = (ag - bg)l + (aj - b^l^A = dg + d^A (2.21)

2Then note that d^ < 0 since â  ^ 0, b^ > 0, and 1 >0, thus, the rate

of return on assets decrease, as the asset base increases. Although this ar­

gument was made in equations, in reality r ̂  dg + d^A, and equality holds 

only in an optimal utilization of the capacity resulting from a given 

level of assets. Lerner and Carleton show this constraint, called the 

LG constraint, can be expressed as r = dg + d^ AA/A, where A  A/A is the 

firm's growth rate of assets.

Not only is the firm constrained in the product and factor mar­

ket, but the supply of debt capital is also constrained.

The supply of funds that aMender will advance to a corporation is 
not unlimited. Rather, the supply is a function of both the inter­
est rate the lender receives and the riskiness of the loan. The 
higher the interest rate, the greater the quantity of funds that a 
lender will advance; on the other hand, the higher the risk exposure, 
the lower the quantity offered. Both of these variables, the gross 
interest rate and the riskiness of the loan, are functions of other 
variables; The gross interest rate charged on corporate loans is a 
function of the lender's alternatives, and these alternatives in 
turn are related to competitive conditions, the growth of the markets 
serviced by the lending institutions, and the monetary and fiscal 
policy of the nation.^

In their development of the financial constraint they in effect 

hbid.. pp. 164-168.
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assume the riskiness of a loan, from the lender point of view, is mea­

sured by the debt equity ratio L/E. Then the financial constraint shows

the trade-off that a firm will pay to secure funds at a given rate and
2the riskiness of the loan. Their results L are that the interest rate 

on debt capital, i, is approximately i = d L/E, where d > 0 is a con­

stant parameter of the firm and lender. The assumption of sources of 

capital being a homogeneous set allows d to remain constant. Also, the 

introduction of debt into the capital structure requires modification of 

the LC constraint.

The authors discuss three potential objective functions:

1) Present value of a growing (decaying) stream of dividends,

2) Value of a stream of dividends plus capital gains,

3) Combination of earnings and dividends.

They develop the detailed model using number one. They develop the stock* 

holder discount rate, k, to be k = a + s Var(g), where a is the constant 

time preference of riskless payment, s is a constant reflecting risk- 

aversion preferences of shareholders, and the random variable g is the 

dividend growth rate.

They show for the case of no debt, no taxes, the share price is

Pq = (I'b)   (2.22)
a + s Var(g)-rb

where b is the retention rate of earnings and Aq is assets per share.

In the case of taxes, debt, and maximization of the present 

value of the growing dividend stream, the problem is:

(l-T)(l-b)[r + (r-i) L/E]e
Maximize P„  ----------------- ~ (2.23)

afs Var(g)-(l-T)b[r+(r-l) L/E]
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Subject to: 1) r = dg + 6% b(l - T)[r + (r-i)L/E]

2) i = d L/E 

For an example solution see [50, pp. 195-202].

Again, the Interest In this development Is the approach, namely,

1) both financial constraints and market are considered, and

2) values are not assumed for any variable that depends on 

optimal operations.

To summarize the background of the capital budgeting problem we

conclude:

1) Current models have the Inherent weakness of assuming known 

values of parameters (e.g., cost of capital, capital struc­

ture, etc.) that can be determined only after the solution 

to the capital budgeting problem Is known,

2) Current models are not adaptive to the results of prior de­

cisions,

3) Treatments of the problem that cover the above two weaknesses 

are general models with strong assumptions of homogeneity 

and do not lend themselves to the computational problem.

4) Careful attention has not been given to the Implicit assump­

tions one makes In using a given class of models, (e.g., 

the price Implications In linear programming formulations).

In the following chapters several models will be developed, 

and some existing models will be extended. Each development will pay 

particular attention to one or more of the desired characteristics of a 

capital budgeting model as discussed early In this chapter and In chapter 

one. By demonstrating Implicit economic conditions, the "complete" hy?- 

potheses of the models are shown.



CHAPTER III

EXTENSIONS OF THE HORIZONTAL MODELS— FINANCIAL IMPLICATIONS

In this chapter the topics considered are:

1) an extension of the Weingartner horizontal model,

2) an equivalent dynamic programming model,

3) a formulation of a model under risk corresponding to (1).

As discussed in chapter one, one of the objectives of this chapter is

the development of models that are more realistic from the points of view 

of available information and decisions being time adaptive. Specifically, 

in this chapter the models developed will allow borrowing and lending at 

different interest rates. Interest rates will be allowed to vary with 

time and/or quantity. What is probably more important in most applica­

tions, the models themselves will be used to set the level of capital 

available in each time period. This will be accomplished by allowing re­

tained earnings from one time period to be carried forward for allocation 

in future time periods. This in turn allows one to use parametric pro­

gramming as an efficient method of determining optimal levels of long 

term debt financing. The model developed in treating risk will be based 

on the above extension of Weingartner's model and is intended as an exam­

ple of how mathematical programming can be used when variables are random 

in nature.

55
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The economic implications that are implicit in the above dis­

cussed models will be shown. For example, the implicit discounting scheme 

in the certainty model will be developed, and the resulting project eval­

uation method will be shown. Then the analysis will show an identical 

discounting method implicit in the formulation under risk. However, the 

project evaluation method that is implicit under risk is different from 

the certainty case. In fact it resembles the certainty equivalence method 

of ranking alternatives. The analysis will show sufficient requirements 

for the certainty equivalent of a project to be equal to the value implic­

it; In. a chance constrained mathematical program, and how the two differ 

when these conditions are not met. Thus, in terms of chance constrained 

programming, the implicit assumptions one makes in using the certainty 

equivalent method of evaluating projects are obtained.

The first situation to be considered is similar to that in Wein­

gartner 's horizontal model [79, pp. 141-147]. Assume a firm has an 

amount of capital B that is available for budgeting in any time period 

in the planning horizon (0,T). In addition, from previous allocations 

the firm will have net cash flows of b^ s 0, t = 1, 2, ... T-1. Let ŵ . 

denote the amount borrowed at the beginning of time period t and payable 

with interest of r^^^ at the end of time period t. Likewise, v̂. is the 

amount loaned at the beginning of time period t and payment with interest 

of r(l) ^ r^^) is received at the end of time period t. Let a^j denote 

the net cash flow in period t from project j, and use the convention 

a^j > 0 for net out-flows (costs), a^j < 0 for net in-flow (revenue).

The debt and loan ceilings in time period t are denoted by and Lj. re­

spectively. Strict certainty is assumed.
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Thus, the conditions of this model are very similar to those in 

Weingartner's basic horizontal model. Two features of this model not 

contained in the basic horizontal model are that the model will implic­

itly fix the level of capital available for allocation in each time peri­

od and multiple interest rates. This will be accomplished by allowing a 

part (or all) of the capital initially available for allocation, B, plus 

accumulated cash flows, to be carried forward to future time periods.

This is accomplished via the sequence of variables S^, 82» ... Sj, where 

is the amount of capital available for allocation at the beginning of 

period t that is retained (carried forward) for use in period t + 1.

This formulation can be made with no loss of control. That is, by making 

the variables that correspond to the amount carried forward double bounded 

variables and by proper selection of bounds the constraints can be made 

to be equivalent to those in the basic horizontal model. By bounding 

8 ,̂ t = 1, 2, ... T in such a manner, and fixing r^^^ to be equal to r^^\ 

the model will reduce to Weingartner's horizontal model. In this model 

it is assumed, as in Weingartner's, that there exists a discount factor 

i, such that
a

*j = 2  =  X.
■' t=T+l ( l+i)t T J 

represents the horizon value of all flows from project j that occur be­

yond T. Let Xj denote the acceptance variable for project j. Then the 

value of the firm at time T^ consists of the value of future cash flows, 

principal and interest receivable, and retained capital, less principal 

and interest payable. Thus the value of the firm at T, V, is given by:

^That is the value of the firm as measured by retained capital 
and discounted future capital to be received. For the time being assets 
will not be considered.
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SâjXj + (l+r(^))Vp - (l+r(^))w^ + S

The only constraints on the allocation of capital to accepted projects 

are:

1) Flows must balance in each time period,

2) Borrowing is bounded by in time period t,

3) Loaning is bounded by L^ in time period t,

4) Retained earnings is non-negative,

5) The acceptance variable can take on values of zero or one. 

Thus, the model is:

" (l)x „._(b)Max V = E a.x, + (1+r )v„ - (1+r )w„ + S„
j=l J -J  ̂ 1

(3.1)

n
Subject to: a) E  a, .x. + Vn - w, + = B

j=l ^  ^

+ ̂ t • + (l+r(^))w^_^ - St_i

+ = bj.; t = 2, 3, ... T

c) 0 s w% 3 6%; t = 1, 2, ... T

d) 0 s 3 L%; t = 1, 2, ... T

e) O S X j ^ l ;  j =1, 2, ... n

f) 0 3 8%; t = 1, 2, ... T.

The balance of flows can be seen from constraint (b).^ Out­

flows :

n
E a^.x., is the net cash flow of selected investments (if there is 
j=l  ̂  ̂ n

a net revenue E a^.x, < 0, and is therefore an in-flow); 
j=l J J

^Constraints (a), or (b) will be referred to as flow balances.
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v^, is the capital loaned;
(b)(1+r )w^ is the payment of loans from the previous period;

S^, is the amount of capital carried forward;

In-flows;

w^, is the amount borrowed for use in period t;

(l+r^^^)vj., is the receipts from loans made in the previous period;

-J is the capital received from the excess from the previous t-i
period;

b^, is the net cash flow from projects previously accepted 

(and external to this program).

From the first period constraint,

SÎ = B -J^a^.x* - V* + w* . 0

will denote the net capital available for carry forward to period two. 

Then in period two, is shown as an in-flow and

Sg = b£ - E  agjXj - V* + w* + (l+r^^^)Vj - (l+r^^^)w* +

will be the capital available for carry forward to period three, etc. In 

any period in which there is a net in-flow from accepted projects,

n *
Ê  a ,x. < 0 
j=l ^

and this amount less any portion used to repay debt is carried forward.

In this manner the amount of capital available in any given time period 

is determined from the net of previous cash flows from accepted projects, 

and borrowing capabilities. As pointed out, in Weingartner's horizontal 

model if the amount loaned in a given period, v^, is not bounded, there
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Is no need to allow for carrying capital forward. This is true since 

any amount could be loaned and that amount plus interest would be avail­

able for allocation in the next period. However, in reality there are 

strong limitations on the magnitude of v̂ ., and in the absence of avail­

able loans our model should allow for the retention of an amount of cap­

ital, in time period t, for allocation in later periods.

The inequalities 0 ^ w^ ^ B̂ ., and 0 ^ v^ ^ Lj. set limits on bor­

rowing and loans respectively. In this model the only requirement on 

is that St ^ 0. It is conceivable that one would want to force carrying 

capital forward, St ^ ŝ , or set some maximum limit, St ^ Sy. A maximum 

limit would force allocation in earlier periods when sources were not 

available for loans.

All the modifications made to Weingartner's model in chapter 

two could be incorporated in this model. In addition, this model intro­

duces a separate borrowing rate and a loan rate. If the interest rates 

r(b) and r(^) are allowed to vary with time as well as quantity, one can 

obtain the optimal allocation of capital, subject to time dependent cap­

ital supply and demand curves.

An advantage of this model, as compared to models with pre­

determined right-hand sides that do not allow carry forward, is its 

adaptiveness to parametric programming methods. That is, assuming cer­

tainty, the only variable related to level of capital is B, and it ap­

pears only in constraint 3.1(a). Variation in B will cause variation in 

the level of capital available in all following time periods via the 

S^'s. This future variation is determined implicitly and will assure 

optimal levels relative to the set level of B. Thus, the parametric
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problem reduces to a parametric form in one variable rather than some 

combination of T variables taken 0, 1, 2, ... T at a time, as was the 

case with the horizontal model. In the above formulation one is assured 

of being able to do effective parametric programming. For example, con­

sider the alternative of borrowing (or floating bonds, or issuing trea­

sury stock) an amount Q at time zero, repayable at T with an interest 

rate of r per period. Assume the fixed cost of obtaining an amount Q 

is K dollars. Then the objective is

Max vl = V - (l+r)T Q-K. 

and all constraints are the same except for period one which becomes 

n
S a^jXj + - w^ + Si = B + Q.

The parametric solution to this problem allows a determination of the 

feasibility of long term debt, and if feasible, the optimal amount.

Before additional modifications are made to this model the eco­

nomic interpretation of the dual linear programming problem is consid­

ered. First, consider the dual when there are no limitations on loans 

or borrowing in any time period. That is, drop constraints 3.1(c) and 

3.1(d), and the primal problem in detached coefficient form is given by

3.2 (page 62). Then if p̂. is the simplex multiplier for the capital con­

straint for period t, t = 1, 2, ... T, and Uj is the simplex multiplier 

for the project acceptance variable, j = 1, 2, ... n, the resulting 

dual linear programming problem is:

T n
Min Z = B p, + E brPr +.S u. (3.3)

t=2 J=1 ^
T _

Subject to: a) U  a .p̂  + u, ^ a.; j = 1, 2, ...n
t=l  ̂ J



(3.2)

^1 *2 • • • ^n-1 vi "̂ 2 * * * - V^_l ''l ”2 .. . *T-1 ®1 S2 ®T

^11 ®12 “ • • ®ln-l ^In 1 -1 1 =B

®21 ®22 . - . *2n-] ®2n -(l+r(l)) 1 (l+r(^)) -1 -1 1
• • • • • • • -• .
• • • • • • • • • . .

• • • • • • •

^T2 • • • \n-l ^Tn -(l+r(l)) 1 (l+r(b)) -1 1 =bi
1 <:1

1
•

1̂

1

^2 • • • V i - l+r(t) =V

a»Ni
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b) â 0; t = 1, 2, ... T-1

c) p^ ^ 1+r(1)
d) -Pt + (l+r(b))p^^^ a 0; t = 1, 2, ... T-1

e) -pçj, s - (l+r^^))

f) Pt - Pt+l ^ 0; t = 1, 2, ... T-1 

s) P? a 1
h) pj. Is unrestricted in sign (for discussion purposes we

call this a constraint)

i) u j à 0.

Constraint 3.3(h) comes from the original formulation of equality in the 

first t constraints. From constraint (c) note that Pg, 1+r^^^ > 1, and 

therefore constraint (g) is dominated and can be dropped. Also, from con­

straints (c) and (f) the following is obtained:

Pl 2: P2 ^ ... S Pq-.l ^ Pf & l+r^^\

Therefore, not only can constraint (h) be dropped, but (c) can be replaced 

by p^ ^ l+r^^); t = 1, 2, ... T. From constraints (c) and (e) the follow­

ing is obtained:

l+r(l) z z l+r(b) (3.4)

and from (b) and (d)

(l+r(l))p^+l s Pt z (l+r(^))p^_^^ . (3.5)

Note that the left-hand side of inequality 3.5 dominates constraint (f), 

and thus (f) can be dropped from the problem. The resulting form of the 

dual problem is,

T n
Min Z == B P-, + L bfPt + Z/Uj (3.6)

 ̂ t=2 j=l J
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Subject to: a) S a^jP^ + Uj ^ aj; j = 1, 2, ... n

b) 3 p^ z (l+r(^))p^^^; t = 1, 2, ... T

c) l+r(^) < PT a l+r(t)

d) Uj a 0; j = 1, 2, ... n .

By recursive substitution, starting by substituting p^ from 3.6(c) into 

3.6(b), etc., the bounds on p^ are obtained:

(l+r(l))^~^^^ g Pt 3 (l+r(b))^"*^^. (3.7)

That is, the value at time T of an additional unit of capital available 

at the beginning of time period t is

(a) at least as large as the value received by loaning the cap­

ital for the duration,

(b) at most the value of borrowing one more unit for the dura­

tion.

This corresponds to Weingartner’s exact solution when a single interest 

rate is used [79, pp. 143-44]. With the above meaning for p^, the ratio 

p^/Pt^l is simply the incremental interest factor for period t, and

1+r^^^ ^ g l+r(^) . (3.8)
Pt+l

Next, constraint 3.6(a) is written in the form

“J ^ - 'j
ieWhen project j is fully accepted, that is Xj =1, by the complementary 

slackness theorem,
* _ T *
u. = a, + S  (-a )p (3.9)

t=l J
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Then uj is the value to the firm of project j at time T. Assume aj was 

obtained by discounting at a rate of r(^), then:

* * T *u t = S  ------- —  + 2 (-a, ,)p_ (3.10)

*or substituting 3.7 for p^,

S -----  + S (-a )(l+r(l))C s u* ^ L  ---^
t=T+l (i+r(l))C-T t=l J t=T+l (l+r(l))t-T

T
+ 2 (-a.,)(l+r(h))t. (3,11)
t=l cj

Obviously, both borrowing and loaning will not take place in a 

given time period since r^^) > r^^\ This being the situation one can 

determine the exact values of the p's in the dual once it is known when 

borrowing takes place. That is, if borrowing takes place in the T^^ 

period, p^ = l+r^^^. If borrowing takes place in both periods T and T-1, 

P p = (l+r(b))^, and p^ = l+r^^\ Likewise, if borrowing takes place 

in period T, but not in period T-1, p^  ̂= (1+r^^^)(1+r^^^) and p^ = 

(l+r^^)), etc. In general, if in the last k time periods borrowing

occurs m times:

p.* = (l+r(b))* (1+r^^b^"” . (3.12)

*Then considering equation 3.9 with the above values of p^, one can see 

that implicitly the valuation of each project used in determining accep­

tance is made at a variable corresponding rate--variable in such a way 

that one, in effect, looks ahead in time to determine use of capital 

and sets the compound rate accordingly. Thus, the value of any invest­

ment project depends on its cash flows, borrowing rates, loan rates.
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the combination of cash flows from projects with which it competes for 

capital, the starting quantity of capital, and with cash flows from pre­

viously accepted projects. Internally these rates are set so that the 

resulting selection of alternatives has a maximum terminal value.

Next, include the constraints on borrowing and loans, v^ ̂  Lj-

and Wj. s Bj. and consider the effect on the dual. Let p(^) and de­

note the dual prices on borrowing and loan constraints respectively.

The dual is:

T n n 1 n /UN
Min Z = B p, + S b^Pr + E u. + E p X  + E 8̂. (3.13)

 ̂ t=2 j=l J t=l  ̂̂  t=l  ̂ t

T
Subject to: a) E a ,p + u- s a.; j = 1, 2, ... n

t=l ^  J

b) p^ - (l+r(l))p^^^ + p(l) SO; t = 1, 2, ... T-1

c) p^ + ^ l+r(l)

d) -p^ + (l+r(b))p^^^ + p(b) à 0; t= 1, 2, ... T-1

e) -Pg, + P^^) ^ - (l-r(^^)

f) P^ - Pt+i ^0; t = 1, 2, ... T-1

g) P% a 1

h) p^ is unrestricted in sign

i) Uj, p(^), p(^) S 0.

Once again p^ s 1 from (f) and (g); therefore, (h) does not apply. The 

bounds on pg, are not as tight as before,

l+r(" - . p, . + p(W



67

However, = 0 if and only if v^ = L^, = 0 if and only if w^ =

and both borrowing and loaning will not take place in the same period. 

Therefore at least one of the pair (p^^\ p^^^) is zero for t = 1, 2,

... T. Then by recursively substituting into constraint (d) one obtains

Pj s l+tC')+p(''^

P,_, . (3.14)

. (l«<^>)y»(l«<^>)"-V..:4pf)(14r<«)4pp).

Using constraints (b) and (c) in a similar fashion one obtains the cor­

responding inequality whose general term is

P,_, . . - p i «  (3.15)

and thus,

(1+,"))"+' ^ PT.k *

+ 2  PT^i(l+r(b))^"^. (3.16) 
i=0

A closed expression for p^ cannot be obtained. The value
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depends both on the number of periods in which borrowing and loaning 

take place and on the combinations of borrowing and loan ceilings being

met. This can be seen from some simple examples, from which general

conclusions are drawn.

Assume in the optimal solution the borrowing or loan ceiling is 

not reached in any time period. Then p^^^ and are zero for all t,

and as before the resulting bounds are

By the same argument as before, once the number of times borrowing and

loaning take place beyond a given time period, say period m, the exact 
icvalue of p^ is known and is given by 3.12. Namely,

p* = (l+r(b))"b(i+r(l))"l (3.17)

where n|̂  and n^ represent the number of periods in which borrowing and

loaning respectively, take place after period m. Now, modify the assump­

tion to be "no borrowing," and the loan ceiling is met in only one period, 

e.g., period q, m < q < T. In this case = 0, for all t, and p^^^ =

0, for all t, t ̂  1. Then by 3.16

p* . (3.18)

In fact, one can argue that 3.17 holds in equality. For if an additional

unit of capital was available in time period m and no loan constraints
*

were tight in the interval (m+l,T), the value of p^ would be, by 3.17,

p* = .

However, additional capital cannot be loaned in period q, The decrease
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in value due to this condition is per unit. At time q the addi­

tional unit made available at m has accrued to (1+r^^^)*^ ™ units. There­

fore, the total decrease in value is the resulting

value of p* is

Consider the related case of borrowing occurring in each of the periods 

in (m,T) and the only tight constraint occurring in period q. If there 

were no tight constraints over the interval (m,T) then the marginal value 

of additional capital in period m would be (1+r^^^)^ nri-1̂  gg in the un­

constrained model. However, in addition to the windfall gain l+r^^\ an
1

additional unit of capital in period q has the effect of increasing 

the borrowing constraint by one unit. This increase has terminal value 

Pq^^, but the firm has accrued (1+r^^^)^ ™ units at period q and thus

p *  .  ^  p ( b ) * ( i « ( l ) ) q - n .

*Using this same argument one could derive the exact value for p̂. , i = 1, 

2, ... T, if it were known, for each period i, i+1, ... T, whether capi­

tal was borrowed or loaned, and in either case if the constraint is 

tight. The exact value of p^ is then determined by proceeding from pe­

riod i to period T, at each step the term is appreciated by 1+r^^^ or 

1+r^^^ depending on whether borrowing or lending took place. Then, if 

the loan constraint is tight in a given period, e.g., period k, an amount

^ore concrete, the additional unit of capital can be invested 
in any alternative and free a unit of borrowed capital. This windfall 
savings has a value of 1+r' ) including the unit of capital itself.
Thus.a unit of borrowed capital available for allocation, has value
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times the accrued amount in period k must be deducted. Likewise
(b)*if the borrowing constraint is tight in period m, deduct p^ times the 

accrued amount in period m. Thus, the result is that p^^^ and give

the proper time value of capital in the implicit discounting method.

This value includes elements based on the sequence of borrowing and lend­

ing as well as available alternatives for the allocation of increases in 

the capital borrowing ceiling.

Recall from the unconstrained financing model that the effective 

interest rate applied in period t, r^, is 1 - (p*/p^^^) and yields r^ = 

r^^) or r^ = r^^^ depending on whether capital was loaned or borrowed 

respectively. By comparison, when the loan ceiling is reached in period 

m > t + 1, the effective rate is again

. _  . ,  . . (1)

However, for period m the rate is,

p < D *

The quantity p^^^*/(l+r^^^)^ (®+l) the horizon loss/unit due to the 

loan constraint being tight, discounted to the period in which the con­

straint was tight. That is, it is the loss per marginal unit during the 

m^^ period, and the interest rate is reduced accordingly.

In a similar fashion one can show (by using inequality 3.15) 

that p^ serves to increase the effective interest rate over any period 

when borrowing takes place to the borrowing ceiling. The net result is
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that the internal rate used in valuing investment alternatives will be

a sequence r̂ ,̂ rg ’̂ T-1’ ^T’

rj = r^^\ if no borrowing, loan ceiling is not met in any peri­

od following j;

rj < r^^^ , if no borrowing, loan ceiling is met in some peri- 

od(s) following j; 

rj = r^^\ if no loaning, borrowing ceiling is not met in any 

period following j; 

rj > r^^), if no loaning, borrowing ceiling is met in some 

period(s) following j.

When both the loan and borrowing ceiling are met in some periods follow­

ing period j, the relative number and arrangement must be considered to 

determine if Pj is increased or decreased. By complementary slackness, 

if Xj = 1 the constraint, that is

I * * _L a  p + u. 5 a. 
t=l C j t J J

will hold in equality. Thus, u*, the horizon value of project j, is

given by
T

u* = a. + S(-a_)p* (3.21)
J J (.=2 c

where the negative sign comes from the convention of a^j < 0 correspond-
"ic ^ ^ing to revenue. Thus, the varying influence of p^, actually Pt/Pt+i»

Uj with conditions of borrowing or loaning to the ceiling can be seen.

While the argument will not be presented, it appears the same 

conditions would result when allowing borrowing and interest rates to 

vary over time and with quantity. One demand that must be made, to keep 

the economic interpretation intact, is that under no conditions can the
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loan rate exceed the borrowing rate. Welngartner [79, pp. 169-72] pre­

sents the primal and dual to a very simple model that allows borrowing 

rates to vary with quantity.^

From the implicit results of the previous two models the con­

clusions are drawn that when allocation over time is done via linear pro­

gramming, there is an implicit discounting of flows that depends on:

1) the sequence of borrowing-loaning, and

2) the sequence of financing to ceilings.

With this in mind, consider the implications when one does parametric

programming on the variable B. First assume there are no constraints on

borrowing or loans. Under the assumptions of a fixed time horizon and a 

fixed list of potential investments, any increase in B would allow more 

choices in what project to accept that requires early time period out­

lays and more freedom in later periods by carrying capital forward.

Notice however, the value of an additional unit of B is bounded above by 

(l+r^^^)*. Then, as B increases the terminal value of projects decreases. 

Again the value of a unit of B is bounded, for since loans are not re­

stricted, no alternative will be selected that yields an average return 

per period less than r^^^. Thus, a graph of Max V as a function of ini­

tial capital would be of the type shown in figure six.

On the other hand when we consider constraints on financing, 

one sees that the two bounds do not apply. Conceivably the graph could 

be as shown in figure seven.

^In his model loans are not allowed, carry forward is not con­
sidered, and the r.h.s. of capital constraints are pre-determined.
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(b) (1)

>I

Initial Capital— B
Fig. 6. Relationship of Maximum Terminal Value and 

Initial Capital

(b)

>-

Initial Capital— B

Fig. 7. Effect of Financing on Maximum Terminal Value

That is increases in B over some range (B, B+K) could have a

marginal value greater than 1 + r^^) if the combination of financing
(b)*forced high values of p^ . Then as B is made sufficiently large, any 

addition to B could not be invested in projects with positive yields and 

the loan constraints are tight, thus the marginal value is zero. The re­

sults in figure seven are plotted as a rate of return on B as a function
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of B in figure eight, where the limiting value of r, for large B, is zero.

II

4J (0 (U u

Initial Capital

Fig. 8. Optimal Rate of Return vs. Initial Capital

While the above curve is a demand curve for assets at a given 

point in time, t = 0, it differs from the LC constraint of Lerner and 

Carleton [49, 50]. This development does not assume homogeneous assets 

and the above curve contains the limitations of a constrained capital 

supply and demand. Thus, subject to the assumptions of the model, one 

can use parametric programming to map the maximum average rate of return, 

over (0,T), that the firm can attain for a given level of assets.^

The above formulation of the capital budgeting problem allows 

each constraint to be made adaptive in terms of previous flows from 

accepted alternatives, and allows two interest rates. The previous crit­

icisms of an arbitrary time horizon and the discounting of flows that 

occur beyond time T apply to these models. These points will be dis­

cussed in some detail later. The model accounts for changes in the mar­

ginal value of money to the firm that result from a dynamic capital

Although figures one, two, and three show increases in B, the 
technique applies equally to decreases for B & 0.
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structure. It does not allow changes In borrowing interest due to the 

changes in risk that result from a dynamic capital structure. This task 

is also deferred until later.

A Dynamic Programming Formulation

Each of the models previously considered has been developed un­

der the criterion of the allocation decision being made at time zero. 

This criterion may not be realistic in view of the stochastic nature of 

costs and revenues. A more realistic approach may be to treat the prob­

lem as a T-stage dynamic control problem. In this manner allocation de­

cisions will be made at the beginning of each period and will be based 

on the outcome of previous decisions as well as the estimated data for 

future periods. With this in mind the Lorie-Savage problem will be for­

mulated as a dynamic programming problem and inferences made as to the 

feasibility of using dynamic programming in the more complex problems.

Let:

bj, denote the present value of alternative j, when discountd 

at the cost of capital (assumed known). 

c^j, denote the expenditures required by project j, in time 

period t.

C^, denote the total capital available for allocation in time 

period t.

Xj, denote acceptance if Xj = 1, rejection if Xj = 0.

The Lorie-Savage problem can be written as the zero-one linear program­

ming problem:
n

Max V = L  b,x.
j=l J J



76
n

Subject to: a) S c. .x. <: C^; t = 1, 2, ... T
j=l J

b) Xj = 0, 1; j = 1, 2, ... n.

A number of persons, e.g., see [5, 13, 27, 32, and 66], have discussed 

the formulation of the above problem as a dynamic programming problem.

One way to consider the above problem is that it is a special case of 

the "fly-away kit" problem. In the "fly-away kit" problem one is to load 

an airplane with a number (to be determined) of repair parts selected 

from j different types of repair parts. The load is constrained by total 

weight and total volume the airplane can support. The load is to be se­

lected so that the utility of the load is a maximum. The Lorie-Savage 

problem is a special case of this problem since one is to select ^  most 

one project of type j, j = 1, 2, ... n. To formulate the Lorie-Savage 

problem as a dynamic programming problem one, in effect, replaces the 

time sequence by the sequence of projects being considered where the or­

dering of projects is arbitrary.^ In particular, let i denote the number 

of the set of projects being considered. That is when i equals one, the 

set consists of project one; when i equals two, the set consists of pro­

jects one and two, etc., until when i equals n, the set under considera-
I I '

tion is all available projects. Let f^CC^, C2, ... Cg,) denote the pre­

sent value of the alternatives accepted from set i by an optimal selec­

tion plan and given that the capital available for allocation in the t^^
t

period is C^. Let fgC’) = 0, and as before, let bj be the present value 

of project j and c^j the expenditure required in period t on project j.

^Some computational efficiency may be gained by ordering, espe­
cially in the case of dependent or mutually exclusive projects. This 
possibility is considered in some detail in (32).
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Then is the present value of project one, if ^ 0 for

t = 1, 2, ... T, otherwise f^C ) = 0. That is;

f (C^,C2, • • • — Max thjXj+fQ(C2̂“Cĵ jXj,C2”C2 jXj,...,Crji“C^jXj) ], (3.22)

Xj = 0, 1; j = 1

Ct“Ctj ^ 0; t = 1, 2, ... T

In the two-alternative case; one first selects project j, j = 1, 2, with 

present value bj; then he is faced with a one-alternative selection, and 

the selection is made so as to maximize the present value of the combina­

tion. That is,

f2(^1 >^2’ " * *̂ T^ ~ Max ChjXj+fĵ (Cĵ -Cĵ jXj ,02*^2jXj,C^-c^jXj) j .

Xj = 0, 1; j = 1, 2

C£ - c^jXj ^0; t = 1, 2, ... T

The general relationship is:

fi(CpC2,...C^) = Max (3.23)

Xj = 0, 1; j = 1, 2, ... i

Cj. - Cj-j ^0; t = 1, 2, ... T.

A formulation similar to the above can be made of the problems consid­

ered in Weingartner's horizontal model and the model given by 3.1. How­

ever, the possibilities of obtaining a model that lends itself to compu­

tational methods is small. In these models where borrowing, lending, and 

retained earnings are allowed, the dynamic programming formulation is a 

two-state problem. That is the allocation decision would either include 

selected projects and financing policy or selected projects and retained
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earnings. Current methods of obtaining solutions to a dynamic program­

ming problem are not directly applicable to the two-state problem. Also, 

one finds it more difficult to draw conclusions of necessary conditions 

when a problem is formulated as a dynamic programming problem. For these 

reasons this study will not include additional considerations of dynamic 

programming formulations.

While random variables have not been included in the formula­

tion, the results of random flows have been included. Specifically, if 

a firm's ability to repay debt over a fixed period does not vary, then 

there is no justification of an interest rate that varies with the firm's 

level of indebtedness. Under pure certainty and with the constraint bal­

ancing flows, there would be no risk from the point of view of the lender. 

The introduction of variable borrowing rates for the firm is, in fact, 

a recognition of the dynamic and stochastic nature of the capital bud­

geting problem. The next objective of this study will be to include the 

effects of the random nature of costs and revenues. Other elements of 

the problem may also be considered random variables, e.g., the borrowing 

rate. However this study will limit the random variation to estimates 

of costs and revenues.

A Mathematical Programming Treatment of Risk

The literature dealing with risk in capital budgeting problems

can best be described as "large and confusing." Adelson has stated,

since discounting, as generally defined, is truly relevant only to 
the situation of perfect liquidity and no uncertainty, it is not 
surprising to find that most attempts to incorporate risk into 
these criteria have resulted in considerable confusion. Most writers 
have been satisfied to treat risk intuitively, or pretend it does 
not exist.

^R. M. Adleson, "Criteria for Capital Investment: An Approach
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This confusion results in part from the usage of "risk" under multiple 

meanings, often within the same paper. Historically capital budgeting 

problems have been divided into classes according to how much is known 

about the time dependent variables, namely, certainty, risk, and uncer­

tainty. Under this meaning "risk" is a state of all or any part of the 

variables that influence the capital budget decision. Also, "risk" is 

used as a relative measure of the desirability of possible outcomes. 

Finally "risk" is used as a probability of a certain outcome, as the 

probability revenues will not exceed a given debt.

This paper will use "risk" to indicate the state of future cash 

flows being known in the form of probability distributions. When mea­

sures of the desirability of possible outcomes or the probabilities of 

such outcomes are used, some different terminology will be introduced. 

Risk is introduced in the following manner. Consider the capital bud­

geting problem outlined on page 2, chapter three, but with the follow­

ing exceptions:

1) All parameters are known with certainty except net cash 

flows, a^j and âj. The random variable a^j has the prob­

ability density function f^j, with mean and variance

O^j. The random variable has the probability density 

function fj, with mean /ij, and variance Cj. All net flows 

are assumed to be statistically independent.

2) The capital carried forward to period t+1, Ŝ , must be

Through Decision Theory," United Kingdom Operations Research Quarterly, 
XVI (March, 1965), pp. 9-45. Adleson is very critical of the current 
state of affairs in risk analysis. His primary criticism is that tech­
niques are being developed without first considering the validity of the 
criterion on which a technique is based.
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determined at the beginning of period t. As before Wj. and 

V(- are the amount borrowed or loaned at the beginning of 

period t.^

The objective function remains

V = + (l+r(^))v^ - + Ŝ ,

except V is now a random variable and therefore the expected value of V 

is maximized. The quantity âj is the only random element in V and there­

fore.

Max [e (V)] = Max v' = Max (S^^x. + (l+r^^^)vrn - (l+r(^))w + Sm).(3.24)j=l J J  ̂ T

Before the model is formulated, consider the linear programming 

problem given by 3.1, except the constraints on flow balances are in­

equalities of the form,

S  aj.jXj+Vj.-w^-(l+r^^^)v^_j^+(l+r^^^)w^_j^-S^_^+S^ s b̂ ; t = 1, 2, ... T.

The dual of this new problem will then be identical with 3.3 except p^ 

is restricted to be non-negative. However, from 3.7, the solution to 

3.3 requires p* ^ >0. By the complementary slackness

theorem, p* > 0, for t = 1, 2, ... T, implies all balance of flow con­

straints will hold as equations. Therefore the above constraints in in­

equalities could be used with no change in the solution. From an eco­

nomic point of view the above is obvious. Any excess capital after ac­

counting for net cash flows, borrowing or lending, and previous period

^In the previous model there was no need to state when Ŝ , was 
determined since all values were known with certainty.
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carry forward, can either be carried forward or absorbed by the slack 

variable. Obviously the excess would be carried forward and all slacks 

would be zero. The important point is that in the flow balances of pre­

vious models one can replace = by yielding a larger solution space,

and still be assured of obtaining the same solution. All models that

follow will be written in inequality form for convenience in introducing 

random variations.

The model to be considered first and written as if it were a 

certainty model is;

Max V = S a.x. + (l-tr^^^)v - (l+r^^^)w + S (3.25)j=l 3 J T I  i

n
Subject to: a) S â  x. + v^-WL + s-

j=l J ^

t = 2, 3, ... T

c) 0 3 w^ 3 t = 1, 2, ... T

d) 0 :S v̂ . ^ L^; t = 1, 2, ... T

e) 0 s Xj ^ 1; j =1, 2, ... n

f) 0 2 S^; t = 1, 2, ... T.

There are three primary approaches to the above problem of mathe-
1

matical programming under risk. First one could consider w^_^,

and to be random variables, dependent on the set (âj, a^^; t = 1, 2,

... T, j€J) where J is the set of accepted projects, and do stochastic

^The interested reader is referred to the papers ..listed in the 
bibliography by W. J. Baumol and R. E. Quandit, A. Charnes and W. W. 
Cooper, and S. E. Elmaghraby.



82
linear programming. This requires one to select a^j, and aj, for all 
t and j, by some random process. Then, solve 3.25 with these selected 
values. By repeating this procedure a large number of times one obtains 
an approximation to the density function of Max V. This particular 
method yields valuable information to the firm but does not help with 
the solution of the capital budgeting problem.

A second method, called mathematical programming under uncer­
tainty, involves the staging of solutions. However, it is not applicable, 
since it requires the introduction of a new set of variables in the ob­
jective function whose coefficients are the loss due to borrowing an ad­
ditional unit of capital for a given time period (i.e., per unit cost 
of a constraint violation). The previous analyses of the dual programs 
have shown that these values, are not constant but depend on w*
and V*.

The third method, chance-constrained programming, is the method 
used in this study. This method does not require knowledge of the cost 
of a constraint violation and does allow violations, but controls the 
probability of exceeding constrant to be less or equal to a fixed quan­
tity. This approach seems realistic since in most cases violations of 
constraints could be covered by changes in carry forward for previous 
periods or by maintaining a special fund. The problem is:

Max E(V) - Max ( Z^.x, + (l+r^^^VT-(l+r^^^)w_ + S_) (3.26)
j-1 J J  ̂ ^
n

Subject to: a) P^[( S  *lj*j"*̂ i''*'i”*’®l) 3 B] a

i 0L;t=2,3,...T



83

c) 0 ^ Wj. ^ Bj.; t = 1, 2, ... T

d) 0 ^ V(. ^ L^; t = 1, 2, ... T

e) 0 3 Xj 3 1; j = 1, 2, ... n

f) 0 ^ Sj.; t = 1, 2, ... T.

The solution to the above problem is x*, v*, w*, and S* for j = 1, 2, ... n, 

and t = 1, 2, ... T. Thus, at time zero, decisions are made as to project 

acceptance and financing for the entire time period (0,T). These decisions 

are only a plan and in fact the random variation in cash flows may make 

adherence to the plan impossible or impractical. This is the price one 

pays for considering a time dependent control process as if it were a sta­

tionary process. In practice the firm would solve the problem several 

times during the interval (0,T), each time using current data. The solu­

tion to 3.26 is optimal only when solutions are restricted to those com­

pletely determined at time zero.

In the flow balance constraint for the t*̂  ̂time period the net 

cabh flow is given by the random variable

since the a^j's are statistically independent, the net cash flow will 

have mean and variance

n n 2 2
.X., and SCT .x.. 

j=l  ̂  ̂ j=l

For purposes of discussion assume each of the net cash flows is distri­

buted normally. Then the distribution of total flows from accepted pro­

jects, total flows from any project, and total flows in a given period 

will be distributed normally. Let F denote the probability function for
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the standard normal distribution and F"^ the inverse function. That is 

F"^ valued at OĈ written F"^(CK^), gives the standard normal t value, z 
at which F(z) = â. Then the flow balance constraint for period one, 

3.25(a), can be written in the deterministic equivalent form

 ̂ \ 2A+  V, - w, +  s, +  F (a,) ( S ct. .X.) 
j=l J ^ j=l J

^ B. (3.27)

The values Xj, Vĵ , w^, and are such that the probability of 3.25(a) 

not being violated is greater than However, the interpretation of

the constraint for the second time period is not as simple. The values 

of X*, v*) w*, and S* were determined so that the probability of not vio­

lating the second period constraint is greater than given the capital 

carried forward from period one is S*. It would be a rare case indeed
icwhen the excess capital from period one is identically Ŝ . In fact, one 

expects with probability l-a^ that the excess will be negative. In 

practice negative excesses would be covered by some contingency fund, 

but suppose for discussion purposes that this negative amouftt (if it 

occurs) is included in the period two constraint. With this assumption 

the unconditional probability of not exceeding the second-period con­

straint will be determined. The amount of excess capital in period one 

is the normal random variable and

* _-l,  ̂ 2 2A, = B - S a X* +  w*-v,-F (a,) (Sct .X.) , (3.28)
j=l ^3 J ^ ^ ^ j=i Ij J

with mean

El = B

1

= B + w*-v*-F ^(0!ĵ) (E^ff^jX*)^ - = S*, (3.29)

1 ifThis assumes E^ ^ 0, otherwise there would not be an ^ 0 and
the original problem would be unfeasible.
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and variance

(3.30)

Then one might desire a bound on the probability of violating constraint 

3.25(c) with t = 2, given E, as defined by 3.28-3.30, and given that 

3.26(b) holds for v*, Vg, w*, w*, S*, and S*. That is:

Py[( E ®2j*j ^ bg] S (3.31)

= Pp(A s: bg) ^ «2» (3.32)

where A denotes the entire expression inside ( ). Let A denote the mean 

of this expression, thus A is normally distributed with mean and variance

^ 2 2  A, and Z  a x .
j=l

icConstraint 3.31 guarantees that if the carry forward is then the prob­

ability of A exceeding bg is less than or equal 1 - Then the situa­

tion can be illustrated as shown by the solid line in figure nine.

bA

s: 1 - a.

Fig. 9. Second Period Probabilities 

The unconditional probability of not violating the second period constraint



86

is obtained by replacing the quantity in 3.31 by Eĵ  to give an expres­

sion for the balance of flows in period two based on actual excess from
I I *period one. Let A denote this new expression, i.e., A = A + Sj|-- E^; 

therefore, A = A, however the variance of A will be greater than the 

variance of A by an amount equal to the variance of Eĵ . That is the var­

iance increases and the change is shown by the dashed line in figure one, 

in particular
2 ^ ^ 2 2
A t=l 3=1  ̂^

This same argument can be applied to period three, since the variance of
2the excess capital in period two is equal to cr̂ i, the variance in period 

three will be of the same form summed over the first three periods. In 

general the variance in the period is given by

k n 9 9
t=i j=i ^  J

To obtain a measure of the effect of the increasing variance on 

the probabilities of constraints holding consider the following example. 

Assume 3.26 (a) and (b) are tight for t = 1, 2. Then 3.27 and the cor­

responding constraint for the second time period will hold as equations 

when evaluated at the optimal solution. Assume:

“l ■ “2 ° 0-98; f "^(0.98) - 2.445

Icl.f- .100
j=l 3=1 ^

“ * = 300

n
B u-.x* = - 216.90 
j=l J
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B = 500

bg = 200

^(1) = = 0.10

S* = 100

V* = 75.55

w* = 0

S* = 375.55

V* = 100

w* = 0

The first two balance of flow constraints will hold as equalities when 

evaluated at the above values. However, when the deterministic equivalent 

constraint for period two,

^ —1 ^ 2 2 i
S  M2jXj +  ^2“'^2"^‘^^1 1-1*1-81+82+#" (0!2)( (T2jXj) ^ bg,

is evaluated at the optimal solution and in place of S* the following

result is obtained:

P , ( A ' = b p = r (
\Wioo+ioo I

911.

Thus the effect of retained earnings being a random variable rather than 
iethe fixed amount is a reduction in the probability of not violating 

the constraint from 0.98 to approximately 0.911. Of course the effect 

continues to grow from period to period. For example if all flow balance 

constraints in probability form hold in equality and have right-hand 

sides of 0.98, the probability of not violating constraint k, k = 1, 2, 

... T, is given by
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24.45

i

The above discussion points out the meaning and Implications of 

formulating the capital budgeting problem as was done In 3.26. Several 

questions pertinent to the use of 3.26 remain unanswered, namely:

1) What right-hand side should be used to obtain a given proba­

bility of not violating the constraint?

2) What Is the relationship between Max V and the sequence

a-ĵ, CKg,
3) What Is the relationship between the probability of not vio­

lating a constraint In a given period and the sequence of 

a's for prior periods?

4) How could one Include the effects of projects being statis­

tically dependent?

No doubt there are other problems related to this formulation that would 

be of Interest In specific applications. This matter will be considered 

again In chapter five.

A Deterministic Equivalent Model and Its Implications

Having considered the statistical meaning of the formulation 

given by 3.26, next consider the mathematical programming problem that 

results from that formulation. The chance constrained program can be 

replaced by Its deterministic equivalent

Max 5 + (l+r^^^)v^ - (l+r^^^)w^ + (3.33)
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Subject to: a) £

T» II ^  J. ,, _T.,

- -2 -2\% 3 b^; t = 2, 3,

c) 0 s ^ Bj.; t = 1, 2, ... T

d) 0 s Vj. ^ Lj.; t = 1, 2, ... T

e) 0 s Xj 3 1; j = 1, 2, ... n

f) 0 S Sj.; t = 1, 2, ... T.

The resulting problem is the maximization of a linear objective function 

subject to inequality constraints containing linear terms in x, v, w, and 

S as well as nonlinear terms in x.

To analyze this problem properly the Kuhn-Tucker necessary con­

ditions [65] will be used. Naslund [63] states these conditions in a 

form that will be convenient for the study: "Let f and g be differentiable 

functions, and let c be a constant. The Kuhn-Tucker conditions can be

formulated: If a certain program x*, x^, ... x^ maximizes an objective
“ic 'fcfunction f(x^, Xg, ... x^) subject to conditions of the form g^Cx^, Xg 

... x^) ^ Cĵ , there must be some non-negative numbers u*, Ug, ... u*,

such that for all values of i, i = 1, 2, ... k, either

X . = 0 and - T  — ^ u. I . ^ 0, (3.34)fàfc " Ü i J  ^
j=l %i=Xi

"j=Uj

* _ * I — n 11̂or X- > 0 and i  - ^  Uj 1 "  O'" (3*35)
I ÔX. 4=1 9x. J I x.=x*

  __________________________

B̂. Nasuland, "A Model of Capital Budgeting Under Risk," Journal
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programming problem. Namely, it is the change in value of the objective 
function per unit change in the resource of constraint k, (assuming no 
change in the elements that make up the solution). Dantzig [18] proves 
the relationship for a linear programming problem, and Hadley and Whitten 
[42] prove the Lagrange multiplier is a shadow price on the constrained 
resource.

To illustrate the economic implications of formulating the capi­
tal budgeting as a chance constrained program consider a model like 3.33,
except borrowing and lending are only restricted to be non-negative, i.e., 
there are no ceiling constraints. First apply 3.34 to v^. The coeffi­
cient of v^ in the objective function is 1 + r^^^, and in the balance 
of flows constraint the coefficient is one. The necessary condition is

1 + r(^) - u* 3 0 (3.36)

where u* is the shadow price per unit of additional capital available in 
time period I. Similarly applying 3.34 to w^, one obtains

-(1 + r(b)) _ (-U*) ^ 0. (3.37)

Combining 3.36 and 3.37 results in

1 + r(b) a u* a 1 + r^^\

the same inequality obtained from the analysis of the dual program for 
the above problem under certainty.

Consider the case v^ > 0, that is capital is loaned over the
th *T period, then w^ "0, and the Kuhn-Tucker conditions yield

1 + r(l) . u* a 1 + r(b),
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again in agreement with the value obtained under certainty. For 

w* > 0, uÿ = 0 the results are

1 + r(^) 3 u* = 1 + r(b) j

and therefore for the period the implicit discounting method is iden­

tical to the certainty model with the same assumptions.

Next apply the Kuhn-Tucker necessary conditions to v^ ^̂ and 

Consider the results of the following cases

Case 1, w*_ĵ  = 0:

Applying 3.34 to one obtains,

-(u*-i - (l+r(^))u*) g 0, or u*_^ (l+r^^^)u*

*
and applying 3.34 to

+ (l+r(b))u*) <: 0, or u*_ĵ  ^ (l+r^*^^)u*,

combining the two results one obtains

(l+r(^))u* ^ uj^^ ^ (l+r<’̂))u*. (3.38)

The bounds of 3.38 are once again identical with those under certainty. 

Since the coefficients that appear in the partial deviatives of 3.34 

and 3.35 are repetitive, the results are identical to those under cer­

tainty.

^Note the coefficients of v^ and w that appear in 3.34 and 3.35 
are identical for all fê T. The coefficients being zero in the objective 
function, and for v* and w* respectively, one in the t balance of flow 
constraint, and -(l+t'^)) and 1 r in the t 1®^ balance of flow con­
straint.
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'T-1 '

Equality will hold in the lower bound of 3.38 and

Case 2, v*_^ > 0, w^_^ = 0;

(l+r(l))u* = u*  ̂g (l+r^^^)uÿ (3.39)

Case 3, v*_^ = 0, w*_^ > 0:

Equality will hold in the upper bound of 3.38 and

(l+r(l))u* g u*_^ = (l+r(^^)u*. (3.40)

The same arguments previously made in the certainty case can be 

applied to the chance constrained problem and the results obtained are 

identical. Namely, if capital is borrowed in period k, then implicitly 

cash flows are appreciated to the next period at a rate of r^^^, other­

wise the rate is r^^^.

If constraints are included for a ceiling on the amount borrowed 

or loaned in each period, the Kuhn-Tucker conditions will again yield re­

sults identical to the certainty case. This can be seen since the con­

tribution the borrowing (lending) ceiling constraint makes to 3.34 and

3.35 is the additional term -p^^\ (-p^^^), where (P^^^)> is Che

Lagrange multiplier corresponding to the constraint on borrowing (lend­

ing) for period t.

The Kuhn-Tucker conditions also show the economic implications 

of the statistical part of the problem. Consider the chance constrained 

program given by 3.33. For additional realism include the ceiling con­

straints on borrowing and lending as shown in 3.33 (c) and (d). Thus, 

these constraints will be included in the set of constraints g^ to which
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the Kuhn-Tucker conditions apply. Again the non-negative constraints 

are excluded, therefore 3.34 and 3.35 are applicable. Let u^ denote the 

value of the Lagrange multiplier, at optimality, associated with flow 

balance constraint t, and let Pj have the equivalent meaning for project j.
icAssume x^ = 1 and apply 3.35 to obtain

or.
2T T (T ,

P* = (M. - 2 - 2  F" (a ) u*. (3.41)

■■■ ■■■ V K ?
The term inside brackets in 3.41 represents the expected horizon value 

of the cash flows from accepted projects, where the flows over (0,T) are 

appreciated at a variable rate u* as discussed above. The other term is 

some form of a contingency appreciated to the horizon. The effect is 

that the implicit value associated with the project is the implicit ter­

minal value of project j less the horizon value of an implicit reserve 

that must be formed if project i is accepted. A physical interpretation 

of how this fund, henceforth called the contingency fund, is determined 

has not been made. The product

is the horizon value of an amount of capital which the flow from project 

j in time period t will exceed with some probability less than or equal 

to 1 “ Then this product is weighted by the ratio of the standard

deviation of flows from project i in period t, to the standard deviation
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of flows from all accepted projects in period t. This combination is 

then summed over all periods.

To gain some insight as to the meaning of how the model retains 

capital in the contingency fund consider the special case = 1, Xj = 0 

for all j ^ i. Then

j

and the contingency term reduces to

T
t ) (T u*
t=l  ̂ ^

Since only one project has been accepted F"^(ap is the amount of 

capital that must be retained to insure that the probability constraint 

is met. Any excess over the amount allocated or retained may be loaned 
or carried forward.

Suppose that two projects, i and j, are accepted; all others 

rejected. Then the total contingency fund is

“* ° + "tj "*f
T "  + "tô

2 2 2and is prorated to projects i and j by the ratios 0'ti/(^ti ^ O^j)

0'̂ j/(0'̂  ̂+ o^j). From the point of view of statistics this proration 

seems quite proper and correct; however, from other considerations it is 

not obvious that it is the thing to do. For example if the distribution 

for one project is heavy skewed, the other symmetrical, both variances 

equal, and F equal for both distributions, it is not obvious that

the proration is proper.

Thus, the implicit discoufiting method in the certainty equivalent
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model is identical with the one in the certainty case. In other words 

the introduction of risk has no direct influence on the implicit time 

value of capital. However, the statistical element and the chance con­

strained formulation require implicit contingency funds. These funds 

not being available for allocation to projects or payment of debt will 

have a direct influence on borrowing and lending policies which in turn 

influences the implicit time value of capital. This study will not at­

tempt to determine these influences, but surely such influences are in 

line with real capital budgeting problems. Thus, they warrant further 

study from both the point of view of theoretical modeling and empirical 

studies of the relationships from actual policies.

Chance Constrained Programming, Certainty Equivalence;

A Comparison

The concept of a contingency fund related to the statistical 

parameters of each accepted project is very similar to the certainty 

equivalent concept. The certainty equivalent concept consists of a 

method for reducing the expected value of an alternative by some factor 

related to variation, usually variance. The reduced expected value, 

called the "certainty equivalent," is then used in ranking or selection 

calculations.

In the following pages the relationships between chance con­

strained programming and certainty equivalence will be developed. In 

so doing the above discussions of implicit discounting and implicit pro­

ject values will be combined to give examples of the economics of implicit 

project evaluations. This will be done through a series of examples. Be­

cause of the complexities involved in nonlinear programming, the examples
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will necessarily be somewhat artificial.

Assume the projects accepted consist of project i and the set J, 

and that all optimal acceptance levels are one. Let denote the ex­

pected horizon value of all cash flows from project i, that is

= ^i

As above, let p^ denote the implicit value of project i where

u.

%
2Then if is small compared to

p^ is approximately

'i ~ "i
I F-l(ap ^

u. .

The very restrictive assumption is made that #2 = " • * • = 0? = Let

(T̂  denote the standard deviation in cash flows from the set of projects 

J in period t. Then the above approximation for p^ is given by

_  F-̂ (0!) T ^
Fi - %  - ^  !

T 2 *~/i. - k LCT^iU. . (3.42)
1 t=l

By comparison, a certainty equivalent approach using the variance of total
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cash flows as a "measure of risk," and using horizon values the certainty 

equivalence, U^, would be

, T
U. = p, - k̂  . (3.43)
^ ^t=l

Thus, in the simplified case assumed one sees that the implicit valuing 

scheme is similar to the certainty equivalence, linear in variance scheme. 

Of course the k in 3.42 would be known only after the chance constrained 

program is solved, but the question to be answered is, "Is there a k^ 

such that 3.43 gives approximately the same project value as the implicit 

value?" Several examples will be constructed and in each case variations 

in the results from the two methods will be shown.

in addition to the above assumptions assume capital is not ra­

tioned.^ Then if

1 T

the two methods are equivalent except for the approximation error in

3.42. Of course if capital is not rationed, the entire formulation is

without meaning.

The problem to be considered in some detail is the capital bud-
2geting problem under risk. Again the assumption is made that is

small compared to

Consider the following example when this assumption does not hold. First 

consider the four-time period problem with = 0^ = 0^ = 0.9987.

X "kThis is the only general condition for which u^ = 1.
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Since the cash flows are independent and normally distributed, F (a^) ~

3; i = 1, 2, 3, 4. Assume u* is given by column two below (r^^) = 0.1; 
(b)r = 0.2; and the sequence is borrow, loan, borrow, loan). If vari­

ances are as given by columns three and four, one can develop the follow­

ing data.

Table 1. Example Variances
=
(1)

t

(2)

4

(3) (4)

^ti

(5)

0-2 'ti

(6) 

0.5 a2^

(7)

1.5

(8) 

1.8 ,2^

4 1.10 20 5 1.0 2.5 7.5 9.0

3 1.32 21 15 3.0 7.5 22.5 27.0

2 1.45 30 19 3.8 9.5 28.5 34.2

1 1.74 30 6 1.2 3.0 9.0 16.2

101 45.0 9.0 22.5 67.5 86.4

The following relationship between the variance in total cash flows from 

project i, a^, and the expected horizon value, fjL̂, is obtained from 3.42 
and assuming the implicit value of project i is 100:^

*i
9.0 107.1

22.5 116.6

45.0 131.1

67.5 142.1

86.4 151.7

For comparison purposes the relationship between and using the 

1 2'’’Assuming a change in of k per cent comes from a k per cent 
change in the variance of flows from project i in each period.
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previously mentioned certainty equivalent method is:

< Mi
9.0 101.4

22.5 103.4

45.0 106.8

67.5 110.1

86.4 113.0

Obviously the two are not comparable as shown below.

140 •• 

«
"  120-• 
g

100 • 8*0
Variance Project i-a^

Fig. 10. Comparison of Certainty Equivalent and Implicit Values 
However, a more appropriate choice of k for use in 3.43, e.g., = 0.7

gives the results shown below.

g 140-

»  12 0 -

Variance Project i-ai 

Fig. 11. Improved Certainty Equivalent Approximation
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Thus, under the assumption of equal a's, =0.1, and =

0.2, and for the given sequence of borrowing and loaning, there is a cer-
2talnty equivalent rule in that would yield results approximately equal 

to the nonlinear programming solution. However, the sequence of borrow­

ing and loaning will not be known prior to solution of the nonlinear pro­

gramming problem, and the program will vary the sequence to insure opti­

mality. So if one is interested in determining whether a certainty equiv­

alent rule could be used to approximate the internal value of the pro­

gram, the variation of interval value due to changes in sequence must be 

considered. In the previous example the two extremes would be:

Loaning in Each PeriodBorrowing in Each Period

4 1.2

4 1.44

4 1.73
*
*4 2.07

*
"1 1.1

4 1.21
*
"3 1.33
*
"4 1.46

With these values the maximum and minimum values of are obtained from 

3.34.
Table 2. Minimum and Maximum Example Flows

^i min max

9.0 105.8 107.4

22.5 115.1 119.1

45.0 127.8 135.1

67.5 138.4 148.4

86.4 146.9 159.6

This variation is due to the difference in weight assigned to the vari­

ance of project 1, in each period, depending on the sequence of financing.
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This variation has the effect of promoting the selection of projects 

with less variance in periods that are followed by periods in which bor­

rowing takes place. In this manner financial structure enters the prob-
?

lem. Also an ot that varied from period to period would affect the above
calculations. Likewise, even with all a's equal, the value of a will

—  2affect the band in which the or̂  curve falls. For example if one 

selected from the interval [0.9772, 0.9987], that is F  ̂(Oj.) in the 

interval (2, 3), the band would be increased as follows.
140--

130' *

o 120*■

2 110- •

8%
Variance: Project i--<T£

Fig. 12. Comparison of Certainty Equivalent and Implicit Values

One major factor not considered in our assumption is that over this ex-
2tremely wide range of the selected projects do not change. Of course

2the thing that happens is that as increases, the value of some other 

project, for instance, project k, increases. This can be seen from the 

expression for

T P'\a) atk * 
S  -----   ut'

* 2 if k is an accepted project. Assuming u^ does not change as in­

creases, the radical in the denominator increases while the numerator



103

remains unchanged. This change increases the value of Pĵ  if k is in the 

solution. The results are that either,

1) A project, other than i, currently in the solution is dropped 

and not replaced.

2) A project, other than i, current in the solution is replaced 

by a project not currently in the solution.

3) Project i is dropped from the solution and not replaced.

4) Project i is replaced in the solution by a project not cur­

rently in the solution.

We are interested in what effect the above results have on the relation- 
2ship between and In case one and two the effect can be deter­

mined from 3.37.

In case (1) when project k is dropped and no new project enters 

the solution, the denominator in the sum decreases, and p^ decreases,^ 

or for p^ constant, must increase.

In case (2) when project k is replaced by project q the effect 

can be an increase or decrease in p^ depending on whether the total var­

iance increases or decreases. In either case the change will be repre­

sented by a step (up or down).

What is more important the implicit relationship may be discon- 
2tinuous at values of where the projects in the accepted set change.

In case (3) p^ continues to decrease, but at an increasing rate.
2Again at the value of at which project i leaves the solution the

— 2<T̂ relationship is discontinuous.
In case (4) as in case two the value of p^ will increase or

^Note this change is discontinuous.
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decrease depending on Whether the variance of the entering project is
2 2 greater or less than a^. Case one and two can both occur as increases.

That is, a project may drop from the solution followed by a replacement
2at some higher value of <t .̂ However, case three and four cannot both 

occur.

The important points are that the implicit value assigned to pro­

jects is based on several elements not contained in the certainty equiva­

lent method. These elements lead to a relationship between the expected 

horizon value necessary to maintain a constant implicit value and the 

variance in total flows that may have jumps (up and down). Also the band 

in which the above mentioned expected value folks may be as wide as three 

or four standard deviations in total cash flow.

This chapter has shown several extensions to the models pro­

posed by Weingartner [78, 79]. The implications of these extensions 

were discussed with the intention of demonstrating both strong and weak 

points. The internal discounting method that is implicit in these models 

is realistic if the assumptions preceding the model are realistic. The 

model treating capital budget leaves the problem solver the task of de­

termining the right hand side and the problem itself cannot produce this 

data. The implicit discounting and project evaluation method was shown 

for the chance constrained program. The relationship between variance 

of project flows and expected horizon value to give a fixed implicit 

value was not obtained. The comparison of the implicit value with cer­

tainty equivalents value did however, give some indication of the form 

of this relationship.

The chance constrained model illustrates that under the ..
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criterion of maximizing terminal value there is an optimal^ discount 

rate that depends on financial structure. This rate is determined in­

terval to the model and is identical to the previous certainty case.

In addition, the value given to each alternative, to be used in selec­

tion under constrained capital, is adjusted according to the capital 

retention schedule required to satisfy contingency requirements. Thus,

we have a realistic method for treating the risk case. However, the

model has the inherent weaknesses;

1) Optimization is dependent on the selected terminal time T.

2) The proper discount rate for flows beyond T is not known.

3) Borrowing rates in terms of variation with changes in capi­

tal structure have not been properly constrained.

4) The important factors of taxes, dividends, equity finan­

cing, etc., have not been included.

5) The probability constraints are conditional probabilities, 

and no method has been shown to remove the condition.

6) Variations in the level of investment in a project or level 

of operation are not allowed.

^Optimal in the sense that use of this rate guarantees optimal 
terminal value.



CHAPTER IV

A CAPITAL BUDGETING MODEL WITH DIVIDENDS, INCOME TAXES, FINANCIAL 

CONSTRAINTS, MULTI-PERIOD DEBT, AND MULTI-LEVEL PROJECTS

In this chapter a model will be developed based on the objec­

tives outlined in the previous chapters. The model will represent a 

more general capital budgeting problem. It will be more general in the 

sense that rather than requiring a yes-no (zero-one) type of acceptance 

decision, the model will allow a choice as to what level an alternative 

is accepted. More specifically, it will allow a constrained choice in 

each period as to what level a project is operated, possibly with an ad­

ditional investment cost associated with changes in level. This seems 

much more in line with industrial capital budgeting problems. The zero- 

one problem is a special case of the multi-level problem. Also included 

in the formulation is the allowance for multiple period debt. The model 

will be formulated to allow debt financing over a fixed number of periods, 

but lending is restricted to one period as before.^ A variable borrow­

ing rate that depends on capital structure and assets will be included. 

This method of constraining the borrowing rate seems realistic to the 

author, and it is used as an example of how one can introduce constraints 

on capital structure and the level of assets. In an actual application

^A simple extension will allow borrowing for any number of pe­
riods.

106
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the constraint introduced would probably be one of several constraints 

relating interest rate to economic conditions of the firm.

The reason for choosing a constraint that relates borrowing 

rates to capital structure comes from the implicit conditions developed 

in chapters two and three. There it was shown that the interest rates 

play a major role in the determination of the time value of capital and 

therefore in the evaluation and selection of alternatives. One would ex­

pect this will be the case in the model to be developed; that is an im­

plicit relationship would result between the value of a project and the 

changes in capital structure that the project would create if accepted. 

Conceptually this type of a relationship seems desirable, and the desir­

ability of the exact relationship will be questioned. Certainly this 

constraint contributes to the objective of decisions being time depen­

dent (i.e., based on current economic conditions of the firm). Some« /
alternative constraints, that could be additional constraints, are men­

tioned. The accounting scheme to be used in the above constraint should 

allow a realistic introduction of income taxes with depreciation. The 

discussion will include the alternative of dividends and will show by 

example how dividend payments can be incorporated into the model. This 

chapter will not emphasize methods or algorithms of solution. The au­

thor is well aware of the mathematical difficulties and computational 

magnitude of formulations of the type given. In general, these problems 

are solved by methods of approximation or simulation. In either case 

efficient techniques are dependent on the structure and data of a partic­

ular problem. A number of papers discuss techniques for, or give re­

sults of approximation methods, e.g., [ll, 17, 24, 27, 63, 75]. Recent



108

developments and applications of discrete optimizing techniques appear 

to have potential in obtaining solutions, or good approximations to solu­

tions, to the type problem formulated. Basically the problem will reduce 

to a nonlinear programming problem in non-negative and zero-one variables. 

If the number of zero-one variables is small, one can obtain a solution 

by solving several nonlinear programming problems; that is, if there are 

n zero-one variables, then there are 2^ different combinations of ac­

cepted variables to each of which is associated a different nonlinear 

programming problem. Actually, the number of resulting nonlinear pro­

gramming problems can be reduced by discarding those combinations that 

violate constraints and those that are obviously dominated.

The Capital Budgeting Problem With Multi-Level Projects

In the previous chapters the formulations were limited to in­

vestment alternatives with choices of action of either (1) acceptance or 

rejection, or (2) acceptance in the range [0, 1].^ In some instances 

these choices are the only actions that can be executed. In other 

cases, perhaps in predominance, there are two sequential decisions.

First, one has the choice as to whether he will include a given project 

in the operating budget. Then, once a project is accepted there is a 

choice as to what level resources will be allocated to the selected in­

vestment. Often in a given time period, the acceptance of a project re­

quires an initial investment similar to a set-up cost; then the project 

can be operated within one of the ranges and additional investment de­

pends on the range of operation selected.

^The models allowing acceptance in the interval [0, 1] assume a 
proportional investment and net cash flow.



109

The choice to operate a retail outlet in a given location might 

require purchase of land, construction of a building, training of super­

visory force, etc., and the capital required for these items might be 

independent of the choice of level of operation. Having allocated capi­

tal for this initial investment, one then may have choices as to what 

level to advertise, stock, staff a sales force, etc., and these choices 

may vary from period to period. This study will assume that each of 

these activities (advertisement,^stocking, staffing, etc.) must be oper­

ated at a common level in a given period, but that the level may be var­

ied from period to period.^ Under these assumptions appropriate decision 

variables and constraints for initial investment and time dependent op­

erating levels will be incorporated into the model. For simplicity, 

first take the case of no borrowing, no lending, and assume no project 

requires investments beyond the horizon T. The model will not include 

constraints on resources other than capital, and again assume the cri­

terion of maximizing the horizon value of the firm.

For i = 1, 2, ... T, j = 1, 2, ... n, let:

denote the investment required in period i for project j, 

(a^j > 0 corresponds to an out-flow of capital), 

b^j denote the net cash flow in period i from project j, 

scaled such that |tuj| is the maximum net cash flow,

(b^j > 0 corresponds to an out-flow of capital), 'b̂  denote 

horizon value of flows for j > T,

^This assumption can be done away with by adding acceptance var­
iables for the different activities within a given time period and adding 
appropriate constraints, i.e., by defining each activity in each time 
period to be a project.
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Sj denote the excess capital in period j that is carried for­
ward to period j + 1, 

bj denote the predetermined capital available ia period ].
Xj denote the acceptance variable for alternative j, end

y.ĵj denote the level of operation for alternative J in period i
The following conventions will be used:

1) If project j is first available for acceptance In period t.
flows for all periods in [O, T] will be shown with the under­
standing that a^j, b^j = 0 for i < t.

2) If an investment pertaining to the entire project Is repaired 
in the period the project is accepted, it is included in a^^. 
where t denotes the period in which the project is first avail­
able for acceptance.

3) If projects can be delayed, the delay alternatives will be 
treated as different projects. Thus, delayed projects can 
have a different sequence of allowable flows, investsssnts. 
constraints, etc.

Then if each accepted project can be operated during any tine period at
any level in the range [0,l], the constraints on the balance of flown
will be

n n
S a x  + L b y  - S . + S = b ; t - 2, 3, ... T. (*-I)
j=l J j=i

and the objective function is

Max V = Zb.x. +
j=l J J
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sj denote the excess capital in period j that Is carried for­

ward to period j + 1, 

bj denote the predetermined capital available: In period j,

Xj denote the acceptance variable for alternative j, and 

y^j denote the level of operation for alternative j in period 1. 

The following conventions will be used:

1) If project j Is first available for acceptance In period t,

flows for all periods In [O, T] will be shown with the under­

standing that a^j, bĵ j = 0 for 1 < t.

2) If an Investment pertaining to the entire project Is required 

In the period the project Is accepted, It Is Included In a^j, 

where t denotes the period In which the project is first avail­

able for acceptance.

3) If projects can be delayed, the delay alternatives will be 

treated as different projects. Thus, delayed projects can 

have a different sequence of allowable flows. Investments, 

constraints, etc.

Then If each accepted project can be operated during any time period at

any level In the range [0,l], the constraints on the balance of flows

will be

n n
S  a x  + L b y  - S . + S = b ; t = 2, 3, ... T. (4.1)
j=l ’-J J j=i ‘-J ‘-J ^

and the objective function Is

n _
Max V = S b.x. + S_.

j=l J J



Ill

The constraints on the decision variables are x. =0, 1, 0 2 y ^ 1.
J t J

In addition to the above constraints there will be a set of constraints 

that define the relationships between initial investments and the level 

of operation as well as constraints on resources other than capital.^ 

Several examples of constraints on levels of operation and investment 

are shown below.

Example 1:

Assume project k requires an initial investment in time period 

one of â ĵ  and can be operated at any level in the range, [0,1] 

in each subsequent period. The necessary decision variable con­

straints are:

a) x^ = 0, 1 (4.2)

b) 0 ^ y,ĵ  ^ 1, i = 1, 2, ... T

c) - ŷ},, so, i = 1, 2, ... T

Constraint (c) in conjunction with (a) and (b) guarantees the 

initial allocation made before the level of operation is fixed 

at any level greater than zero. This is true since for any 

0 < y*k ̂  1, xJ - y*k^O iff X* = 1.

Example 2:

Assume the same situation as in example one except the choice 

of operating level for project k in period i is constrained by 

0 < d^ ^ ŷ ,̂  ^ 1 if the project is accepted and ŷ ^̂  = 0 if the

^Note that the cash flow estimates are the net of costs and rev­
enues. Thus for positive rates of cash flow the level of operation in 
the solution of the above problem will always be at the upper limit of 
the interval for an accepted project. However, the constraints on other 
resources (not shown) may force operation at an intermediate value of 
the interval.
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project is rejected. Allowing for this condition in the formu­

lation gives a great deal of flexibility in modeling. The model 

can include what is in effect a set-up cost in each period and 

net cash flows in that period proportional to a bounded level 

of operation. This situation is obtained in the model by the 

constraints of example one plus the constraint 

d) d.x^ - Yik < 0.
ic *Then if x% = 0 constraint (c) requires ŷ ĵ  = 0, if x^ = 1 con­

straint (c) requires y*ĵ  k d̂:.

Example 3:

Assume that if project k is accepted, then an investment in 

period one is required and 0 < d^ g ŷ ^̂  £ 1 and that in the fol­

lowing periods, e.g., period i, i = 2, 3, ... m, one has a choice

of (1) inventing an amount â ĵ  and operating at a level 0 < d^

^ y^^ ^ 1 or, (2) not investing in which case ŷ ĵ̂ = 0. One way 

to treat such a case is to consider the investments in periods 

2, 3, ... m, as different projects with acceptance variables 

x^k, i = 1, 2, ... m. Then the necessary constraints are

a) Xĵ  = 0, 1

b) X£ĵ  = 0, 1; 1 = 2,3, ...m

c) 0 3 y^^ ̂ 1; i = 1, 2, ...m

d) x^ - x̂ ĵ  a 0; i = 2, 3, ... m

- ?ik a 0

^i^k - ?lk < 0
g) - Yik ^ 0;  ̂" 2, 3, .

h) d^x^k - ?ik ^ O' ^

m

m.
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Constraints (e) and (f) guarantee the conditions of y*ĵ  = 0 if 

= 0, and ^ d^ if = 1. Constraint (d) assures that if 

the project is rejected, then investments will not be made in 

subsequent periods 2, 3, ... m. Then constraints (g) and (h) 

insure for periods 2, 3, ... m that investment is made before a 

level is selected greater than the bound d̂ .̂ A great deal of 

flexibility can be obtained in this example with the addition of 

mutually exclusive constraints for subsequent periods. For ex­

ample, in some period 2 ^ p s: m one could allow a choice of (1) 

investing an amount a^^, operating in the range bp s yp^ s Up,
I

with net cash flow b^^ y^^, , or (2) investing an amount a^^

> a^^, operating in the range Up ^ y^^ ^ 1, with net cash flow
I I tbpk ypij where bp^ does not necessarily equal bp^. The only 

changes required are in period p constraint (c) is replaced by

S  ^ ypk ^ '̂ p> 
and the following constraints are added

i) Xpk = 0, 1

j> "p < ?pk < 1 

k) Xpk - ypk ̂  0 
"p^pk - ypk ^ 0 

and to make the two alternatives mutually exclusive,

*pk + ^pk ^
In the same manner one can introduce several mutually exclusive 

alternatives for period k, each with non-overlapping intervals 

of level of operation such that the union of these intervals is 

the interval [bp, 1]. Thus, a method of linearly approximating
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an alternative that has a nonlinear cash flow is obtained in 

terms of the level of operation and may require additional in­

vestment to increase the level of operation. This model will 

be formulated in detail later. Also, dependent projects can be 

chained together; that is, in a given period one may have alter­

natives A, or B, and in the following period alternatives A' or 

B, respectively, are available if A or B was accepted. The con­

straints

s 1

Xa , + Xj, s 1

guarantee mutually exclusive choices in each period. Then the 

constraints

*A - *A' ■ “

Xj - Xj, = 0

guarantee either acceptance or rejection of the chain. By add­

ing these constraints to those in 4.3 one can chain together de­

pendent projects, but allow multiple levels of operation in a 

given period.

The previous formulation (Example 3) did not allow overlapping 

intervals. However, the same formulation presents no problem in allow­

ing the operating level to be increased or to make an additional invest­

ment in order to increase the rate of change of net cash flow. In this 

manner the firm would have a choice (for some levels of operation) be­

tween two levels of investment with two levels of net cash flow. This 

situation would allow for alternatives such as two different machines
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being considered in a given project.

Certainly these examples constitute only a small portion of the 

physical situations that could be present in a single capital budgeting 

problem. They are intended to show how the level of operation of pro­

jects can be incorporated into the capital budgeting problem. The streng­

th of a formulation of this tÿpe, apart from representing the situation 

of variable levels of operation, is that it allows a linear programming 

approximating solution to the capital budgeting problem that has fixed 

costs (i.e., set-up type costs) and cash flows that are nonlinear in 

terms of activity level.

Recall that a part of the objective of this chapter is to make 

any formulation more realistic. One of the major deterrents to realism 

has been the constraints on the acceptance variable; however, the above 

discussion has presented some ideas as to how various realistic situa­

tions can be treated. The next development will give a technique for 

introducing diminishing returns into the model and at the same time all 

the freedom to incorporate multiple investment levels, mutually exclu­

sive projects, chain projects, etc. If diminishing returns can be in­

corporated without restrictive assumptions that limit the adaptability 

of the model, then a number of capital budgeting situations can be 

treated with the model.

Assume that if a project is accepted, then in each following 

period we must operate the project at a positive, non-zero level. For 

the allowable range of operation in each period for each project divide 

the interval into m non-overlapping intervals whose union is the allow­

able range of operation. For period i, project j, let:



116

a) 0, d^j), dtj), ... 1, denote the end points of the

intervals.

b) b^™^ denote the rate of net cash flow if project j is oper­

ated in the interval during the i^^ time period.

c) a^^^ denote the investment in project j required to operate

in the m^^ interval during the i*" period.

d) denote the acceptance variable for project d, period i,

level m.^

e) denote the level of operating project j in period i,

given level m is accepted.

All other notation is as defined on page two of this chapter. The sign 

convention is b^™^, af™^ > 0 corresponds to net cost and b^^^ < 0 to net 

revenue. Also, for convenience each alternative will be shown as if it 

has flows in all periods. That is if a project becomes available for in­

vestment in period t, the formulation includes acceptance variables for 

periods less than t, but with zero flows and investments. With these 

assumptions and conventions the problem is,

n _ k /Q\
Max V = Max S (b. S x, . ) + S

j=l ̂ m=l 1

Subject to: a) S S a^™^xf™^ + S  S + S, = b^
j=l m=l j=l m=l

b) S S + E  Sb<”)y^®^-Sj^i+S = b ; t = 1,2,...T
j=l m=l j=l m=l t

. . If project j is to be accepted or rejected in period r, then
X . denotes both the acceptance variable of the project, and for level 
m in time period r. Thus for period r the investment a^?) includes the 
project requirements and level m, period r, requirements.
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c) ^ ail t > r, (where r denotes the period in
 ̂ m=l which a project becomes avail­

able for acceptance)

d) x^j^ - s 0; all t, j, m

e) y^j^ - a 0; all t, j, m

d) - y^j^ ^ 0; all t, j, m

g) x^“  ̂+ x^^^^ s 1; all t, j, m
tJ tj

h) S x^T^ - S x^™^ . = 0; t = 1, 2, ... T; all j, m 
m=l m=l

i) x^™) = 0, 1; all t, j, m

j) y^”  ̂̂  0; all t, j, m

Before this model is demonstrated to be the previously mentioned

situation, a warning is given as to the size of this problem. If the ap­

proximation is over three intervals, twenty projects are available and 

the horizon is twelve periods; then in simplex form the problem will have 

3612 equations, excluding those added as cutting planes, and 5040 varia­

bles. Of course, the size is increased by our requiring variables for 

acceptance and levels of operation in periods before alternatives are 

available for allocation; this is a convenience in formulating, and they 

would not be used in a computer solution.

Consider the constraints of system 4.4. Constraints (a) and 

(b) are the familiar balance of cash flows. Constraint (c) requires that 

before a project can be accepted in any time period at any level it must 

be accepted in the first time period it is available. This is to care 

for the condition outlined in the previous footnote, and agrees with the
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assumption that a^™^ is the investment required to accept the project 

plus that required to operate at level m during period r. Later is

constrained such that a project is operated at only one level in time 

period r (constraint (g)). Therefore

Jx
equals one if project j is accepted and equals zero otherwise. Con­

straint (c) then has the effect of requiring investments in project j to

be zero unless project j is accepted. The constraints must assure that

i j,
.(m)

for fixed i and j, at most one of the variables x^™), and at most one of

the variables is greater than zero. This is done by constraint (d)

requiring that if a given project j, in a given period, t, is not ac­

cepted in a given range of operation, m, i.e., x^™^ = 0, then the cor­

responding level of operation is zero. This constraint, along with non­

negative constraints, guarantees zero operating level is greater than 

its lower bound if the project and operating level under consideration 

are accepted during the time period in question. Constraint (f) performs 

a similar function for the upper bound. In combination, constraints (d), 

(e), and (f) guarantee proper values for all y^™^ if for t and j fixed

at most one of the variables x^™^, m = 1, 2, ... k is non-negative.
(m)Constraint (g) assures us the above requirement of at most one x. . > 0,
t > J

m = 1, 2, ... k, and the assurance is for all t and all j. Thus, (d),

(e), (f), and (g) in combination satisfy the conditions of our problem 

for both acceptance and level of operation except for the chain require­

ment. Constraint (h) will care for the chain requirement that if a pro­

ject is accepted it must be accepted in every period. Thus if project j



119

is accepted at any level in period t, then constraint (h) requires accep­

tance at some level in period t + 1. Therefore, constraint (h) applied 

over t = 1, 2, ... T-1, requires the project be accepted or rejected in 

total. The requirement of operating an accepted project at a positive 

non-zero level can be dominated by allowing one of the choices of level 

of operation to be zero with a zero rate of net cash flow and no invest­

ment, or perhaps an investment like a maintenance cost.

Subject to the above constraints the criterion is to maximize 

the value of the firm at T. The terminal value is the carry forward from 

period T, S^, plus the discounted net cash flow from accepted projects 

that occurs beyond T. These flows are, by assumption, at a fixed level 

and have a value at T of bj if alternative j was accepted. In 4.4 when 

project j is accepted it must be accepted at some level in each period, 

and therefore
k
"--ijm»l

Select any period, e.g., period one then

is bj if project j is accepted and is zero if project j is not accepted. 

Thus, the objective function is as shown in 4.4.

While this formulation is intended to care for diminishing re­

turns, the model is much more powerful and more general. That is, dimin­

ishing returns correspond to the sequence b^™^, for fixed i, and j, de­

creasing in m. However, there is nothing in the formulation that pre-
(m)vents the use of an arbitrary sequence for b^j , m " 1, 2, ... k. Like­

wise the investment required to operate investment j at level m during

time period j, a^™^, which the previous model has taken to be nondecreasing.
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could be arbitrary in m.

To show the potential of using the sequences of cash flows and 

investments in a form other than diminishing returns, consider the fol­

lowing example. Suppose a machine is leased for a fee a^™^ where m de­

notes the range over which the machine can be operated. That is the ma­

chine can be operated at the level y^™^, where 1^ ^ y^™^ ̂  u^, and sup­

pose there are k types of machines with non-overlapping ranges of opera­

tion. Then it may be that the machines are supplied by different vendors, 

or from various locations, or under different contracts, etc., and the

resulting costs, a^™^, are given by table three.

Table 3. Example of Five Level Capacity

m Capacity Range Cost - a^™^

1 0.2 - 0.4 5

2 0.4 - 0.6 6

3 0.6 - 0.7 7

4 0.7 - 0.8 7

5 0.8 - 1.0 7

The particular use of the machine could result in the following net cash 

flow rates.

Table 4. Example Cash Flow— Five Level Capacity

m Operating Range (m)Net Cash Flow Rate--b^j

1 0.2 - 0.4 20

2 0.4 - 0.6 10

3 0.6 - 0.7 15

4 0.7 - 0.8 12

5 0.8 - 1.0 10
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The resulting net cash flows, including machine rental fees, are shown 

for the various operating levels in figure thirteen. (Investments are 

shown in brackets.)

s (7)

(5)

(6)
-2 0.2 0.4 0.6

Level of Operation
0;8 1.0

Fig. 13. Total Net Cash Flow vs. Level of Operation 

The above demonstrates the flexibility in the economic situa­

tions that can be treated by 4.4

The formulation given by 4.4 is probably not a unique set of 

constraints, and perhaps there is a formulation that allows more flexi­

bility or computational efficiency. The objective of this formulation 

was to include the alternative of variable levels of operation. By the 

introduction of additional acceptance variables and variables for level 

of operation this objective was satisfied, and the model allows rather 

general economic conditions.

The Financial Constraint 

The next task is to consider the financial constraint facing 

the firm. The concept of the financial constraint is discussed in detail 

by Lemer and Carleton [50] and was outlined in chapter one. Of primary
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interest is a constraint on the financing of the firm in terms of a var­

iable capital structure. However, it would certainly be the exception 

if a unique constraint on capital structure would suffice; that is, the 

ability of a firm to obtain external capital depends on assets, earning 

power, capital markets, etc., in addition to capital structure. The con­

straints below are proposed as examples of how the capital budgeting prob­

lem can be constrained to reflect a realistic approximation of the finan­

cial environment of a selected firm.

The borrowing and interest rate must be placed in the proper 

perspective to develop the constraints discussed above. The assumption 

of borrowing being limited to a one period interval was satisfactory 

under perfect capital market conditions in Weingartner's original model. 

This assumption remained satisfactory as long as interest rates are only 

time and quantity dependent; however, to analyze the dependence of the 

borrowing rate on capital structure it is important that the alternative 

of financing over several periods be allowed. This allows the choice 

of overcoming undesirable financial structures by larger term debt.^

Let r^^) denote the borrowing rate in period t. Assume all loans are 

made for a fixed time period of q periods and payable in equal payments 

with interest, starting one period later. Then the payment schedule

^That is if a period requires high investments but has high 
cash flows and is followed by moderate investment and flows, the alter­
native should exist to allow reducing the one period interest rate by 
deferring payments.

This assumption is made in order to summarize the model in 
a compact form. The model does not depend on this assumption and the 
firm could have the choice of borrowing for say q^, q£» ••• q time 
periods. This would require use of the debt variable w^q, q = q?, q£
... q the amount borrowed at t and repayable over q time periods. 
Likewise, this could be expanded to allow the first payment K periods 
later.
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would be.

Period Payment

)= w^/q + ((q-l)/q)r^ 'w

Thus, the outstanding debt at the end of period p, t ^ p ^ t + q ,  result­

ing from borrowing an amount w^ in time period t, is

w.
Wt - (p-t)— £

q
(4.5)

The corresponding interest paid in period p is

(w^ - (p-(t+l>) . (4.6)

The balance of flow equation for period p will have an overflow 

of capital for payment of principal and interest on debt from previous 

periods. If the time period in question, e.g., time period p, is later 

than the q*"̂  period, then the firm could have payments due on debt from 

the previous q periods. If p is less than q, then payments may be due 

from loans in period 1, 2, ... p-1. Let r = Max (1, p - q+1). Then the 

total payment of debt and interest in period p is.

P-1 w w
S  (■—  + (w - (p-(t+l)) — )r 
t-r 4 t 9 C

(4.7)

and the balance of flow constraint for period p is
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p-l tp' (4.8)

In this form the constraint is still linear, and it is a simple matter 

to make r^^^ dependent on t and w^. This is done by introducing 

the amount of capital borrowed in time period t from the h^^ borrowing 

level. Where the interest rate for the h*"̂  level is r^^^; h • 1, 2,

The constraints s: w^^ g u^^ will yield a debt supply curve

for period t of the form shown in figure fourteen.(b)

U2 . . .  "k-1 ^k
Capital Borrowed.-Period t--w%h

Fig. 14. Example Interest Rate Schedule 

The constraining of interest rates in the above manner leaves 

something to be desired, for it may be that depending on the economic 

and financial stability of the firm, a firm could borrow an amount k in 

time period t at a lower rate of interest than it could borrow k/2 in 

some other period. Certainly changes of this order are due to a multi­

tude of parameters, one of which is capital structure. This set of in­

fluential parameters is, it appears, not identical from industry to in­

dustry or even from firm to firm with an industry. The important point
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is that the borrowing rate needs to be constrained In terms of the eco­

nomic and financial conditions of the firm. Rather than attempt to give 

a general constraint, this study will demonstrate how these constraints 

can be formulated. A result of the demonstration will be an example con­

straint.

In the formulation of a financial constraint a special Interest 

Is determining what condltlons(s) tend to Increase the cost of debt capi­

tal. In the certainty case with perfect Information^ and without regard
2to supply and demand either the lender would loan at the riskless rate, 

or not loan at all. However, In the absence of certainty and perfect in­

formation and with the availability of other sources, the loan will either 

be refused or will require an Interest rate greater than or equal to the 

riskless rate. On the assumption that the firm In question qualifies for 

the loan, the question of Interest Is, "How much greater than the risk­

less rate will the borrowing rate be?"

One method that usually gives realistic results Is to constrain
3the Interest rate In terms of the current debt-equlty ratio. If the 

equity at the beginning of time period p Is Ep, the riskless borrowing 

rate Is r^^^, the outstanding debt at the end of period p - 1 Is given 

by 4.5 Slimmed over t ■ r, r + 1, ...p-1, and If k^ > 0 Is a constant 

for a given firm and a given loan Institution, the borrowing rate In

^That Is both borrower and lender know with certainty the dis­
position of debt capital and the resulting returns.

2In this Instance risk Is Intended as a measure of the proba­
bility of ability to meet debt payments, and "riskless" corresponds to 
payment with this probability approaching one, e.g., government bonds.

OThe word "usually" In this statement Is why other constraints 
must be applied to care for exceptions.
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period p for an amount w^, is constrained by

:p

Assume for the firm in question is fixed and independent of the source 

of debt capital. If this is the only constraint applied to the borrowing 

rate, then the constraint will hold in equality, and the resulting finan­

cial constraint is

P-1 w
S  (Wj.-(p-(l-t))— ) +  w

,(« . /I) , ^ ^  -  (4.,)

In 4.9 the riskless interest rate is assumed to be r^ ^. In the models 

presented in chapters two and three the firm's loans were taken to be 

repaid with certainty, and thus the use of r^^) in 4.9 seems realistic.

At the same time r^^^ is only a parameter to the model, and in a given 

application some interest rate other than the "riskless" rate may be more 

desirable. Also one could make r^^^ and k time dependent and in this 

manner include expectations of future capital market conditions.

Before constraint 4.9 can be of value the model needs to ac­

count for the equity of the firm. Apart from this the need will arise 

to know depreciation for the inclusion of income taxes. To account for 

equity and depreciation simultaneously book values of assets will be 

used. There are a number of articles that discuss the advantages and 

disadvantages of using book and actual values in the financial constraint. 

For example see [6, 9, 37, 38]. There would be no difficulty in account­

ing, internal to the model, for actual values in the same manner the
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accounting for book values is shown below.

Once an asset accounting method has been introduced into the 

model, the possibility of altering the objective function can be con­

sidered. In previous models the value of assets at the horizon was as­

sumed to be the discounted net cash flows occurring beyond the horizon. 

In applying a model that accounts for assets, one may find the model is 

more realistic if the internal value of assets is used. This value of 

assets could be book value, estimate of actual value, or perhaps some 

mixture of these and the discounted value of flows occurring beyond the 

horizon. The book value of assets will be used in the model developed 

below.

Assume, as in the diminishing return case, that the firm has a

choice of accepting or rejecting each alternative. If"an alternative

is accepted, the firm has a choice of investing different amounts in a

given period to allow operation at different levels. As before, let

a^™\ x^™^, b^?^, and y^?^ denote the investment required, acceptance

variable, rate of cash flow, and operating level respectively for period

i, project j, and operating level m. If x^T^ is accepted, then a part,

or all, of the investment a^™^ will become assets. Let âf  ̂ .. denoteij ijJ»i+P
the book value of assets in period i, resulting from the investment a^?^. 

At the end of period i the assets will have depreciated a given amount; 

let the book value of the assets in question be j bhe begin­

ning of period i + 1. Therefore for every investment alternative that 

is accepted there is a non-increasing sequence a^®^ ., , p = 1, 2, ...

1 _mAssume the sequence â  ̂ ± reaches a zero level at or before 
the period in which the last cash flow from the asset can be realized 
and that salvage value is included in the estimate of the last cash flow.



128
representing the book value at the beginning of period i + p correspond­
ing to the investment made to operate project j at level m during time 
period i. Also, assume at the beginning of time period one, prior to any 
investments being made, the firm has assets with a book value A^, and 
the sequence A^, • A^ ..., represents the book value of these assets
in time period t. Thus the book value of assets, less cash, at the be­
ginning of time period p is

Then from 4.5 the outstanding debt is

P“1 w.
S  (w^-(p-(t-l) ,
t»r 9

and therefore, the equity at the beginning of period p is

n k p-1 (m) (m)
Ep - A^ + E Z  Z a 2  4 p x j /  +  S _i- E  (w - ( p - ( t + l ) ) ^ ) .  (4.12)

P j«i m-1 i=l ^  P t»r c q

In this formulation the decision variables remain y^™^, w^, and v^,

for t ■ 1, 2, ... T; j « 1, 2, ... n; and m « 1, 2, ... k. The values of 

and r^^) are fixed, for t ■ 1, 2, ... T, once the values for the de­
cision variables are selected. The form of the constraints is not sim­

ple, for now the borrowing rate depends on outstanding debt and interest 

due, and hence, on borrowing in the previous q periods, as well as cur­

rent assets, and therefore on the allocation of capital over all previous 

periods.

To demonstrate this situation consider the following example. 

Assume a firm has the choices of allocating capital to four projects, 

each with two levels of operation, over two time periods. The investment
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requirements and net cash flows per level of operation are given by table 

five.

Table 5. Example Flows and Investments— Two Period, Two Level

Project
Period 1 
Level 1

Period 1 
Level 2

Peri<
Level

)d 1 
1

Period 2 
Level 2

j 4 f

1 20 20 20 20 5 20 5 15

2 20 10 30 8 25 30 30 20

3 10 8 10 8 20 25 25 35

4 10 8 20 10 10 20 5 10

Assume

Assume

4 = 50 "l = 30
= 40 b2 = 20

1̂ = 0 r(l) = 0.04

2̂ = 0 1̂ = 0.05

(D *  (2)* (1)* ( D *  (D *  (D *  (2)* (2)*
11 ■ 21 ’ 12 ’ 22 ’ 13 ■ 23 ’ 14 ' 24

are equal to one with corresponding level of operation

,(!)* _
' 1 1

y i r

(1)*
^12

=  0.2

1.0

0.5

0.5

(2)*
14

y ^ r

0.4

0.5

1.0

1.0
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The required investment at the beginning of period one is 70, and thus 

the firm must borrow 40 units, (bĵ  = 30). Assuming there is no initial 

outstanding debt, the interest rate would be r^^^ = 0.04 + 0.05 (70/50)

= 0.11. Then assume the assets corresponding to the period one invest­

ment have the following book values,

â<î> . 15 

- »

4 "  = «

Thus the book value of assets at the beginning of period two would be

2 4 (m)
A, + Z L an. = 40 + 50 = 90.

m=l j=l ■*

The outstanding debt would be 63 assuming equal payment over 10 periods. 

Since in time period one was zero, the capital available for alloca­

tion in time period two is 40 plus net flow from period one. However, 

the firm first must make the debt payment of 7 and interest payment of 

70 X 0.11 = 7.7. Therefore the firm will have 40 - 7.7 = 32.3 units of 

capital available for allocation excluding net cash flow from period one. 

The net cash flow from period one was (20) 0.2 + (10) 0.5 + (8) 0.4 +

(10) 1.0 = 22.2 or a total available capital of 54.5. Investment demand 

for period two is 60, thus the firm must borrow 5.5 units. The interest 

rate will be,

r(^) = 0.04 + (0.05) ---0.0776.
2 40+15+15+8+12
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To demonstrate the sensitivity of the interest rate to the investment de­

cision, consider the following example. Assume the firm borrows an addi­

tional 10 units of capital in period one allowing the following changes 

in the solution;

x 'f* = 1. xf,)* - 1, = 25. - 0, yjf* • 1.

(b)
The firm then borrows 80 units in period one at an interest rate of r^

80= 0.04 + (0.05) ~ 0.12. The operation of project two at the maximum

level gives a net cash flow of 8 units as compared to 5 units in the pre­

vious example. Therefore for the same solution in period two there would 

be a need to borrow only 2.5 units, compared to 5.5 previously; also there 

has been an increase in the book value of assets by 10 units. The in­

terest rate on the 2.5 units borrowed at the beginning of period two 

would be,

(b) 72 + 3.5r, = 0.04 + (0.05) ------------- «  0.0778,
 ̂ 40+25+15+8+12

a change from the first solution being approximately 0.0002. The sig­

nificant point is that increases in borrowing in earlier periods will 

increase the interest rate on that debt, but may reduce the amount bor­

rowed in later periods and at the same time increase the level of assets. 

In this manner it may be advantageous to borrow heavily in early periods 

to increase cash flows and asset levels for a more advantageous capital 

structure in later periods.

For example, if the additional 10 units of debt had resulted in 

10 units of assets in addition to those in the above example, the inter­

est rate in period two would have been 0.074. Thus, the additional debt
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could be profitable from the combination of increased flows and decreased 

interest rates in future periods. The model will evaluate internally the 

worth of the different cash flow streams, including interest and principal 

payments, based on the implicit discount rate. Note in this manner the 

rate of discount implicit to the model will no longer depend just on the 

financial situation of the period in question; that is, it will depend 

on the marginal cost due to interest, which in turn, depends on borrowing 

in previous periods as well as investment decisions. In reality this is 

the situation, and the only question is, "Is the exact relationship we 

use correct?" Probably, as mentioned earlier, this type constraint is 

only one of several constraints that are applied to the financing of a 

firm in determining the interest rate on debt. For example, with the 

above motivation for increasing debt in early periods to improve capital 

structure in later periods a glaring inconsistency is noted. Namely, the 

function is not continuous when the equity is zero. Obviously a firm 

will attempt to avoid such a situation, but a mathematical model may se­

lect a solution that has zero or negative equity. That is by forcing 

the equity to be small and negative, one obtains a negative interest rate, 

large in absolute value. There are a number of ways to constrain the 

model to keep the above from happening. One such way is to demand that 

debt must be less than some multiple of equity. Thus, if the multiple 

applied to the firm in question is k^, then borrowing in period p is 

constrained by

p-1 w n k p-1 / \
s  (W -(p-(i-t)M) + W ^  k [A + E E E â ^ jX j  + s -1

p-1 w
- E (w -(p-(t+l))— )]
t=r ^
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or

n k P”1 /jjj\ P"1 w
^ S[A_+ S E Sa; x' / + S i-d+kg) E  (w -(p-(t4-D)-^)]. (4.13)

P  ̂j=l m=l 1=1 t-r q

This will guarantee that if equity reaches zero additional borrowing will 

not be allowed. In addition, in 4.13 the borrowing in period p is con­

strained to be less than k times the total assets less (1 + kg) times 

the outstanding debt at the end of period p-1. This requires that if the 

right-hand side of 4.13 is zero, then (1 + kg)/kg times the outstanding 

debt is equal to current assets; in other words, total debt cannot exceed 

kg/(l + kg) times total assets. Therefore the minimum equity will be 

1/(1 + kg) times assets.

The firm will have an opportunity to influence future financial 

conditions by borrowing in excess of the demand for capital and retaining 

this excess for allocation in future periods. For example, in periods 

that are followed by decaying assets the change in capital structure may 

promote borrowing and retention for future periods. If an additional 

unit of capital is borrowed in period p, the additional cost due to di­

rect interest will be rp^^ in period p, ((q-l)/q) r^^^ in period p + 1, 

etc., until in period p + q - 1 the interest is r^^^/q, and zero there­

after. In addition, in periods following p the interest rates will be 

increased due to the additional outstanding debt. If constraint 4.13 

were tight in a given period, not only will interest rates be increased, 

but the amount borrowed may be reduced. On the other hand, the addi­

tional unit of capital made available in period p + 1 may be invested 

and result in increases in both cash flow and assets. These increases 

would in term affect the demand for debt capital, and the results could
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be a decrease in debt and/or the Interest rate. Therefore, the borrow­

ing and carrying forward of debt capital can produce an increasing or 

decreasing sequence of changes in debt requirements and interest rates. 

This stream of changes when discounted at the implicit discount rates 

will then determine when borrowing and carry forward of debt capital is 

preferred. The alternative also exists to borrow and in turn loan this 

debt capital. The effect is to carry forward with interest.

Depreciation. Dividends, and Income Taxes 

Since the model accounts for the book value of assets over time, 

the depreciation in time period p is obtained early. To account for in­

come taxes in the model one needs only to include payment of taxes in 

the balance of flow constraints. The carry forward variable, S^, will 

take care of proper levels of retained earnings. Assume income taxes 

are paid at the end of each time period or at least taxes are calculated 

and capital set aside for their payment. The taxable income in period 

p is the net cash flow from period p, plus interest income, less interest 

paid, less depreciation of assets. Let Tp denote the income tax payable 

for period p, and let I denote the constant tax rate. Then

T = - l[ S L + V ( W ( . - ( p - M  A)r(''^)
j=l m=l  ̂ t=r y

p-1 w n k p /g,) (m)+ cEL IT + A + Vi - (4.14)

The negative sign is included to make income taxes positive, since by 

convention negative cash flows correspond to revenue; thus when a profit 

is made, the value inside the bracket will be negative and the negative 

tax rate makes the product positive. By this convention a positive



135

income tax corresponds to an outflow of capital, as it should, and the 

income tax can be added to the left-hand side of the balance of flow 

constraint. This leads to a discrepancy in periods when the firm experi­

ences an operating loss. In this case the income tax calculated by 4.14 

is negative. Thus, when is added to the left-hand side, the effect

is the same as an inflow of Ip units of capital. In reality Ip being 

negative corresponds to a tax credit that reduces the next period's tax 

liability accordingly. Thus the model allocates tax credits one period 

before they are received. In most situations the balance of flow con­

straint will be

r(^))-(l+r(l))Vp_i+(l+Ir(l))Vp-Wp = b^.^ (4.15)

(b)The value of r^ is given by 4.9.

There is one remaining consideration before the financial and 

tax constraints are included in the model, namely, the payment of divi­

dends. This consideration leads to an area of theoretical difficulties. 

In barest form the problem is this: The model uses the criterion of max­

imization of the sum of capital at T and discounted future flows. In the 

absence of dividends this criterion seems appropriate from the stock­

holder's point of view. If, however, the firm pays dividends from re­

tained earnings and thus decreases the value of "capital at T plus dis­

counted future flows," then the use of terminal values is questionable.

In particular the stockholder will receive dividends over [0, T] that,

^Constraint 4.15 is obtained by adding 4.14 to the left-hand 
side of the balance of flow constraint.
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will have a certain value to him at time t. Then to maximize the ter­

minal value of the firm to the share holder requires the maximization of

1) the capitalized stream of dividends, plus

2) the capital at T, plus

3) the discounted value of the future stream of net cash flows 

less future dividends, plus

4) the discounted value of the future stream of dividends.

The determination of (1), (3), and (4) requires knowledge of the stock­

holder's capitalization rate(s). This problem then is the problem of 

stock valuation and thus relates the capital budgeting problem to the 

security analysis problem. The techniques mentioned in chapter one as­

sume some stockholder preference function then optimal decision rules 

are developed. For example, Markowitz [56] shows several preferences in­

cluding the maximization of expected value subject to an upper bound on 

variance of returns. This study will assume the most simple preference, 

namely:

It is assumed the stockholder demands a fixed fraction d' of net- 
profits payable as dividends each period. Further, it is assumed 
that the stockholder capitalizes his dividends at the 'implicit* 
interest rate, and his preference is a maximum horizon value of 
the firm plus the capitalized dividend stream.

The method of including a constrained dividend payment sho%m below is

intended as an example of how dividends can be included under constraints.

In reality there will be seveeral constraints on dividends.

Assume that in each period a fraction d of net income after

taxes is set aside as a fund from which dividends will be paid. If a

net loss occurs, an amount of capital equal to d times the net loss is

taken from the dividend fund and returned to the firm. Assume dividends
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are paid in such a manner that withdrawals from the fund can be made in 

any period in which a net loss occurs. Furthermore assume the time delay 

from the time capital is set aside until dividends are paid is small; in 

particular the effect of this delay on the capitalized value of dividends 

need not be considered. Also, assume the stockholder capitalizes his 

dividends at the same rate retained earnings are capitalized within the 

model, that is, at a rate equal to what this study has called the implic­

it discount rate. The validity (if it is valid) of such an assumption 

comes from the Modigliani-Miller [60] hypothesis that the cost of capital 

is independent of capital structure. If the Modigliani-Miller hypothesis 

is true, then the dividend capitalization rate will be identical with 

the implicit rate of the model. Therefore one needs only to account for 

dividends in the flow constraints, and the objective function remains un­

changed .

Let Np denote net income before taxes for period p, then Tp =

- I(N), and net income after taxes is Np-Tp = Np-I(N)p = (l-I)N. Thus, 

the dividend payment is (-d(l-I)N), where the negative coefficient of d, 

in conjunction with N being negative, makes the dividend payment positive, 

and in agreement with the convention for out flows. Therefore, the total 

out flow of capital and dividends combined is (~I-d(l-I)E, and the flow 

constraint is obtained by replacing (-1) with (-l-d(l-I)) in 4.14. That 

is

L  S  a‘"\^"4(l-I-d(l-I)) L  S bp?yp?-Sp.i+Sp+V A  +(.[
j=l m=l j=l m=l  ̂  ̂t=r 9

-(p-(t+l))^)(l-I-d(l-I))r^^^ (4.16)
q ^
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(b)and Tp is given by 4.9.

The Objective Function with Multi-Period Debts, Dividends,

Income Taxes, and Multi-Level Projects

In the previous discussions of constraints the effect of borrow­

ing with repayment beyond T was not considered. This effect and the re­

sulting objective function will be discussed below; then the model will 

be presented in its entirety.

Again the criterion of maximizing the value of the firm at the 

horizon T is takes as given. The problem at hand is to present an objec­

tive function that is an approximation to the value of firm a + T. Re­

call from the relationships developed in chapter three, that those models 

and Weingartner's model implicitly assume external financing beyond time 

T is not required to finance the accepted alternatives. Also, in those 

models multi-period financing was not allowed, thus there were no out­

standing debts as T and investments were not required beyond T, the net 

result being that in those models it was quite proper to consider only 

net cash flows for periods T + 1 ,  T + 2 ,  ... t+ e ,  where T + e denotes 

the last period in which any project has cash flows. In the case of 

multi-period debt that has a repayment schedule extending beyond T, this 

repayment must be included in the model, otherwise the solution would 

give an artificial answer including high borrowing with a repayment 

schedule extending beyond T. Likewise periods T + 1 ,  T + 2 ,  ..., T + e  

may require investments in the accepted projects, and the model must ac­

count for the source of this capital. Also the flows generated beyond T 

will be subject to taxes and dividends. In general the model must also 

account for debt, debt payment, taxes, dividends, and interest income in
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periods beyond T.^

The objective function will approximate the value of the firm 

in the following manner. First, the model will include the necessary 

constraints for balance of flow in periods T + 1, T + 2, ... T + e. It 

will treat the determination of interest rates and debt constraints for 

periods beyond T as if the alternatives considered in the model are all 

that exist. This will yield incorrect interest rates and errors in the 

freedom to borrow, but seems much more realistic than assuming no borrow­

ing takes place. All other assumptions for periods beyond T will be 

identical with the assumptions of periods 1, 2, ... T. Also the T^^ con­

straint will not have the terms S,̂, the amount of capital carried for­

ward to period T + 1, or v̂ , the amount loaned with repayment in period
tT + 1, but will include the term Ŝ., the amount of excess capital not

I
carried forward or loaned. Then the value of the firm at T will be S.j,

2disregarding the value of assets, debt, and interest due. The addi­

tional value of the firm can then be approximated by considering activi­

ties in periods T + 1 ,  T + 2 ,  ... T + e ,  and finding their values at T + e, 

then discounting to T. Under the assumption that the value of assets is 

zero when cash flows are no longer obtainable, the value of the firm at 

T + e is the excess capital, plus principal and interest receivable,

(1+r̂ ^̂ )v̂ _j_g, less the value of outstanding debt and interest due. Note 

that the debt payment due in period T + e  will be the sum of as many as 

p debts, possibly each with a different interest rate, in period T + e - 1

^Note that the use of the techniques of chapter three implicitly 
assumes all these to be zero.

2Here assets include capital assets, principal and interest re­
ceivable, and capital.
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as many as p-1 debts, etc. To find the value of these debts at T + e 

use as an approximation to the discount rate the rate that makes the 

value of the stream at T + e equal to outstanding debt at T + e. With 

this assumption, the value at T + e of the oustanding debt is,

Wj.
S (Wj.-(t-(t+e-q))— ) .
t=T+e-q+l ^

If the flows occurring beyond T are discounted at a constant rate r, the 

objective function is.

' 1 r /I\ T+eMax + -J— _  + (1+r^ S (w^-(t-(T+e-q))]

The above objective function with the constraints previously 

discussed will be a model that is similar to the model outlined in the 

objectives of chapters one and two.

The Model With Multi-Period Debt, Dividends. Income 

Taxes, and Multi-Level Projects

The definitions of variables and input data, as well as assump­

tions, are repeated below in the order they appear in the model. Unless 

others were noted, the range of t, j, m is [l, T + e], [l,n], and [l,k] 

respectively, where T + e is the last period in which cash flows occur 

from the alternatives considered for acceptance.

Variables :
I

S.J, = The excess capital, at time T, that is not carried forward.
I
= The excess capital from period t, that is carried forward to 

period t+1.

v^ = The amount of capital loaned at the beginning of period t.

(The assumption is made that repayment with risk free interest
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is received at the beginning of period t+1-)

Wj. = The amount of capital borrowed at the beginning of period t, 

repayable with interest r̂ ^̂  on the unpaid balance in equal

r(b) =

principal payments over the next q periods.

The interest rate on debt capital obtained in period t.

x(™) = The acceptance variable for project j, in time period t, at

operating level m, (Assume the first time period that pro-
I

ject j is available for acceptance is in period r ^ T; how­

ever, in the constraints below for the sake of compactness we 

show x̂ j^ as t varies over (1, T+e), The variable is

special in that it denotes both acceptance of the project in
!

total, and acceptance of level m in time period r .)

y(®) _ The acceptance variable for the level of operation m for pro-c j
ject j, in time period t. (For simplicity assume each pro­

ject can be operated at k different non-overlapping levels,

that is d^™ ^ s d^™^. However, by making the invest-tj t̂j tj
ment required to change levels to the zero, and equal rates 

of cash flow for the different intervals, one can make the 

number of different levels be 1, or 2, or ... k.)

Inputs:

r = The discount rate applied to flows beyond T.
II;

•tjâ ™^ = The investment necessary at the beginning of period t to

operate project j at level n during period t. (By conven­

tion â ?̂  = 0 for t < r 5 and â Tj includes both the invest­

ment required to operate project j at level m during time 

period r .)
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c = The combined rate of income tax and dividends. (In the pre­

vious discussion the tax rate on net income was assumed to 

be a constant I, likewise dividends were assumed to be a con­

stant fraction d of net incope after taxes being paid in divi­

dends. Thus, c = I + d(l-I).) 

b^^^ = The rate of net cash flow in period t, from operating project

at level m. (That is, the net cash flow in time period t
(m) (m)from operating project j at level m is b^j , and does not

include the investment a^™\) 

bj. = The capital available for allocation in period t from sources 

other than those considered in the program, 

q = The length of time, in periods, over which all debt is repaid, 

r^̂ ^ = The risk free interest rate, (For example, the interest rate 

on government bonds that mature over q periods. Assume all 

loans made by the firm in question are made for one period at 

the rate r^^\)

k^ = A constant greater than zero. (Under the assumption of this 

model, kĵ is the fraction of the debt-equity ratio that any 

financier would increase the interest rate above the risk­

less rate on a loan to be repaid in q equal payments with 

interest payable in each period on the unpaid balance.)

Aj. = The book value, at time t, of assets that were on hand at 

time zero.

= The book value, at time t, of the assets acquired by invest-
P J t

. (m)ment a . . PJ
kg = The maximum multiple of equity which the firm can have out­

standing at any point in time.
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Disregarding all constraints of dependence, the problem may be 

written as:

T+e w,
- S (V

(l+r)= t=T+e-q+l
' 1 . T+e w

Max V = S„ + — [S„. +(l+r'‘̂ Ov„_- S (w -(t-(T+e-q))-S)] (4.18)
(1+r)®  ̂® t=T+e-q+l %

Subject to,

a) S S au™^x\^^+(l-c) S E bf“^yf®Vs.+(l+c)v -w^ = b̂
j=l m=l ^  j=l m=l ^

b) E E a^”^^jV(l-c) E E b ÿ y ÿ - S  +S + Y + ( w  -(t-(s+l))%
j=l m=l ‘'J j=l m=l J t s=r % ® %

(l-c)r(^))-(l+r(l))Vt_i+(l+c)Vt-w^=bt; t=2,3,.. . T - 1 , T + 1 , . . .T+e

c) S S a!̂”^xlf+ C 1 - C )  S S -S„_i+S + s ' + V ( ^  +(w2 -(t-(s+l))
j=l m=l j=l m=l J J s=r ^

^)(l-c)r^^^)-(l+r(^))v^^+(l+c)v.^-w^ = b^

«  — r  ^ ■

n k t-1 (m) /̂i) t-1 we) wt ̂  k.[At+ E S Ei . .x;/+Ŝ  ]-(l+k2)( E (w .(t-(s+l))-2); all t
 ̂ j=l m=l s-1 s=r ^

(m) ^ (m)f) X , - E x  , . SO; all t > r*
m=l ^ J

g) x^j^- y^j^ à 0; all t, j, m
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h) ^ °' t, j, m

i) ^0; ail t, j, m

j) s 1; ail t, j; m - 1, 2, ... k-1tj tJ

k / \ k / \ 
k) 2/ X . - 2/ X 3 0; ail j, m; t ■ 1, 2, ... Tfe-1 
m-1 m-l t+lj

1) =• 0, 1 

(m)m) y^j s 0; ail t, j, m.

It Is possible to eliminate constraint (d) by substituting the 

right-hand side of constraint (d) for r̂ ^) in constraints (a), (b), and

(c) .

There are several implications resulting from the above assump­

tions. First, as in previous models the discount rate, r, applied to 

flows beyond T is taken to be given. This assumption was criticized in 

chapters two and three, and it must be considered as a weak point in the 

model. Also, the above calculations of the interest beyond T are at 

best a weak estimate; however, if the number of periods to be considered 

beyond T is small compared to the number of periods over which debt is 

repaid, then the influence of not considering the required capital for 

new projects starting beyond T will not be as significant. Again, the 

only support that can be given, as weak as it is, is that this method is 

superior to assuming no borrowing or lending takes place beyond T.

This model does portray both a dynamic internal financing plan 

and a dynamic debt financing plan. The model simultaneously determines
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the allocation plan, retained earnings, dividends, income taxes, the 

financing plan, and the operating level selection. Also the question of 

what values of T and r are to be used has not been answered. Finally 

the implicit discounting scheme and the project evaluation method have 

not been shown. However, the constraint on the interest rate was indi­

cated to only be an example constraint, and therefore any implicit rules 

obtained could only be considered examples.

The model given by 4.18 could be transformed into a chance con­

strained program in the same manner 3.26 was formulated. Other, or ad­

ditional alternatives would be to add a stochastic term to constraint 

4.18(d), Also, the models developed have been very restrictive in the 

loan alternatives allowed, but any alternative to invest, including loans, 

can be considered a project. As with any mathematical programming formu­

lation a person knowledgeable with both the particular problem and the 

model may contribute valuable innovations.



CHAPTER V

CONCLUDING REMARKS

Summary

In this study the capital budgeting problem has been considered 

as a constrained allocation model. Emphasis has been placed on how to 

model a given capital budgeting situation and on the economic implications 

of the resulting model. The models of Dean, Lorie and Savage, and Wein- 

gartner were discussed, and from this discussion some objectives of the 

study were defined.

Weingartner's basic horizon model was discussed in some detail 

to show how he obtained the implicit discount rate and project evalua­

tion method from the dual program. His basic horizon model was extended 

to allow a borrowing rate different from the lending rate. In this case 

the implicit discount rate was shown to depend on the sequence of borrow­

ing and lending in the remaining periods. Once bounds on borrowing and 

lending are added the implicit rate also was shown to depend on the op­

portunity cost associated with tight borrowing or lending constraints. 

These models emphasized the planning of retained earnings and the use 

of parametric programming to determine the feasibility of long-term debt. 

The deterministic problem was formulated as a dynamic programming prob­

lem as the first step in considering the capital budget problem as a
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A final model is developed that allows projects to be operated 

at selected levels. The model formulated so that an investment (perhaps 

zero) is required in the acceptance of a project. Then following accep­

tance the project can, in a given time period, be operated at k different 

levels, each with an arbitrary rate of cash flow per level of operation. 

The model also requires an investment (perhaps zero) for each level, and 

the investment and rate of cash flow can vary from level to level and 

period to period.

In addition the model accounts for assets (book value is used 

in this study) and the payment of income taxes under a fixed percentage 

of income. Borrowing is allowed with repayment over a fixed number of 

periods, and a method of allowing variable-period debt is indicated.

An example is given to show how the financial constraint of the 

firm could be included in the model. In particular, the interest rate 

on debt is constrained in terms of a riskless rate and the debt equity 

ratio. This, in conjunction with a constraint limiting outstanding debt 

in terms of assets, is considered as an example of how financing deci­

sions can be constrained in terms of financial structure.

A dividend policy is included in the form of payment of a fixed 

percentage of net income after taxes. The effect of this policy on the 

maximand is considered. The criterion of maximizing terminal value with 

a dividend policy is shown to be equivalent to the stock valuation prob­

lem.

Conclusions

This study has shown mathematical programming models can be a 

valuable tool in planning capital investments. The formulations of this
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study have demonstrated the use of the models under various physical and 

financial conditions. The several conditions of physical and financial 

dependence between projects that are represented by the different models 

indicate that the constraint method of treating dependence is effective 

in applications. The relationships obtained from the dual problem (Kuhn- 

Tucker conditions in the nonlinear problem) indicate the implicit dis­

counting method gives the planner an accurate method of treating the 

time value of capital. This implicit method does not depend on the as­

sumption of a fixed cost of capital or of a fixed capital structure. In 

addition the above relationship gives valuable information as to the 

"prices" on additional borrowing and lending capacity as well as any 

other constrained resource.

Pre-determining the levels of external^ capital to be made avail­

able over the planning horizon is discouraged. The optimal level of cap­

ital is determined for each time period by allowing for the carry forward 

of capital in the model. Also, the implicit prices are more realistic, 

and the use of parametric programming can be used to determine efficient­

ly the feasibility of long-term debt, once the pre-determined levels are 

eliminated.

The use of chance constrained programming in treating risk 

(flows are stochastic) has the disadvantage of the balance of flow prob­

abilities being conditional probabilities. This model does, however, 

have the advantage of (1) using the same discounting method as the cer­

tainty model discussed above and (2) basing the selection decision on an 

adjusted evaluation that depends on the expected value and variation

^External in the sense that it is not generated by the projects 
under consideration.
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characteristics of the combination of projects selected. The evaluation 

is shown to be more general than the method of certainty equivalents and 

has the advantage of considering the statistical properties of the com­

bination of selected projects.

The model developed to include income taxes, dividends, multi­

period debt, financial constraints, and multi-level projects is an ex­

ample of how constraints can be combined to obtain realism. The major 

advantage of this model over previously developed models is the general 

form of the decision variable. In particular, the freedom to operate 

projects at various levels under a rather general investment program 

makes the model much more realistic for some applications. Many of the 

project selection models discussed in the literature either do not con­

strain the financing of allocations or limit the constraint to debt ceil­

ings. The use of the financial constraints, like those given as examples, 

serves the purpose of relating the capital structure problem to the pro­

ject selection problem. This model does, however, leave unanswered the 

questions of proper determination of the planning horizon and the dis­

count rate to apply to flows occurring beyond the horizon. However, the 

model in chapter four does allow debt financing and investments beyond 

the horizon, a characteristic not allowed by the previously discussed 

models.

Recommended Future Research 

There are three overlapping topics of potential research in 

capital budget problems;

1) The conceptual problems in the economic theory of financing 

the activities of the firm, (see [6, 49, 67])
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2) The mathematical problem of maximizing functions of the type 

presented in this paper, subject to mixed equality--inequality 

constraints, and mixed integer and non-negative variables,

(see [78])

3) The modeling and analysis problem as discussed in this paper.

A number of extensions to the work carried out in this study may be pro­

posed. The first of these is a more detailed treatment of risk. In par­

ticular, research related to methods of transforming the chance constrained 

program into an unconditional probability problem is proposed. Also, 

parametric treatment of the probabilities in this problem could lead to 

interesting economic results. The treatment of the capital budgeting 

problem as a control problem remains inviting. For example consider the 

value of extending the dynamic programming formulation to include random 

elements and the factors discussed in chapter four.

Throughout this study a number of assumptions have been made in 

developing the models discussed. Each of these assumptions is a poten­

tial investigation topic. Of special consideration is the evaluation and/ 

or determination of planning horizon and the discount rate to be applied 

to flows occurring beyond the horizon.

Finally, this study has presupposed an approach to the "total" 

capital budgeting problem of the firm. An investigation of the "total" 

problem by decomposing into sub-problems and using some means of control­

ling inputs of sub-problems is suggested. This possibility is a more 

specific recommendation than the final recommendation of Weingartner:

Something more than formal recognition must be given to organiza­
tional structure if we are to deal with the real problems of decen­
tralization in decision-making for capital budgeting in thg face of 
constraints that are imposed by the structure of the firm.

Ĥ. Martin Weingartner, Mathematical Programming and the Analy­
sis of Capital Budgeting, Ford Foundation Doctoral Dissertation Winner, 
(Englewood Cliffs, New Jersey: Prentice-Hall, 1963), p. 194.
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APPENDIX I

KÜHN-TUCKER CONDITIONS FOR THE DETERMINISTIC EQUIVALENT PROBLEM

The introduction of chance constrained programming requires the 

use of nonlinear constraints. In the analysis of the chance constrained 

problem the necessary conditions for a maximizing solution are used. In 

this appendix the necessary conditions are developed and then reduced to 

the special case of some constraints being non-negative constraints.

Suppose one wishes to determine the vector x with non-negative 

elements x*, x^, ... x^ that maximize the function f(x) which is con­

strained by a set of inequalities

gl(x) a b^; 1 - 1 ,  2 , . . .  m.^

Assume both f and g^ are differentiable functions of x

The necessary conditions were developed by Kuhn and Tucker [65]

in the following manner. To each of the ĝ  ̂and non-negative constraints 
2add an amount where the S£ are determined so that

g^(x) + s^ - b^; i = 1, 2, ... m,

2and - + s^ = 0; i =■ nH-1, m+2, ... m+n.

Define the function as

^In this section all variables without subscripts are vector quan­
tities.
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=(
[■ :^i-m+ <: i = nH-1, nri-2, ... nH-n.

Then the maximization problem can be written as

Max f(x)

Subject to: G^(x,s) =0; i = 1, 2, ... nH-n.

(I)

Next define the Lagrange function

nH-n
L(x,s,u) = f(x) - Su-G-(x,s), 

i=l

and the necessary conditions for a maximizing solution are given from the 

partials of L. Namely,

1)

2)

3)

à*i a*i i

8L(x,.,u) , 0 . G.(*.s) ./du ,

5 L ( x ,  s , u )  

ÔSi,

g j ( x )  + Sj - bj: j = 1, 2, ... m, 
2-X. + s.; m+1, nH-2, ... nH-n.j-m J ’

0 = 2u^Sj^; k = 1, 2, —  nH-n.

Then solving condition (2) for one obtains

2 7 ^k ■ Bk(x); k = 1, 2, ... m,

^k-m’ ^ “ m+1, m+2, ... mfn."k = (2)

Multiply condition (3) by Sĵ /2 to obtain

2UkSfc = 0; k = 1, 2, ... m+n. (3)
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Then substituting (2) into (3) one obtains

Uk(b^-g^(x)) = 0 ; k = l ,  2, ...m. (4)

and = 0 ; k * m+1, m+2, ... m+n. (5)

Kuhn and Tucker then proved that a necessary condition for u^ is u^ ^ 0.

Thus the necessary conditions for a maximizing solution is the 
* *existence of x , and u that satisfy:

1) ÔX.
3f i ■ 1, 2, ... n.

uj

2) (a) Uk(g^(x)-bk)
4
u*

= 0; k = 1, 2, ...m.

(b) UkXk_m = 0; k = m+1, m+2, ... m+n.

u.

(c) u. S 0; k » 1, 2, ... m+n.

Now consider the above conditions when the Lagrange multipliers

on the non-negativity constraint are not included. Consider two cases, 

X* = 0, and x* > 0.

If X* = 0 then from condition (2) and (3) u^^^ is greater than

or equal to zero. Thus if x^ = 0,

:0Xi
* 
"j

(6)

If x^ > 0 then from condition (2b), û ^̂  ̂= 0 and condition (1) reduces to



161 

n ôgj

4

ic
The conditions given by [ô] and [7] with the condition & 0 are given 

by Naslund [64] and used in chapter three.


