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CHAPTER I
INTRODUCTION

Recent advances in computer technology allowed for extensive
research and development in the area of speech signal processing [11[10].
One area that has been quite popular is speech recognition [2]. Most
of the algorithms used in speech recognition deal with only a limited
vocabulary of about 250 words. These algorithms require extensive com-
puter storage and time consuming computation, especially when recogni-
tion must be speaker independent. A specialized area of speech recog-
nition is digit recognition, which is the main topic of this thesis.

It is clear that the recognition of digits requires the recognition of
only 10 words for each language. The limited vocabulary of the spoken
digits and the limited number of phonemes it uses, gives hope that an
efficient algorithm may be found enabling man to communicate easily with
machine. However, the great majority of situations with which we iden-
tify the concept of recognition will be found to involve ultimate human
perception [11][16]. 1In fact, the element of hﬁman perception [19] is
difficult to dissassociate, in our thinking, from the concept of recog-
nition. The problem is essentially one of understanding the human
anatomy of speech production [19] , and acoustics [34][39] in order to
find a simple yet more reliable, and adaptive model which aid in the
development of a robust phonetic algorithm for recognizing an uttered

digit of any presently known language.

i



This thesis presents several new approaches to digit recognition
schemes and emphasizes some newly defined and normalized parameters
based on area functions. These parameters are used in automatic
phoneme segmentation and>feature detection of digits spoken in American
English and Arabic. Algorithms for segmenting speech sounds into vowel,
vowel-like and non-vowel segments are discussed. In addition, parameters
used for identifying vowels and detecting nasal segments, turbulence
noise segments, dip-classification, etc. are described. Furthermore,
an algorithm, based on the correlation coefficients of the RMS energy

together with the back-to-total cavity area ratio, is introduced.

Review of the Literature on

Speech Recognition

This section deals with some of the earlier work on speech recog-
nition, and, in particular, digit recognition. With the widespread
application and recent growth in the use of digital computers, there
has been an increasing need for man to be able to communicate with
machines in a manner more naturally suited to humans. The realization
of this need has motivated a great deal of research in automatic recog-
nition of speech by computer [1][10]. Although only a moderate degree
of success has been obtained in solving the problems associated with
machine recognition of continuous speech consisting of a series of
spoken digits, a greater degree of success has been obtained in recog-
nition of isolated digits. °

Research in the mechanical recognition of spoken connected digits
not only furnished the foundation for significant advances in pattern

recognition and artificial intelligence, but also gave a better



understanding and deeper insight of what a speech recognition system
consists of till now, what will be the new system in the future,

what makes speech recognition a difficult problem, and what aspect and
prospects of this problem remain unsolved. The aim of this research
is to find a better, more economical and viable automatic speech and
digit recognition system.

Automatic recognition of speech is that process by which a machine
attempts to identify correctly certain speech sounds produced by either
a human vocal mechanism or some process simulating the output from the
human vocal mechanism. Ideally, a speech recognizer should not be con-
strained by either limited vocabulary size, vocal differences between
the individual speakers providing the stimu%us to the machine, or any
special conditions imposed upon the mannér fn which speech may be put
into the machine [2][3]. Some special input conditions would include,
for example, isolation of words by delibrate and artificial intervals
of silence or other than normal signal-to-noise conditions. With suit-
able constraints on vocabulary size, number of talkers and input con;
ditions, several recognition devices have been built and tested with
rather encouraging results [2][5][31]

One of the common constraints on an algorithm is the vocabulary
size [5], which requires a forced choice from a group of recognizable
words. Word recognition is suitable for certain applications (for
example, voice dialing of a telephone or programming a computer where
only a limited nﬁmber of commands is required). However, it also has
certain limitations, One inherent limitation in word recognition is
the trade-off which exists between the size of the acceptable vocabu-

lary and the time required for recognition. This trade-off is a



result of the fact that word recognition generally involves matchiﬁg
some pattern of a spoken word with a stored library of patterns of
recognizable words [3]. As the library of acceptable words is increased
the storage limit on the machine must likewise increase. The effective
storage limit of the machine may be increased by the use of external
storage devices, such as disks, tapes, etc. However, the time required
to compare a new word to each of the library words may become so large
as to make the method impractical [2].

It is common knowledge that the same word spoken by the same per-
son will have some pattern differences. These pattern differences
may make it difficult for recognition. Obviously, speaker independent
speech recognition is even more difficult éince the design of any suc-
cessful recognition algorithm demands a quaﬂtitative knowledge of the
words to be recognized in terms of certain features that may be useful.

Therefore, a large amount of data is required from different speakers.
Digit Recognition

In recent years, several schemes for digit recognition have been
described [1][3][4][12-15]. Most of these have used decision trees
based upon empirically derived rules or parameter measurements such as
zero crossings, log energy, LPC coefficients, and LPC error. Also,
the use of normalized error and pole frequency, followed by phoneme
classification of the beginning and ending of the digit has not ful-
filled the requirements for an efficient and accurate digit recogni-

tion system.



Digit recognition systems or algorithms can be developed using

techniques adopted for general speech recognition, such as word and
pattern matching with minor modifications. However it is more practi-
cal, efficient and accurate, to adopt a new digit algorithm scheme
especially at the final recognition stage. One of the advantages is
that digit algorithm requires a much smaller vocabulary than one de-
signed for arbitrary word or phoneme recognition. This may lead to
the development. of a speaker independent digit recognizer. A speaker-
adaptive system that can use comparatively simple pattern-matching
algorithms to recognize the input digit is simpler and more accurate
than any other known system.

For small vocabulary systems, such as digit recognizers with a
large number of potential users, it is not feasible to store training
data for every possible user. Also, most systems cannot train them-
selves on new speakers very rapidly. Thus, the turn—around time of
new users is often a major factor limiting the use of speaker dependent
systems. Consequently it is worthwhile to build up a speaker indepen-
dent recognition system. In addition, the variation with time of a
speaker's voice characteristics may necessitate frequent updating of
his reference patterns. Finally, the design of a speaker dependent
digit-recognition algorithm is dependent on the uniqueness of each
talker's characteristics; whereas, the design of a speaker indepen-
dent digit-recognition algorithm requires identification of a set of
characteristics based on the uniqueness of the phonemic word features
obtained from a large number of speakers of different dialect, accent

and nationality. The scheme proposed here is dependent upon some



newly defined parameters for quantifying such common characteristics.
Also the uniqueness of these patterns and its special features will
contribute to an understanding of the acoustic attributes of speech

that reliably distinguish the various sounds.
Segmentation

Speech sounds are usually represented by a finite number of dis-
tinguishable mutually exclusive, linguistic elements called phonemes.

' This raises the possibility of segmentation of the acoustical conti-
nuum of speech or digit sounds into discrete parts which can then be
associated with specific phonemes.

A discrete representation of the time domain requires a segmenta-
tion of the continuous speech or connected-digit waveform into some
sort of units or "segments'. Using a rectangular window, which is
described in Chapter III, the spoken digit or digits data can be
segmented into n frames. Customarily, each frame consists of 256 data
points, which has a duration of 32 ms [1][7] Corresponding to an 8 KHz
sampling rate. However, it has been found during this research that
a frame of 64 data points gives a more reliable and accurate value for
our purpose. In addition, using 128 data points per frame of duration
16 ms maintain almost the same accuracy and is more efficient, because
it reduces the computational time.

The most often used definition of the term "segmentation" is
phoneme segmentation, in which a given continuous speech sentence is
phoneme segmented. The number of frames per segment varies according

to the duration of the uttered phoneme.



Connected digit, two or more digits uttered successively at normal
speech rate, are characterized by a near-continuous (transition) motion
of the vocal apparatus from sound to sound. This motion involves con-
tinuous changes in the vocal-=tract configuration and its modes of exci-
tation. The set of such transitions is wider and more varied in normal
vocabulary than in the limited vocabulary of the ten integers.

Humans are able to perform the function of segmentation in a natural
way, although, depending on their culture, they may segment phoneme dif-
ferently. One individual might segment a certain word into four distinct
phonemes, whereas another would insist that there are only three phonemes.

This is because some phonemes are indistinguishable variants of the same

phoneme depending on their position in a given word or digit. Thus, it
is unfair to expect a machine to segment a continuous speech or connected
digit waveform into discrete segments so that for every segment there is
one and only one phoneme. However, for a general phoneme-digit recogni-
tion system, it is desirable to have a procedure which first segments the
connected digits into isolated digits, using end point detection used

by Rabiner [9][12].
Speech Input Rate and Pauses

All automatic speech or digit recognition systems can be considered
as belonging to one or two categories: systems designed for the analy-
sis of continuous (connected) speech and those for analysis of isolated
(discrete) speech. The two systems have many features in common, which
tend to obscure some of the differences. However, isolated speech sys-
tems are defined as those systems that require a short pause before

and after utterances that are to be recognized as entities [11][23-27].



The minimum duration of a pause that separates independent utter-
ances is on the order of 100 ms [10]. Anything shorter than 100 ms can
be confused with the closure of stop cénstants in the midst of con-
tinuous speech that can produce stop gaps approaching 100 ms in dura-
tion. In actuality, a stop gap can exceed a 100 ms duration [2][3][10].
For example, the word "seven'" can be spoken with a relatively long
silence interval "sé-". For a trained speaker, however, a lOOIms
minimum separation between digits is a reasonable compromise value.

The speaking rate that can be achieved with isolated speech recog-
nition systems is naturally much less than for connected speech., Speak-
ing rates over 300 words per minute can be achieved quite easily for
short intervals of connected speech. The upper bound for an isolated
word speaking rate has been measured informally for trained speakers
reading digits in random order [6][7][47]. A rate of 120-125 digits/
min. was achieved with the best speakers. Each of the digits was
classified correctly by a machine capable of recognizing isolated utter-
ances. Measuring these rates is not possible without some objective
measure that the words are not connected. The human éar is a fairly
good judge of whether a brief pause actually exists between rapidly
spoken words [5][19][37]. The speech recognition system may have
difficulty locating brief pauses.

Average speaking rates between 30 and 70 isolated words (or
phrases) have been achieved in factory environments by individuals
using voice input systems during their entire 8-hour working day [6].
These average rates will include peak rates close to 120 words/min.

and lower than average rates during light workload requirements.



Another important factor concerns the duration of the utterances to be
classified. A limited vocabulary system could be hypothesized in which
each of the utterances in the limited vocabulary was of considerable
duration. However, the previously used limited vocabulary system ac-

cepts isolated words as short phrases 2-4 sec. in duration [6].
Human Factors

Clearly, many factors must be considered in order to choose a
suitable, well-defined set of parameters for digit recognition. These
parameters must allow for pre-emphasis before they are computed. Con-
sequently, the acoustic and segmental aspects of speech have to be con-
sidered too, and so doing, the importance of "transitional patterns"
of speech might be discovered. Furthermore, despite individual dif-
ferences in voice quality or speech acoustics and sex differences on
speech frequency, the same speech sounds can be recognized. Moreover,
humans have the ability to perceive speech in the presence or absence
of noise and among competing messages which result in loss of informa-
tion [11][37]. Given the same information, machines engineered to
recognize digits have limited capabilities as compared to human lis-
teners. Surely other factors must be considered, such as accent,
educational background, dialects, pronunciation, colds, any upper res-
piratory and hearing abnormalities.

Last but not least, contextual clues permit the listener to anti-
cipate what might be or might have been said. When combined with prior
knowledge about situations or various conversational subjects, one may
be able to follow conversations with less than complete perception

of all the acoustic information transmitted. Whereas in a digit
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recognition system, the perceptual ability of humans depend not only
on the quality of the system to transmit the uttered digits but on the
position of the digit with a set of uttered connected'digits.
Obviously, knowledge of the spoken languages used is fundamental
to speech perception more than digit perception. Speech code must be
comprehended or its sound patterns, in order to understand the digit
order and expand the possibility of compressed digit transmission and

recognition algorithm.
Linear Prediction Analysis

The linear prediction method has become important in the area of
speech analysis and synthesis because it gives considerable insight
into modeling speech production processes [l1]. Also it has been shown
previously that the linear prediction digital filter represents a non-
uniform acoustic tube model of the vocal tract [11]. The computational
aspects of linear prediction analysis and spectral modeling will be
discussed in Chapter III. This research is intended to use newly
defined parameters based on linear prediction analysis and RMS peak
ratio. The new parameters are related to the ratio of front, central
and back cavity volume to total cavity volume. The new parameters

will be used to develop a pattern recognition scheme for each digit.
Previous Systems

One of the first works on the automatic recognition of spoken
digits is based on a circuit analyser and quantizer, followed by a
pattern matching network [12]. The circuitry is designed such that

the frequency band is divided into two bands, upper and lower, with
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the separating frequency of 900 Hz. Note that the first two formants
are generally separated by this. The frequency of the maximum syllable
rate energy within each band is determined using zero crossing. The
plots of formants‘f2 versus f1 for the digits 0, 1, to 9 are stored
as reference patterns and the pattern of the input digit is compared
statistically with the data in store. Unfortunately the statistical
analysis is time consuming. Furthermore, the variability of formants
creates problems in regard to the pattern matching. In this early
system, accuracy range of 97 to 99 percent may be obtained if the same
speaker repeats uttering a random series of digits, with 350 ms pauses
between digits. The accuracy may fall to 50 percent when different
speakers utter a series of random digits.

In the second method, computer simulations are used to compute
the power spectra at 10 ms intervals, and segment the words into vowels
and consonants [13]. Vowels are classified into one of 11 categories by
a multivariate statistical decision, while an emperically derived deci-
sion tree is used to classify consonants into one of three categories.
A simulated filter bank is used to transform the waveform of the spoken
digits into their power spectrum. Each of the 40 filter banks have a
half-power bandwidth of 200 Hz. The convolution interval of the time
function and the filter response is evaluated to find the power
output filter. The ratio of the power output per filter to the total
power is computed. A threshold level is adjusted for each band. Then
a recognition procedure based on the power band ratio for vowel-
consonant, voiced-unvoiced fricative, etc. is developed. This system

has disadvantages that the speaker has to be trained, must speak
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clearly and has to pause between digits. Important features are

lost due to the use of multiple band-pass filters. Also, large varia-
tions in pronunciation cause difficulties in preliminary and final
recognition.

The third digit recognition system is based on simple segmentation
rules accordiné to articulatory feafures [14]. The digits are segmented
according to manner of articulation. Formants f1 and f2 are automati-
cally located and evaluated for vowel-like segments. Each spoken digit
is represented by a sequence of segments and the values of the first
and second formants at the 1lst, 2nd, 3rd, 4th and 5th section of the
segment is computed. Also, the maximum value of the first formant
within that segment is found. An algorithm based on reference patterns
is used to match the input digit against the stored established pat=
terns. Error ratio varies from 1.2 percent to 5 percent if the system
is trained, and 20 percent and more if the system is untrained.

The fourth recognition system shown in Figure 1 was implemented by
Rabiner and Sambur [1][2] for an isolated speaker independent digit
recognition system. The system uses end-point detection, four para-
meter measurements, segmentation of the utterance into intervals, a
preliminary decision tree, and a final class decision digit recogni-
tion scheme. End-point detection is based on the algorithm developed
by the same authors [1][9][12] and uses self normalized measures of
the energy and zero-crossing rate (ZCR) of the speech waveform. The
four parameters that are of interest are the rate of zero crossings,
the energy, and two pole frequencies obtained from LPC analysis and

the LPC residual error. These measurements are made for each frame,
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where the frame has 256 data points with a sampling rate of 8 KHz. One
bf the problems with this method is the location of the word boundaries
and the dependence of the zero-crossing rate.

The fifth recognition scheme is a modification of the last method
[1][4]. A digit segmentation algorithm for continuous digits is added,
then a recognition procedure is developed. The accuracy of recognition
depends on the preciseness of locating digit boundaries and phoneme
segmentation. However, this scheme is less accurate than the one
developed previously for isolated digits.

There are other digit recognition systems considered in terms of
English, French and other languages. However, the systems given above

are the most prominent at the present time.
Thesis Outline

Chapter II deals with anatomy of speech production, and discusses
vocal pitch and loudness, articulations, classification of sounds,
vowels and consonants. Formant frequencies and its importance in spec-
trum analysis is discussed briefly. Effect of intensity of sound and
noise, frequency and segmental analysis and coarticulation are explained
according to theif importance to phonemic digit segmentation and recog-
nition.

Chapter III deals with linear prediction analysis (LPA) and its
application to the digit recognition scheme. Newly defined parameters
are introduced based on area functions derived from LPA. Identification
of boundary locations of connected digits using dip-classification is
explained, along with phonemic segmentation based on acoustic-phonetic

analysis system.
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Chapter IV discusses digit recognition scheme for English. The
importance of primary segmentation, primary recognition, and final
recognition is emphasized. Acoustic-phonetic segmentation and digit
recognition flow chart is explained.

Cﬁapter V deals with the Arabic digit phonemes and its relevence
to proposed scheme. A comparison table of Arabic and English phonemes
is introduced. The modified Arabic digit recognition procedure based
on the decision tree is verified. The final digit recognition algorithm,
recognition results, accuracy and the correlation matrix are given.

Finally, Chapter VI includes conclusions, suggestions for further

research and possibly avenues into speaker verification.



CHAPTER I1
SPEECH MECHANISM
Introduction

Acoustical speech waveform results in an acoustic pressure wave
which originates from voluntary physiological movements of the human
speech mechanism structures as shown in Figure 2. Speech is usually
characterized as language that is spoken and heard, and the term is
referred to the sounds made by the human vocal apparatus. The genera-
tion of sounds of any kind is dependent on tﬁe movements in this appa-
ratus. This chapter describes the anatomy and physiology of speech
production, its key components as related to the phonetic English and
Arabic digits.

The speech waveform is generated due to the variation of bressure
above and below the vocal folds. Air is expelled from the lungs into
the trachea and then between the vocal folds. The position of the
vocal folds across the breath stream allows them to act as a valve to
control air flow. Air from the lungs builds up pressure below the
vocal folds during glottis closure, i.e. during exhalation or expira-
tion. The vocal folds will be forced open as soon as a sufficient
pressure level is reached. The subglottal air pressure will drop

slightly, as soon as a puff of air is passed through the glottis,
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then, the vocal folds return to their closed position due to their
tension and elasticity. The passage of air through a partially closed
‘glottis causes negatiQe pressure, or suction, which contributes to
thé'complete closure of the vocal folds. This phenomenon is known
as the Bernoulli effect [18][19]. The subglottal air pressure will
rebuild until it has sufficient force to overcéme the forces due to
the vocal folds tension and elasticity, and the cycle is repeated.
During the generation of voiced sounds the air flowing upward from the
lungs causes the vocal folds to open and close at a rate dependent
upon the air pressure in the trachea and the physiological adjustment
of the vocal folds. This adjustment includes changes in the length,
thickness, mucus, and elasticity of the vocal folds. Thevgreater the
tension, the higher the perceived pitch of the voice.

The opening between the vocal folds is defined as the glottis.
The subglottal air preésure and the time variations in glottal area
determine the volume velocity of glottal air flow expelled into the
vocal tract. When the movement of the glottis for a complete cycle
is repeated about 125 times per second, a tone is generated that
has the fundamental frequency of the average adult male voice. The
rate at which the glottis opens and closes can be approximately
measured acoustically as the inverse of the time interval between
observed pitch periods of the acoustic wave. The acoustic energy
input to the vocal tract can be determined from the glottal volume

velocity wave.
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Voice Production

When the vocal cords are relaxed, the air flow is unrestricted
through the glottis. When the vocal cords are tensed, their spacing
is restricted and the flow of air causes the vocal cords to vibrate
in such a way as to modulate the flow of air from the lungs. When
the air flow is modulated in this way, the pressure variation of the
flow of air into the vocal tract is quasi-periodic and the sound so
produced is defined as a voiced sound.

After passing through the larynx, the acoustic pressure and ve-
locity variations of the air are modified by the vocal tract and nasal
cavity. The vocal tract is an acoustical tube of non-uniform cross-
section, which has its beginning at the vocai cords and ends at the
lips [18—20]. The nasal cavity has its beginning at the velum and
termination at the nasal meatus. Within the vocal tract and nasal
cavity, the pressure and velocity variations of the air are modified
by changing the position of the lips, teeth, jaw, tongue, velum and
others. These organs are usually referred as the articulators shown
in Figure 3. In the production of speech, the articulators are often
placed in such a way as to produce a constriction within the vocal tract.
This constriction may be made to occur anywhere from the vocal cords
(for /h/, as in /wahid/ for one in Arabic) to the lips (for /f/, as
in five) [19][20]. 1If the constriction is sufficiently narrow, tur-
bulence results, and the vocal tract is said to be frictionally
excited and the sound so produced is defined as a fricative. Friction

may be produced at a constriction within the vocal tract with or without



LIPS

(a)

TEETH

Figure 3.

20

NASAL CAVITY

FRONT PALATE

CENTRAL PALATE

SOFT PALATE

VELUM

UVULA

TONGUE FRONT
TONGUE CENTER

TONGUE BACK

GLOTTIS

A Schematic View of the Articulators and
Places of Articulation Showing the
Partioning Assumed for Classifying the
Place and Degree of Constriction of the
Vocal Tract During Production of Vowel
Sounds



FRONT CENTRAL BACK
.'__\—’__

NASAL CAVITY

21

SOFT PLATE
PHARYNGEAL

MANDIBLE

Figure 3. (Continued)

s / CAVITY
PLATE 4— Ty VELUM
CA
. ///’ ORAL CAV
;I’&/ o, UVULA
7
<<k‘//46;GUE \\
VOCAL
FOLDS
TRACHEA



22

the presence of voicing. When friction and voicing are both present,
the sound produced is called a voiced fricative. When friction is
present and the vocal cords are relaxed, the sound produced is called
an unvoiced fricative. When the vocal cords are used and wheh there
is no friction in the vocal tract, the sound produced is called a
voiced non-fricative.

As pointed out earlier, the vocal tract is a non-uniform acousti-
cal tube which is time varying in shape. The major anatomical factors
causing this time varying change are the articulators. These articula-
tors cause the cross-sectional area of the lip opening to vary over a
range of 0'cm2 with the lips closed to about 20 cm2 with the jaw and
lips open [10][22][24]. ZX-ray data show that the cross-sectional area
of the vocal tract is controlled primarily bj the position and_shape
of the tongue, as shown in Figures 3-5 [18][24]. The tongue usually
forms a constriction or region of minimum cross-sectional area, during
the articulation of vowels. The cross-sectional area can vary from
0.3 cm2 to 10 cm2 at the lips, with a variation of the restriction
radius from dO = .4 cm to 1.2 cm. The distance from the glottis to the
restriction at which the smallest radius is measured varies from
d0 =5 cm to 12 cm, whereas the vocal tract average length is 17 cm,
from the glottis to the lips. In general, x-ray results show that
during the articulation of vowels, the dimensions of the vocal tract
along the length of the tongue are controlled primarily by the positidn
of the tongue constriction and by the degree of tongue constriction.

Whereas in the region beyond about 15 cm from the glottis, the mandible

and the lips determine the cross-sectional area.
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The above discussion is for non-nasal sounds. For nasal sounds,
the velum closeé the vocal tract from the nasal cavity during the pro-
duction of these sounds. The nasal sounds /n/ (wAn/ and /naln/ in
Enélish digits, for example, /m/ (9amanyyh, for eight in Arabic) and
/n/s (/nG/ English and Arabic digits do not have this sound) uses the

nasal tract.
Vocal Pitch and Loudness

Vocal-fold tension is increased by contraction of the vocal-fold
muscle. Releasing more puffs of air in a given period of time increases
the frequency and pitch of the tone produced. 1In other words, the pitch
of the human voice changes in accordance with changes in the mass,
tension, and length of the vocal folds. Aduit male's voices have lower
pitch than female's voices because the male larynx is larger and has
longer folds than the female larynx [18][19].

Adjustment of subglottal air pressure changes the intensity of the
voice; that is, the greater the subglottal air pressure, the more
intense the voice. Pitch is primarily a function of the laryngeal sys-
tem. Loudness is related to intensity, which is primarily a function
of the respiratory system. However, these two systems do not work
independently of each other, and to maintain gbod voice control, the
speaker must use the larynx and the air stream in a skillful balance.
This coordination requires the participation of all the articulator
and many components of the nervous system [23] [25].

Figure 6 is a schematic representation of changes in glottal area

during a vibratory cycle. The area is determined by movement of the
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vocal folds, and the steepness of the slope of any segment of the curve

represents the velocity with which the vocal folds move [22].
Articulation

X-ray observations of the upper respiratory system show that the
llarynx opens into a passageway called the pharynx, which in turn opens
into two nasal and vocal tracts. The walls of the pharynx, the soft
palate (i.e. the velum), tongue, mandible, and lips are somewhat free
to move. Their movements change the configuration of the pharyngeal
and oral airways or tubes. These structures shown by Figures 3 and 4
are referenced before as articulators because they are involved in

the production of speech sounds [22][24]. The soft palate is a muscular
continuation of the hard palate. It is veryimobile and can move
rapidly to close or open the pharyngeal air passage between the oral
and nasal cavities. Movement of the pharyngeal walls toward the

palgte often contributes to the closure of the nasal cavity. The velum
is opened during the production of the nasal consonants /m/,/n/ and

/n/ (i.e., nG). The velum is open during the production of these three
consonants sounds, allowing sound from the larynx to be modified by

the nasal cavities as well as by other articulators.

The front teeth contribute to articulation. This can be approxi-
mated by the movements and positions of the tongue and the lips. The
facial muscles allow the lips to have the proper shape for the produc-
tion of both vowels and consonants. The lips supplement the tongue

fairly well in shaping the vocal tract for the production of vowel and
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consonant sounds. The lip sounds are among the first speech sounds that

a baby acquires, and these sounds can be found in all oral languages.
Classification of Speech Sounds

It is appropriate to introduce the sounds of speech in terms of
the articulators and movements that produce them. The concept of
phonemes in continuous speech and connected digit utterances can now
be easily appreciated. Therefore sounds belonging to different pho-
nemes is classified according to the movements and positions of the
articulators that produce them [1][6][11][24] [26].

It is convenient to divide sounds into vowels, dipthongs, semi-
vowels, and consonants for spoken digits as shown in Figures 7-10 for
digits spoken in English and Arabic, respectﬂvely. Tables I-IV present
the classification of phonemes for digits sp;ken in English and Arabic

according to the tongue positions and classification of vowel sounds

using international phonetic alphabet.
Consonants

Consonants are differentiated by place of constriction, manner of
constriction, or the presence or absence of voicing or laryngeal tone.
Unvoiced consonants are produced due to the flow of air through the
constriction between maximum tongue hump and the palate, while the
vocal folds are not vibrating. Any two consénants will differ from
each other in terms of one or more of these three features. Place of
articulation encompasses the structures from the front to the back of
the mouth, and two articulators are necessary to establish a place of

constriction [18][22]. For example the sounds produced by closure of
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reote) 5 /khAmsdh/ . /i6nan/

6 /sTttdh/ : /9a%a63h/
7 /sAbpdh/ /®amany3h/
8 — — - /6amanydh/

9 /tIspoh/

Figure 10.

Vowels Used in Digits O - 9 Spoken in Arabic
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TABLE I

VOWELS USED IN DIGITS SPOKEN IN AMERICAN ENGLISH, ACCORDING TO THE
DEGREE. OF CONSTRICTION AND TONGUE HUMP POSITION

Tongue Hump Position

Degree of
Constriction Front Central Back
High /i/ : /eri/ [u/ /tu/
/sIks/
/1/ :
/zIro/
Medium lel /A : wAn /ol : /zIro/
: /seven/ e
/e/ /o] ¢ /Prx/
Low
Dipthongs

el: /elt/

/falv/
al:
/naln/
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TABLE II

SEQUENCE OF SOUND CLASSES OF DIGITS SPOKEN IN AMERICAN ENGLISH

Digit

Phonemes Sequences of Sound Classes Notes
0 /zIro/ Voiced fNLC FV VLC BV
1 Jwin/ VLC MV VLC
2 /tu/ Unvoiced SNLC FV BV
3 /eri/ Unvoiced fNLC VLC FV
4 /£or/ Unvoiced £NLC BV MV (VLC)
5 /falv/ Unvoiced fNLC MV FV Voiced £NLC (Dipthong)
6 /sIks/ Unvoiced fNLC FV Unvoiced SNLC Unvoiced £NLC
7 /seven/ Unvoiced £NLC FV Voiced fNLC FV VLC
8 /eit/ FV Unvoiced sNLC (Dipthong)
9 /naln/ VLC MV . FV VLC (Dipthong)

Voiced, fNLC: voiced fricative noise-like consonant
Unvoiced, fNLC: unvoiced fricative noise-like consonant
Unvoiced, sNLC: unvoiced stop noise-like consonant

VLC: vowel-like consonant
FV: front vowel
MV: middle vowel
BV: back vowel
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TABLE III

VOWELS USED IN DIGITS SPOKEN IN ARABIC, ACCORDING TO THE DEGREE
OF CONSTRICTION AND TONGUE HUMP POSITION

Tongue Hump Position

Degree of . .
Constriction Front Central ' Back
High /ibnan/,'2"
/il ¢
/wahid/
/sI_g:_Bh/,'ﬁ'
/1] :
/tIspdh/,'9"’
Medium /el : /sefr/,'0' /khAmsdh/,'5"
/A
/sAbpdh/,'7"'
/6a%absh/,'3"
/3] :
/tIspdh/, '9'
Low /al/ : . /arbapdh/,'4’

{/wahid/,'1"

. /ibnan/,'2'

/a/ .
/8aladdh/,'3"

/eamanyah/,'8' x




TABLE IV

SEQUENCEVOF SOUND CLASSES OF DIGITS SPOKEN IN ARABIC

Digits Phonemes Sequences of Sound Classes

0 /sefr/ Voiced sNLC FV Unvoiced £fNLC VLC

1 /wahid/ VLC Long BV Unvoiced £NLC FV Voiced sNLC

2 /i6nén/ FV Unvoiced f£NLC VLC Long BV VLC

3 /6a%463h/ Unvoiced fNLC MV VLC Long BV Unvoiced fNLC MV Whisper
4 /arbapdh/ MV VLC Voiced sNLC MV Voiced £NLC My Whisper
5 /khAmsdh/  Unvoiced fNLC MV VLC Unvoiced £NLC MV Whisper

6 /s1ttdh/ Unvoiced fNLC FV Unvoiced sNLC MV . Whisper

7 /sAbpdh/ Unvoiced fNLC MV Voiced sNLC Voiced fNLC MV Whisper

8 /0amanydh/ Unvoiced fNLC MV VLC Long BV VLC MV Whisper
9 /tIspdh/ Unvoiced sNLC FV Unvoiced fNLC Voiced £fNLC MV Whisper

Voiced, sNLC: voiced stop noise-like consonant

Voiced, fNLC: voiced fricative noise-like consonant

Unvoiced, sNLC: unvoiced stop noise-like consonant

Unvoiced, fNLC: unvoiced fricative noise-like consonant

VLC: vowel-like consonant (semi-vowels), Liquids and Glides

FV: front vowel

MV: middle vowel

BV: back vowel

Note: All vowels are short vowel, except /a/, which is a long vowel.

LE
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lips (/p, b, m/) as in /arbapdh/ (four in Arabic) and /6am§ny3h/ (eight
in Arabic). Constrictions produced by lips and teeth results in the
production of sounds /f, v/, as in four, five, and seven. During the
production of a stop sound, articulators momentarily occlude, or stop,
the oral air passage. Air pressure is built behind the occlﬁsion and
releasing this results in a stop sound, such as /t/ as in two, and /d/
as in /wahid/ (one in Arabic). The affricates are much like the stops,
except that the pulse of air is sustained a bit longer as in /t/ and
/dz/ [24][25]. Fricatives are caused by the approximation of two arti-
culators, thus directing exhaled air through a narrow opening, causing a
relatively continuous stream of noise. The nasals are sounds that are
made by lowering the velum, thus directing the sound stream through the
nose rather than the mouth. The semi-vowel glides /w, r, j/, as in
/wAn/, /for/ and /wahid/ are made with more constriction than vowels,
but not enough to cause turbulent air flow. The third type of conso-
nant however is differentiated by the presence or absence of voice,
since some consonants are voiceless and some are voiced. The onset of
vocal-fold vibration occurs earlier in voiced than in voiceless con-
sonants. That is, vocal-fold vibration is present during portion of
the consonants that are perceived as voiceless [18-20]. On studying
the phonemes that are used only in spoken digits, the terms vowel-like

and non-vowel-like is applied.
Vowels

Classification of vowels require a different analysis from that
used for consonants. All vowels are voiced. Although lip configuration

is important, differences among vowels are determined primarily by the
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position of the tongue tip, tongue edges, and tongue body. Denes and
Pinson [21] classify vowels in terms of the position of the highest
part of the tongue body. For example, they state that when the tongue
body is positioned as high and as far forward as pOésibleIWithout
causing turbulence when tne lips are spread and when voicing is pro-
duced, the vowel /I/ (as in /sIks/ results.

Vowels are classified as front, center, and back and as high,
middle, and low relative to the position of the tongue body in the
oral cavity as shown in Figures 3 and 4 and Tables I and III. The
approximate positions of American English vowels relative to one another
can be clearly indicated. Whereas, dipthong sounds are produced when-
ever a shift in tongue location from that associated with one vowel to

that of another vowel results (as in /eIt/ add /naln/).

Speech Acoustics

An understanding of certain principles of acoustics must be
acquired in order to comprehend the production and transmission of
speech., Speech is an acoustical phenomenon, and it is a special case
of sound production [34]. Although vibration is not sound unless it is
heard, but for convenience, it is feasible to accept simply that sound
occurs as a result of vibration , as shown in Fiénre 11.

A source of energy is needed to set a vibrator in motion, for
sound generation. Exhalation of air from the lungs may be considered
to be the source of energy, and the vocal folds to be the vibrator,
for the production of speech. The air in the cavities of the throat

‘and mouth provides the elastic medium for the transmission of these



Figure 11, Distribution of Volume Velocity at the
Frequencies of Each of the First Four
Resonances of an Ideal Neutral Articu-
lation in Which the Vocal Tract Simu-
lates a Tube of Constant Cross-Sectional
Area
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vibrations or speech sounds. It is feasible to assume that the vibra-
tion of the vocal folds causes a series of compression waves or pressure
changes in the surrounding air. Since reception and perception of
speech>by the ear depends on air conduction, special attention mugt be

given to the mode of sound transmission in air.
Sound Propagation

Sound waves in air are described as longitudinal waves, because
the molecular movement in air is horizontal, or parrallel to the
driving force. Sound waves travel as a result of the patterns of
molecular displacement in the same direction as the applied force, and
the intensity fade away as the distance from the source increases.'
The density of the material which is defined &s "the number of molecules
per unit volume'", determines the velocity at which sound may be propa-
gated. It is well known that sound travels faster in denser materials.
For example, sound travels faster through steel (about 15,000 feet/
second) than through air (about 1100 feet/second).

The theory of speech as wave motion and how speech waves are
produced and heard is usually included and cévered by the acoustic
of speech, which is the field of study, that inspired researchers of
various specialties during the last decades. Speech sounds defined
from their production within the vocal tract have been till now, the
most interesting and popular field of research for classical phonetics,
well known as articulatory phonetics. The speech wave, which is defined

by the sound pressure variations at a pdint in front of the speaker
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has not only been of great concern to speech research of communica-
tion engineers, but also of more concern to speech pathology research-
ers., Complete specifications of the speech wave can be obtained with

the aid of modern sound recording and analysis techniques.'
Resonance

The vibration of the vocai folds produce only a compléx buzzing
sound in isolation. However, in normal speech prodﬁction, the vocal
folds cause variation of pressure, which resonate the vocal tract.

The quality of voiced sounds produced by the vocal tract resonance,

is quite different from that which would result from vocal-fold vibra-
tion alone. Hence, it is clear to state the fact that the spectrum
of an acoustic signal is influenced consider@bly by the acoustic
environment in which the signal is produced and propagated [ 35][39].

By examining the concept of resonance, it can be depicted that
all objects or volumes of air in open and closed tubes and cavities
vibrate more réadily at certain frequencies than at others. That is,
the cavity will act as a selective filter, passing some‘frequencies
and rejecting other frequencies. In other words, all objects
or volumes of air in open or closed tubes, and cavities, have certain
natural frequencies of vibration and thus are more responsive to those
frequencies. Consequently, when sound with a complex spectrum are
produced, the frequencies in that complex waves inherent resonances
frequencies, with greater amplitude if these frequencies are the natﬁ—
ral frequencies of a given object or volume of air. This is due to

the fact that an object will resonate in sympathy of the vibrating
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source. Thus, when sounds with a complex spectrum are produced, the
cavity resonates more freely and resonance frequencies with greater am-
plitude are generated if these frequencies are the natural frequencies
of a given object, cavity or volume of air.

Iﬁ the acoustics of speech, the concept of resonance is of. great
importance and of particular significance. The vocal-fold vibration
contains a fundamental frequency with certain harmonics or overtones,
since the vibration of the vocal folds is quasi-periodic. The vocal
tract will respond to certain frequencies generated by the vocal folds
and reject the o;hers since the cavities of the vocal tract act as a
‘-resonator with certain natural frequencies. The vocal tract may assume
different resonant frequencies, because, the ;avities of the vocal

tract are modified continuously during the production of speech.
Formant Frequencies

The resonances of the vocal tract are usually called formants,
and the frequencies to which they respond more are known as the formant
frequencies. The spectrum of vowel sounds have very apparent formant
frequencies, and are revealed as resonance peaks, that is, the peaks
of maximum energy or amplitude at given frequencies. Different
formant frequencies also occur since the configuration of the vocal
tract must be changed to produce differené speech sounds. The funda-
mental frequency and resultant harmonics are produced by the vibration
of fhe vocal folds. The resultant resonant frequencies are not the

same as the harmonics produced by the vocal folds unless by coincidence
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because the formanf frequencies are produced from the changes in the
time-varying vocal tract [18]. Figure 12 depicts a periodic signal gen-
erated by the vocal folds and the resultant harmonic spectrum, which re-
flects the fundamental frequency of the vocal-fold vibration and the
respective harmonics. Also the vocal—tréct configuration and the reson-
ant of formant frequencies that occur as a result of vocal-tract reson-—
ance due to the vocal-fold output are clearly indicatedvin Figure 12,

As mentioned earlier, vowels are characterized by quasi-periodic
signals and formant frequencies. Consonants are characterized by
random signals which may or may not include periodic information as a
result of voicing. The voiceless consonant contains only aperiodic
vibration, which results from air turbulence produced by changing and
constricting the size of the orifice of the m?uth and friction or inter-
ference in air flow by the articulators such és the tongue, teeth, and
lips. Voiced consonants include the quasi-periodic vibration of the

vocal folds and aperiodic vibration depicted in voiceless consonants.
Acoustic Characteristics and Perception

The two speech parameters that are widely uéed in speech analysis
are intensity and frequency. The effects of intensity is first con-
sidered since intensity changes are the least complicated subject to
study. Speech must be sufficiently loud or intense to be clearly
understood. Among the various speech sounds of English, the intensity
range is 680 to 1, or 28 dB, from the weakest to the strongest speech

sound [ 11][16][18]. The energy or sound pressure of normal speech measured
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at one meter from the lips of the speaker is about 62 dB. Speech

signal might reach a sound-pressure level of about 85 dB, if a person
talks as loudly as possible, while the softest speech is about 45 dB
[16][21] .

Vocal-folds vibratiop supply the internal enefgy to drive the
vowel sounds. The fundamental frequency of the vocal folds is about
125 Hz for males and 250 Hz for females which is an octave higher.
The primary energy in vowel sounds is of low frequency, since vowel
sounds are quasi-periodic signals composed of the fundamental and
related harmonics of the vocal-fold vibration. Also, most of the
energy or power of speech are known to be carried (acquired) by
vowels and in addition have longer duration than consonants; In fact

60 percent of the energy or power of spoken épeech utterance is con-
tained in the frequency range below 500 Hz, ;hich contribute only

5 percent to intelligibility. Also, 60 percent of the intelligibility
is contributed by the frequencies above 1000 Hz with onlyv5 percent of
power. Thus most of the power is carried by the vowels, or low-
frequency sounds, while the consonants, or higher-frequency speech

sounds, which carry lower power, are much more important for speech

intelligibility [21].
Effects of Noise

The intelligibility of speech in quiet listening enyironment is
not generally a difficult task. Frequently speech is perceived in the
presence of noise, in real-life situations. However, noise does not

always interfere seriously in understanding speech unless the noise
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and the speech occur in the same frequency range. When this situation
occurs, the relationship between the signal-to-noise is important.
Speech intelligibility, however, is not affected provided that speech
is 100 times more intense than the noise [43]. Speech intelligibility
fo; digits might be reduced by 50 percent if speech and noise are of
equal intensities [16]. Speech can be perceived and understood even
when it is of lower intensity than noise if the speech and the noise

come from two different directions.
Frequency and Intelligibility

Frequency content is obviously important for speech intelligibility.
Experiments in which filters are used, depiqted important findings, such
as the intelligibility of speeéh for one—sylhable words is slightly re-
duced when frequencies above 1600 Hz are eliminated. But intelligibility
is reduced by 25 percent when filtering is extended to 800 Hz. Whereas
intelligibility is not significantly affected when frequencies below
1600 Hz are eliminated. In general, the intelligibility of speech is
reduced further by about 25 percent when all frequencies below 3200 Hz

are filtered out [6][8][9][50].
Segmental Analysis

The perception of vowels depends on the respective formant fre-
quencies of the sound which is revealed by a segmental analysis of
vowel sounds. Men, women, and children all use about the same vocal-
tract configurations to produce the same vowel sounds,»even though
different individuals have varying sizes of vocal mechanism and vocal

tracts. The relationship among formant frequencies is about the
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same even though the formant frequencies may be higher or lower for
different people.

Consonant sounds are produced by the constriction of the vocal
tract and many are classified as either fricatives (i.e. "s" in /sIks/
or plosive or stops (i.e. "t" as in /tu/). Spectral or frequency
differences make it possible to distinguish among fricative sounds.
This can be seen from the phoneme in the digit /sIks/, i.e. "s" which
has little energy below 4000 KHz, with a resonance peak between 4000
and 7000 Hz [20]. When the turbulenf air stream is stobped by closure
of the vocal tract and then released, stops or plosives are produced.
The initial plosive "t" in the digit /tu/ is more forcefully exploded
than the final plosive "t" in the digit /eIt/. Similarly, initial
plosive is forcefully exploded in Arabic digits as in /0a2a6dh/ and
/wahid/. Thus plosives occurring in the initial position of a digit,
are exploded more strongly than those occurring at the final position
of a digit. Sﬁectral differences are very essential to distinguish
plosives among one another and from consonants, such as the voiced
plosive "b" in the Arabic digit /arbapdh/, which has most energy between
500 and 1500 Hz. In contrast, '"t" and "d" have a higher spectrum, with
energy up to about 400 KHz. Classification of plosives, however, can
be influenced significantly by its use in a spoken digit. Phoneme
recognition is possible by segmenting speech and using the above analy-
sis.

Methods of segmentation of isolated words into phonemic units have
typically utilized information pertaining to rapid changes in the
energy concentration in the frequency spectrum of the speech waveform

[71[47][48]. The task of performing segmentation, i.e. a subdivision
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of the uttered word into discrete consecutive phoneme sections, is a
very important basic step towards machine phonemic recognition. In
previous research, primary segmentation is used to group together
similar acoustic adjacent minimal segments [52]. If the difference
between corresponding parameters is less than a minimum, ;hen two
parameters should be considered as identical. Transitional segments
where the acoustic characteristics vary with time considerably, is
very difficult to locate, therefore secondary segmentation procedure is
used to correct possible errors of the primary segmentation. This
technique involves much computational work, hence it is not efficient.

Several segmentation techniques have been developed for continu-
ous speech, apart from modifying the segmengation techniques used for
isolated words, to perform segmentation of connected digits. This
leads to the problem of words or digit boundary locations.

The problem of accurately locating the end points of an utterance
is actually a specific case of the more general problem of labeling
an interval of a signal as silence, unvoiced, or voiced. If one had
a perfect technique for this three-level decision, the end point-
location problem would be trivially solved. However, such an ideal
algorithm does not exist as yet. Therefore, partial solutions to this
more specific problem of isolating speech from a noisy background have

been examined.
Coarticulation

The recognition of specific sounds, or phonemes, might be influ-

enced in connected rather than in isolated digits. Speech, however,
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has been considered to be composed of‘a sequence of distinctive, separ-
ate sounds; by analogy, 'beads on a string'". This is essentially the
case in analysis of sounds in isolated digits, but actually is not the
case in an analysis of connected digits or continuing speech. Coarti-
culation is a term given whenever there is an interaction of associated
sounds. Due to the configuration of the vocal tract for any given
sound being influenced by the shape required for the previous sound and
respiratory movement for production of a following sound, and because
the vocal tract is coﬂtinuously in transition in the production of

connected digits or continuous speech, coarticulation occurs [10].
Vowels

The position for a vowel sound can be aésumed essentially to mean
shaping the resonators in such a way as to produce the desired acous-
tic effect. It is clear that the vowel sounds are continuants. In
other word, the speech mechanism assumes the position for the vowel and
holds it with relatively little movement for a measurable fraction of
a second while the sound is produced. Although the periods of time
involved are small, continuants are characterized by these brief per-
iods of holding. By contrast, the glide sounds are produced while the
mechanism is in mbvement and their identifying characteristics are the
result of this movement. In general, a pure vowel is defined as one
in which the mechanism is held relatively stable in contrast to the
glides in which the movement is the essence of the sound [39][50].
Noting that the term continuants is applied or referred to vowels,
fricative consonants and nasals, while stops refers to plosive con-

sonants and glides to inter vowel.
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It is the function of the articulatory mechanism to break up and
modify the laryngeal tone and to create new éounds within the mechanism
itself. 1In fact, the speech mechanism as a whole not only articulates,
i.e. jdin'tégether, but'élso separates and molds the sounds delivered
to it by the vibrator and resonator mechanisms. In addition it creates
new soﬁnds within itself by utilizing the energy supplied by the power
mechanism in such a way as to produce within the oral cavity frictional
noises that are independent of the laryngeal tone. Because of this,
the articulatory mechanism assumes considerable importance to speech
researchers.

Speech mechanisms can be divided into four units, distinct func-
tionally but overlapping structurally. Thesg units are: the power
mechanism, the vibrétory mechanism, the resohator mechanism, and the
arficulatorybmechanism. These various functions and structures are
coordinated through the activity of the voluntary nervous system. This
coordination is made possible by four types of activity carried on by
the nervous system: (1) motor activity that provides the stimuli that
causes muscles to contract; (2) sensory reporting that gives informa-
tion as to how the movements were produced; (3) auditory monitoring
that makes possible the setting up of{ and conformance to, speech
standards; and (4) the associative function that ties up the auditory
symbol with its meaning and with the motor pattern necessary to pro-

duce it.



CHAPTER III
CONCEPT AND COMPUTATIONAL TOOLS
Introduction

Due to the complex nature of speech process, it is suitable to
have a parametric representation of the acoustic waveform which can be
used to extract certain desired speech characteristics. Such para-
meters, used to describe the acoustic waveform over a specified time
interval, might include Fourier coefficient;g RMS energy, rate of zero
crossing or the locations and values of predominant spectral peaks. The
Fourier analysis is the most generally used technique for obtaining
quantitative information about the speech waveform. Speech is, in
general, non-stationary, and can be considered as stationary on a short-
time basis. The short-time analysis is discussed in a later section.
The segmented speech needs to be described by a set of well~defined
parameters, so these can be used in a speech recognition scheme. These
parameters must be simple, yet convey qualitative and quantitative
information and characteristics of speech signals.

Due to the fact that linear prediction model and the acoustical
tube model are equivalent, thé reflection coefficients can be obtained
from the area functions, and visa versa [17][41]. Figure 13 shows
that the vocal tract is considered as a set of interconnected sections

of equal length and varying cross-sectional areas. The linear prediction
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analysis model, to be discussed in the next section, is used because

it is related to the acoustical tube model. The LPA not only filters
out all voiced speech and formants, giving out the pitch period and
random noise, but also allows for extraction of some useful parameters
needed in the speech algorithm such as area functions. The estimation
of the equivalent area function from the reflection coefficients pro-
vide for computing either part or the total equivalent afea of the vocal
tract cavity.

A mathematical discussion of LPA, autocorrelation method, window-
ing and pre-emphasis is presented. Parameters in terms of the vocal
tract cavity ratios are defined, based on the facts obtained from x-ray
pictures, that three cavities are observed. The ideal way to compute
the RMS energy of the speech waveform is stated. Algorithms used for
smoothing the RMS energy is discussed briefly with the aid of a block
diagram. Parameters used for dip-classification algorithm are clearly
defined. Finally, short-time analysis is briefly introduced. Also,
window method is utilized for segmentation scheme and an overlap method
is used in the end-point detection algorithm, for detecting digit

boundaries accurately.
Linear Prediction Analysis

Linear prediction analysis applies to a class of problems in speech
analysis and synthesis in which the present sample is predicted by a
linear combination of past samples. The solution is obtained by solvingA
a set of linear simultaneous equations based upon the least-square error
criterion of optimality. From the solution, an all-pole digital filter

can be derived, which has a discrete frequency response that closely
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matches the smoothed spectral characteristics of the analyzed signal
[29][44][63]. The significant advantage is that accurate spectral
representation is obtained with only a few parameters over a 10 to 32
msec. signal. |

An imporfant form of linear prediction has been déveloped which
is referred to as the aufocorrelation method [31]. The autocorrelation
method is very popular in speech processing, as it allows for a simple
implementation when compared to the covariance method [1]. Furthermore,
the pa?ameters derived from an acoustic tube model can be related to a
set of parameters in the autocorrelation method. Therefore, the auto-
correlation method is used in this thesis. A brief review of the auto-

correlation method is given below.
The Autocorrelation Method

Let S(m) be the speech signal and Sn(m) be the windowed speech signal.

That is,
Sn(m) = S(mtn)w(m) 1)

where w(m) is a window (for example, a Hamming window) of length N. It
is clear that Sn(m) is non-zero only for 0 < m < N-1. Let the predicted
signal §n(m) is expressed by

~ P

S = -

n(m) z a, Sn(m k) (2)

k=1
where ak's are some constants that are to be determined and p is the
order of the prediction. The prediction error En is defined by
N=p-1

2
E = $ e (m (3)
m=0 n
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where

en(m) = Sn(m) - §n(m). | (4)

The coefficients a, -are obtained by minimizing En in (3). This mini-

mization results in a set of normal equations

p .
Rn(i) = kzl a, Rn(li—kl) » 1 <i<p - ()

where Rh(k) corresponds to the kth autocorrelation coefficient and is

given by
N-1-k
Rn(k) = mio Sn(m) Sn(m+k) . (6)

It is well known that if (5) is expressed in a matrix form, the
coefficient matrix is a symmetric Toeplitz. There are several»effi—
cient algorithms (Levinson's, Durbins's and T;ench's algorithms) [1]
available to solve (5).

The Durbin's algorithm (27) is considered to be most efficient
and the ak'é in (5) can be computed using this method. This method is

used in this thesis. For completeness, the algorithm is given below

in terms of Rn(k). For simplicity, the subscript of R is omitted.

E(O) = R(O) ¢))
i-1 . .
k, = [%(i) . a.(l'l)R<i-j£] e 1 ci<p (8)
i j=1 ] - -
1) _
a;"’ = ki (9)

1) _ G- _, G-

a. . .
| J ii-]

, 1 <j<i-1 (10)

(i-1)

g - (l—ki)E (11)
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Equations (7)-(11) are solved recursively for i =1, ..., p'and the

solution for (5) is given by

-a® [ 1<5<p (12)

a,
J J

Transfer Function Relation

The Z-transform or the error sequence en(m), E(Z), can be expressed

in terms of the Z-transform or the windowed speech signal S (m), S(Z),
) n

by

E(2) = [1-F(2)] s(2) (13)

where

F(Z) i (14)

1l
|
I Mo
)]
N

The block diagram representation of Equation (15) is shown in Figure 14.
Vocal Tract Division

In a later section some new parameters are defined based upon
fourteen section representation of the vocal tract [8]; as shown in
Figure 15. In a recent paper, the vocal tract has been considered in
terms of two major sections, called the front and back sections as
shown by the dotted lines in Figure 15 [8]. X-ray analysis shows that
the vocal tract is actually divided into three cavities [18j; namely

front, central and back, as shown by the solid lines in Figure 15.
Reflection Coefficients

Corresponding to the fourteen sections, a set of reflection
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coefficients can be defined. These are

ki=Xi—t]-‘————-,liif_p=ll; (15)
441
AtL

where Ai corresponds to the area of crosssection of the ith section.

It is clear that ki is bounded between -1 and +1. Also, it follows from

(15) that
i 1+ki
a =% » l<i<p-1 (16)
i+1 i
and
1+k
= -——-P- I 17
Af Tk A+l | 1n

Since ki inv(15) is of interest, and ki is a function of a ratio of
area function, it can be assumed that Ap+l = 1 without losing any gen-
erality.

The area's Ai's are functions of the reflection coefficient as
shown in (17). The reflection coefficients are related to the ai(i) in
the Durbin's algorithm. This is shown in Equation (9). The transfer
function of a lossless tube model consisting of p sections has the
same form as the transfer function derived from the linear prediction

analysis. The reflection coefficients ri's obtained from the acoustic

tube model are related to ki's by the equation

r, = -k, . (18)

Using this relationship, Equation (18) can be expressed as
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A = —2 A (19)

Parameters in Terms of Vocal Tract

Cavity Ratios

Several parameters are defined below for future use in the digit
recognition scheme. The front-to-total cavity ratio (FTR) is defined
in terms of Ai’ the area of cross section of the ith section, by

p-10

FIR = z Ai
i=1 i

(20)

™Mo
>

1

where p corresponds to the total number of sections (14 here) in the

i

vocal tract. Note that A A3, and A4 corresponds to the areas

1° A2’
of cross-section in the front of the vocal tract (see Figure 15).
Also, 2? A, corresponds to the total sum of the areas of cross-sec~
‘tion. i;ie central-to~total cavity ratio (CTR) is defined by

p-4 P :
CIR = L A, I A (21)
i=5 i=1

The back-~to-total cavity ratio (BTR) is defined by

P P
BTR = I A, L A (22)
p~3 * i=1 1 {

The front-to-back cavity ratio (FBR) is defined by [87.

FBR = max (Al’ . e ey A4)/max (AS, e e s Ap) (23)
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Finally, the signed front-to-back cavity ratio (SFBR) is defined by
SFBR = Sgn(kl) * FBR (24)

where sgn(kl) corresponds to the sign of the first reflection coeffi—’
cient.

The digit recognition uses several other parameters. Before
these can be defined, short-time analysis in terms of energy is

discussed below.
Short-Time Energy

The amplitude of the speech signal varies appreciably with time,
and there is a significant difference between the amplitudes of voiced
segments and unvoiced segments. It is convengent to apply the short-
time energy of the speech signal to extract the variations in ampli-
tudes. The short-time energy (En) is defined [1]

[+

E = 1 [x(m)m(n—m)]2 (25)

n -
m=—00

where (n) is a window function and x(n) corresponds to the speech

signal. Equation (25) can be written as

-

E = I x (m)-h(n-m) (26)
m=—oo

where

h(n) = wz(n) . (27)
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Equation (28) implies that the signal xz(n) is filtered by a linear filter

with impulse response h(n).

In this thesis the energy is computed using a rectangular window.

wh) =1 0 <n f;N -1 (28)

=0 ‘ otherwise

Therefore the short-time energy of a discrete-time signal is defined as

n 2 » '
E = )3 x (m) (29)
m=n-N+1
This implies that, the short-time energy at sample n is simply the sum
of squares of the N samples n-N+1 through n.

It is appropriate to point out that othér windows, such as Hamming

window, have been used in short-time analysis. For the particular
application, retangular window is used for simplicity. For linear pre-

diction analysis, Hamming window is used. For future use, the Ham-

ming window function is given below.

h(n) 0.54 - .46 cos (2m/(N-1)), 0 <n <N -1 (30)

= 0, otherwise.
In the following the pre-emphasis aspects are discussed.
Pre-emphasis

For the purpose of distinguishing voiced and unvoiced speech seg-

ments, the speech signal is passed through a system that emphasizes the
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frequency:rangethat is desired. For example, low frequéncy emphasis
can be used if the voiced segment is of concern. Similarly, the high
frequency emphasis can be used if the unvoiced sound is of concern.
The low and high-frequency pre-emphasis implementations arevdescribed
by Figures 16 (a and b), respectively.

The low and high frequency pre-emphasized signals can respectively
be given by

x;(n) = x(n) - u-xg(n-1) (31)

x(n) - p*x(n-1) (32)

X, (n)

where p is usually referred to as the pre-emphasis factor.
| Pre-emphasis values of u = -0.5, -.7 and -1.0 have been used, and

it has been found that u= -1 gives decent results and, therefore, u= -1,0

is used in this thesis.
RMS Analysis in Speech Processing

As mentioned before, the short-time energy reflects the amplitude
variations of the speech signal. In fact, significant variations of
energy is noticed during production of speech sounds especially vowels,
semi-vowels, and voiced consonants. Useful phonetic features can be
extracted from the speech signal by using the short time energy

analysis. Equation (29) will be used here and is redefined here as
x> | (33)
n

E =

NPS
n‘ .

i=1

where NPS corresponds to the number of data points. In speech process-

ing literature, (RMS)n is defined by
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Figure 16. High and Low Frequency Pre-Emphasis
Block Diagram

64




NPS
(RMS) = I x_/NPS
n . n
i=1

Note that (34) is strictly not root mean squared value, but it gives the

energy per frame, which is a measure of RMS,

65

(34)

In order to extract qualitative useful phonetic features from the

RMS energy, smoothing is applied. Smoothing out the undesirable ripples

in the RMS energy effectively discriminates voiced segments from

unvoiced segments. In order to distinguish significantly between vowels

and voiced consonants and detect voiced and unvoiced segments, the RMS

speech energy of the utterances must be quantized. Quantization

aspects are discussed in a later section.

Double Smoothing Algorithms

In speech processing applications, measurements and processing
errors can occur in thé data. The data, therefore, will exhibit
siﬁgle— or double~ point sharp discontinuities of short duration,
The data could also have sharp, isolated discontinuities of very
short duration due to imperfect analysis procedures. In order to

eliminate all the undesirable roughness and discontinuities in the

uttered speech, a suitable and appropriate smoothing algorithm must be

utilized. A practical smoothing algorithm has been proposed for

speech processing [32], which is a combination of median smoothing

and linear filtering. Median smoothing preserves signal discontinuities

if the signal has no other discontinuity within (N/2) samples.
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The basic concept of a linear smoother is the separation of the
signals based on their approximately non-overlapping frequency content.
For non-linear smoothers it is more appropriate to consider separating
signals based on whether they can be considered smooth or rough (ﬁoise—'
like).

Thus a signal x(n) can be considered as x(n) = S[x(n)] +_R[x(n)]

[1] where S(x) is the smooth part of the siénal X anle(ijis the
rough part of the signal x. A non-linearity which is capabie of
separating S[x(n)] from R[x(n)] is the running median of x(n). The
output of the running median smoother, ML[x(n)], is simply the median
of the L numbers, x(n), ..., x(n = L + 1). Running medians of length L
have desirable properties for a good smoother [32].

An ideal compromise is to use a smoothiné algorithm based on a
combination of running medians and linear smoothings. The running
medians provide some smoothing, and the linear smoother can be of a low

order system. A 3-point Hanning filter with an impulse response

1/4 n=20

h(n) =
=1/2 =1
= 1/4 = 2 (35)‘

is usually adequate, so that delays can be exactly compensated, due to
the symmetry of the linear filter,

Linear smoothers are usually used in speech digital signal
processing because they obey a superposition principle and they are
time or shift invariant. Figure 17 shows two examples of data sequences
which are to be smoothed. For case 1, a slowly varying waveform has

been corrupted by a high frequency noise component. For this case a
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(a) W

(b)

Figure 17. Two Examples of Noisy Signals
to be Smoothed
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linear smoother (or low-pass filter) is entirély adequate for filtering
out the noise. 1In case 2, there is noise-like component superimposed
on the signal, and the signal displays noticeable sharp discontinuities.
The discontinuities here contain much high-frequency energy, and are
indistinguishable from the noisy component, as far as their spectral
coﬁtent is concerned. A linear smoother shown in»Figure 18 would
therefore smear out sharp changes in the data as well as filter out the
noise, For cases like the data shown in Figure 17b, a nonlinear
smoother is desired, which is capable of preserving sharp discontin-
uities and filtering out the superimposed noise. The algorithm

based on 3-point running medians is illustrated in Figure 18. The
input x(n) exhibits sharp discontinuities atin = 6 and n = 11. The
output y(n) is defined as the 3-point-median of x(n - 1), x(n), and

x(n + 1), i.e. middle value when these three inputs are ordered in
value. If a median greater than 9 is used, the discontinuity would

be smoothed out and y(n) would be flat.

An important property of median smoothers is their ability to
follow low-order polynomial trends in the data as seen in Figure 19. It
is seen in the figure that a 3-point-median follows low polynomial
trends, whereas a 7-point-median has smoothed out the quartic polyno-
mial considerably.

As mentioned before, median smoothing preserves sharp discontinu-
ities in the data, but it fails to provide sufficient smoothing of the
undesirable noise-like component. An ideal solution is a smoothing
algorithm based on a combination of running median and a linear

smoother as shown in Figure 20. The output y(n) of the simple smoother
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in Figure 20 is a smoothed version of x(n), say S[x(n)]. If this
simple smoother is not adequate to fulfill the requirements, a double

smoothing algorithm can be used as shown in Figure 21.
since y(n) = S[x(n)] (36)
then z(n) = x(@) - y(») = R[x(n)] (37)

Smoothing of z(n) yields a correction term, which is added back to
y(n) to give w(n), the second approximation to S[x(n)]. Hence y{(n)

satisfies the relation

w(n) = S[x(n)] + SEI[x(n) ]] (38)

If Z(n) = R[x(n)], i.e. the smoother is ideal, then V(n), the

output of the second smoother, would be identically zero, and the

second-order correction would be unnecessary.

In order to implement the system shown in Figure 21, one must
account for the delays in each path of the smoother and should be
compensated. Median smoother has a delay of (L - 1)/2 samples, and
each linear smoother has a delay proportional to the number of coeffi-

cients in the finite impulse response (FIR) filter.

For the proposed digit recognition algorithm to be discussed in a
later chapter, the non-linear smoother shown iﬁ'figd;g>22 is used with
a 3-point-median smoother in fhe front portion and a 5-point-median
smoother in the later portion. Different sizes on median smoothers
are found to give good results, as discussed below.

For example, 5-point-median has a delay of 2 samples, and a 3-

point Hanning window has a delay of 1 sample. Thus the total delay of
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the first smoother is 3 samples. The remaining important requirement
is to implement the system of Figures 20 and 21 so that it'provides an
algorithm for handling the end points of the data. The effects of
several versions of the smoothing algorithm on a speech intensity
contour is in Figure 23. The effect of the additional smoothing ob-
tained using higher order medians is clearly seen. Furhter, the dif-
ferences between using median smoothing alone and the combination

with linear smoothing are significant.

Zero Crossings

The zero-crossing rate is used in the proposed algorithm, and the
end point detection algorithm. A brief review of ZCR is discussed
below. The rate at which zero crossings occ;r is a simple measure of
the frequency content of the signal. For example, a sine wave
signal of frequency Fo’ sampled at a rate FS, has FS/F0 samples per
cycle of the sine wave. The long-time average rate of zero crossings
is Z = 2FO/FS samples, because each cycle has two crossings. But
since speech signals are broadband signals then, rough estimates
of spectral properties can be obtained using a representation based on
the short time average magnitude difference function zero crossing

rate. This is [l]

(o]

Z = 3z Isgn[x(m)] - sgn[x(m - l)]| w(n - m) (39)

m=—c

where sgn[x(n)] 1 x(n) >0

-1 x(n) <0

1]
=
S~
[
=z

and - w(n) 0<n<N-1

=0, otherwise
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The computation of Zn given in (39) appears to be complex. All
that is required is to check samples in pairs to determine where the
zero crossings occur, and then the average is computed over N
: consecgtive samples. Since a rectangular ﬁindow of finite leﬁg;h
is used, the delay can be exactly compensated; Equation (39) can be

simplified as [1].

1 n ‘ |
m=n-N+1

which can be computed recursively by using

2 =4z _ |+ A [sglx@l] - selx(-1)]]

n n - 2N

| ,
- |sgnx(n-N)] - sgn[x(n - N - 1)]‘_ (41)
Equation (41) is used in the proposed algorithm,

Cross-Correlation Function

The uniqueness of the parameters used for spoken digits is of
importance in the proposed recognition scheme. The BTR, CTR, and RMS
values per digit are compared respectively, using the statistical cross-
correlation method discussed below [36].

When a set of independent variables are related to or are depen-
dent upon each other, multicollinearity is said to exist among the vari—
ables. 1In the following, the correlation for digits i and j, are con-
sidered, where 0 < i, j < 9. Furthermore, let t be the frame number

and let there be n frames. For a frame t, x_. and x

i £ represent the

RMS value for digit i1 and j respectively. The same analysis can be
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used for the parameters BTR and CTR. Also, features of several sets of

digits can be obtained and stored.

The correlation coefficients are denoted by the symbol R

£1°%t3

and is given by

n pu— —

Z (epy=xg) (xp5xy)

thi’xt‘ - n . _ o1 L/2 . (42)
J I (x;x,) I (x_.-%.) ‘
t=1 g=1 =

where n =

max (number of frames for digit i, number of frames for

digit j), and where the mean for digit i is:

- (43)
and the mean for digit j is:

n

Zx
- =1 t]
X I cemmscnmemem—

5 - (44)

Note that the parameters will be padded by zero for the digit that has

fewer number of frames.

If n = minimum (number of frames for digit i, number of frames for

digit j) in (43), then the padding will not be necessary. The results

will not be as good for other cases of n. These aspects will be

discussed in the next chapter.
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It can be shown that Rx is always between -1 and 1. A value
ti’"t]
of Rx x close to 1 indicates that the independent variables xti and
ti’“t]

xtj are highly related or correlated. In other words a value of

R close to 1 denotes that x,_; and x,_, have similar patterns;
xti’xtj . ti t]

that is, their first derivatives are almost the same in RMS, BTR, or

CTR. Similarly, a value of Rx close to -1 indicates that x
ti’"t]
and xtj have opposite patterns; that is, their first derivatives are

ti

reversely related., A value of Rx < close to 0 indicates that x
ti’ Tt

and th are not correlated; that is, the independent variables X4 and

ti
th have no similarity in their RMS, BTR or CTR patterns.

Window Applications

Speech is a continuously time varying process as mentioned before.
There must be a finite number of points that be used at any time,
which requires segmentation. Since speech signals are stationary on a
short-time basis, it is appropriate to consider Equation (25), which
can be redefined as
N-1 2
E(m) = I [w(@x(n-m)] (45)
n=0 : a
" where w(m) is a weighting sequence or window which selects a segment of
x(n), and N is the number of samples in the window. For the simple
case of w(m) = 1, E(n) is the sum of the squares of the N most recent
values of x(n).
It is to be expected that the function E(n) would display the time

varying amplitude properties of the speech signal. Equation (45)
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requires céreful intefpretation. First there is a choice of a
window.

The effect of the window on the time dependent energy represénta—
tion is explained by the properties of the rectangular window given by
(28), and the Hamming window by (30). The rectangular window described
by (29) , corresponds to applying equal weight to samples in the inter-
val (n-N+l1) to n. It has been found [l], that the bandwidth of
Hamming window is about twice the bandwidth of a rectangular window
for the same window length. The Hamming window has lower side lobes
than the comparable rectangular window.

It has already been discussed previously that the LPA using auto~ _
correlation method computes the short-time auFocorrelation function
Rn(O), ey Rn(p) whére Rn(k) is given by Equétion (6) and p is the
order of the filter with the limit 0 < k < p. If LPA is applied for
m data points where 0 <m < N - 1 - k, then N becomes greater than
m + 1 + k which indicates that for m points, LPA window be applied
for m + 1 + k points in order to avoid taper effect. For example,

128 points LPA with 14th order needs about 150 points windowing.
Also the sketch of Figure 24 given below, justifies the applica-
tion of the autocorrelation method every 128 points, with a 150 points
Hamming window. In other words, the window length N should be greater
than fhe number of data points plus the order of the filter, for

-example N >m+ 1+ p and N > 128 + 1 + 14 > 143,
Parameters in Dip-Classification

For segmentation and end point detection, the dip-classification

of an RMS energy contour is utilized. A brief review along with some
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of the parameters used in the proposed algorithm aré discussed below.
The RMS energy is first smoothed and then normalized to maximum level of
100, to emphasize weakly pronounced voiced sounds. A plot of RMS
energy versus time is obtained for given uttered digits és shown in
Figufe 25. |

Let V; represent the first positive, V; denote the lst negative
peak, or dip, and V:+1 be the second positive peak, etc. It can be

seen that there is always a minimum or dip between successive peaks.,

Let V} be the RMS dip value and

-t
= 46
Let Ry =V Iy (46)
-+
R, = vj/vi+1 (47)
Where
R = Min {Rl, Rz} (48)
Also Let X, = log,, Vj (49)
and X (50)

2 = 19810 Bpin -

Then the functions used for the segmentation algorithm were obtained

as follows [8].
Zl =a; 1og10 Vj + a, log10 R in (51)
Z2 = a, log10 Vj +a, loglO R in * (52)

The coefficients as a2, ays and a, are computed from the design sam-

ples on the basis of Fisher's method [38]. Zl and Z2 are computed
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from a set of measurements of X1 and XZ. Then,

Z. = 0.63 X, + 0.77 X, (53)

(54)

N
Il

0.87 Xl + 0.50 X2

3

obtained in order to determine the values of two linearly discriminant

" A plot of the two parameters log10 V, versus 1oglo Rmi can be

n

functions, which are used to minimize the misclassifications of vowels

and voiced consonants, as shown below.

N
]

- 55
1 0.63 x1 + 0.77 X, 1.03 (LDF1) (55)

N
[

, = 0.87 X; +0.50 X, - 0.83 (LDF2) (56)

Two other important functions are SL1 and SL2, referred to as
the slicing functions, which are used to determine the level of the

dip, by intersecting the slope at that point, as shown below.

- + -
= - 57
SL1 vj +C; vy Vj) | 57
SL2 =V, +C (V+ -V)) (58)
j 2 Vitl j

The values of the constants C, and C, are the means of the

1 2
statistical distributions of (V+ - V,) and (VT - V,) as shown below.
i 3 i+l j
SL1 = Sum of (V& — V)/N___. (59)
i 37/ 'max
SL2 = Sum of (V+ -V.)/ (N -1) (60)
' i+l i “max "
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Then SL1

[]

— + —
v . -
h| * 0.3y Vj) (61)

SL2 + N
L vj + 0.17 (vi+1 - Vj). (62)

The two constants (-1.03) and (~0.83) in (55) and (56) are the
values of the two linear discriminant functions LDF1l and LDFZvrespec—
tively as shown in Figure 26 [8]. The LDFl is defined by taking the
vowels as one class and the sonorants (nasals, 1iquids, and sémi—vowels)
as the other class. The LDF2 is defined by taking the vowels as one
class and the obstrﬁents (all the consonants except the sonorants) as
the other class,

The constants (or threshold) of the LDF1l of -1.03 ﬁas determined
for the design samples so as to minimize thg misclassification of
vowels as sonorants and to eliminate the miéclassification of sonorants
as vowels [8]. Likewise, the constant of the LDF2 of -0.86 was deter-
mined so as to minimize the misclassification of obstruents as vowels
and to eliminate the misclassification of vowels as obstruents.

The type of dips D D3 shown in Figure 27, are classified by

l’ D2’

the sign of Zl and 22 given by Equations (55) and (56) and the slicing
functions SL1 and SL2, given by (61) and (62). The identification for

vowel and non-vowel procedure will be discussed in the next paragraph.
Dip~Classification

For segmentation and digit boundary detection, the dip-classifi-
cation of the smoothed RMS contour is utilized. As a first step, the
RMS dips and peaks are extracted from the smoothed RMS function and

stored. If the logarithm of a peak value (loglOVI) is smaller than
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1.0 or if the SFBR value is larger than a threshold of 4.0 around the
peak, that peak and the following dip are not considered, since loga-
rithmic RMS peak values less than 1.0 rarely occur for vowels, and

the two functions Zl and 22 are not computed. Accordingly if the

: +
important constraint is met, i.e., if loglOVi is greater than 1.0 and
the SFBR value is smaller than a threshold of 4.0, then the functions

Zl and Z2 are computed. Hence whenever a dip is detected as a signi-

ficant dip, that dip is classified into one of the three types of dips,
dip 1 (Dl), dip 2 (D2), or dip 3 (D3) according to the sign of Zl and

Zz. Therefore the dip is an element of dip 1 (Dl) if both Z; and 2245_0.

The dip is an element of dip 2 (D2) if Zl < 0 and Z, > 0. Finally

the dip is an element of dip 3 (D3) if both Zl and Z_, are greater than

2

zero. In summary,

<0

dip € D if Z, <0 and Zz._

1 1

dip € D2 if Zl <0 and 22 >0

dip ¢ D3 if | Zl > 0 and 22 >0

Figure 27 illustrates the three types of dips, Dl’ Dz'and D3. Dip 1
indicates non-vowel—iike dip, dip 2 is an ambiguous dip, and diﬁ 3
indicates a vowel-like dip.

A vowel, vowel-like and non-vowel decision is made %fom the
RMS energy dips as shown in Figure 27(a), Another decision of vowel

and non-vowel only is based on the BTR plot threshold, as shown

in Figure 27(b). A final "OR" decision is obtained based on the

decision obtained from the RMS and BTR contour, as shown in Figure 27(c).
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Scaling and Normalization

The parameters of digit signal segments can be more robust and
less variable by normalization or scaling techniques. Applying nor-
malization techniques requires certain rules to represent a digit
signal sound faithfully. Improved signal representation through appro-
priate scaling may speed up the overall recognition process. These

techniques include, energy, amplitude and time normalization.
Amplitude Normalization

A practical form of amplitude normalization is achieved by linearly
quantizing the RMS energy into 100 levels, assigning 100 to the

maximum value within each utterance.
Maximum of Frames Normalization

The aim of this method is to align the time of occurence of the
unknown digit utterance events to see how they match. In order to
find best similarities between the unknown pattern and the referenced
pattern, the maximum number of frames of a given set of digits is used.

Digits having lower number of frames are padded with zero.
Scaling (Energy Normalization)

Scaling is a form of energy normalization in which each point of
the incoming data is multiplied by a factor to fix the mean. This
factor is derived from the inverse of the mean of the signal as shown

below.
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Let Ma denote the mean value of the signal, then the new value

of the signal is given by

New value = (signal level) (EE%EEEEE)

o}

M = Sum of square values
o no. of points

This technique tends to increase the peak value considerably whenever
wrong end point detection results in a greater number of points than
the number of points within the correct digit boundaries. Therefore,

amplitude normalization is adopted.



CHAPTER IV

ACOUSTIC PHONEMIC DIGIT RECOGNITION SCHEME
FOR DIGITS SPOKEN IN AMERICAN

ENGLISH
Introduction

Phonemic digit recognition is one of the steps towards simplifying
communications between man and machine. It is the process whereby an
operator can use spoken digit commands that can be recognized by a
phonemic digit recognition system. Generally man's communication with
machines has been structured according to the operational requirements
of the machine. Learning the "language" of the machine and manipula-
tion of special dials or keys in the proper sequence and format is
required to communicate with machines. Any deviation from this unnatu-
ral machine language can produce errors which are not easily detect-
able because of the complexities of the rules for proper communication
between man and machine.

The main objective is to develop a phonemic digit recognition
system which makes it simple for humans to "talk" directly to a
machine, without any intermediate keying or handwritten steps. The
operator would provide instructions in his natural language, using

digit commands to control mechanical systems such as entering and
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leaving restricted areas, postal zip codes, banking, inventory, etc.

If connected digit is to be recognized, a suitable method of segmen-
tation into recognizable units is required. Since phonemic digit
recognition is the goal of this study, a highly accurate method of
segmentation, using acoustical and phonetic feature parameters is
réquired. The'machine should be able to correlate and recognize the
discrete acoustical waveform by segmenting the waveform into a sequence
of elements so that the spoken phonemes can be localized and fhe end
points are detected and located. In the following, a brief discussion

on the segmentation is given.
Segmentation

Methods for segmentation of isolated and connected digits into
phonemic units have typically utilized information pertaining to rapid
changes in the energy contour of the given utterance. Rapid changes
in speech parameters, such as energy and pole frequency derived from
two-pole LPA model is used for detecting voiced segments, because these
parameters have high value for vowels and develop a dip for vowel-like
consonants. Since the ZCR rate and the normalized error show high
values for unvoiced phonemes, and low values for voiced phonemes, they
are utilized together to detect unvoiced segments. The ZCR rate and
the energy signal are used for end point detection of the spoken digit.
In fact the problem of accurately locating the beginning and end of an
utterance is actually a special case of the more general problem of
labeling an interval of a signal as silence, unvoiced, or voiced. If

there is a perfect technique for this three level decision, the end
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point-location problem wouid be solved. However, such an ideal algo;
rithm does not exist yet. Therefore, it is very important to develop
an appropriate algorithm for end-point detection of connected digits
spoken in any environment. Consequently, it is considered worthwhile
to consider dip—-¢lassification algorithm for locating &igit boundaries.

The dip-classification scheme was discussed in the previous chapter.
Recognition Scheme

Most digit recognition systems, known up till now, lack the usage
of the natural phonetic features of the spoken digit. As discussed in
Chapter I, some recognition procedures are based on finding the spec-
trum energy for both vowels and voiced consonants. The application of
more than one band- pass filter in the above Lentioned system causes
permanent loss of useful phonetic and acoustic features and some
useful information relating to the transition regions and formant
peak locations. The above system is not efficient as the computational
requirements are severe. Rabiner and Sambur [4][12] improved the
efficiency of this system by using silence, voiced and unvoiced seg-
ment detection based on energy and pole frequency, ZCR and normalized
error measurements. But this scheme lacks the accuracy of detecting
digit boundaries and has the disadvantage of training the system. 1In
addition the system must know the number of spoken digits in order to
estimate the number of boundaries to be located. Also, the speaker
must be trained, and the best uttered digit is used for the recogni-
tion scheme. Furthermore, a 2-pole LPA model can't extract the nor-

malized error that eliminates the higher order formants, and a model

is needed to account for f2’ f3, f4, etc. Another disadvantage is the
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artificial introduction of silence at the beginning and end of the
connected digits, which limits the usefulness of the system in cases
where the machine cannot locate digit boundaries, due to the miscalcu-
lation of the ZCR threshold. Hence misclassification and wrong recog-
nition may result.

In order to solve some of the previous mentioned digit recognition
system problems, and minimize the computational time, a suitable
method of segmenting the spoken digits into recognizable phonetic units
based on area functions and RMS energy contour is utilized. Since the
RMS energy depends on the amplitude of the signal, an appropriate scaling
or normalization is needed prior to parameter measurements. Scaling

and normalization is discussed in Chapter II.
Digit Recognition Flow Chart

The digit recognition scheme for digits in English is shown in Fig-
ure 28. The analog data is first low-pass filtered with a cut-off fre-
quency of 4 KHz and sampled at 8000 Hz/sec. The first step in the digit
recognition scheme ié the end-point detection [9][12]. Following the
flow chart, one can sée that two different ideas are used. The first
one is based on the RMS energy peak ratio and threshold to detect the
uttered digit. The second one depends on the BTR and SFBR parameters
derived from area function of the vocal tract, via LPA. Before imple-
menting the first idea, the incoming digit signal is segmented into
128 points per frame using a rectangular window, because it is feasi-
ble to assume that the vocal tract shape will remain unchanged within

this short frame or segment.



MEASUREMENTS

PHONEMIC FEATURE EXTRACTION

DIGIT RECOGNITION

AMS smooTHED ], [ ouanTIZED A -
ENERGY AMS AMS
RMS DIP- V, VLC, NV
olcLassiFrication] ™1 pecision
! FINAL
DECISION
a1n LalsMoOTHEDL > B V. vic, Ny
QUANT.BTR DECISION
l [}
prs MOOTHED
oramizeo, [ eno PomT)  THauming ; QUANT.CTR
T BATA T IDETECTION [ wiNDOW
DATA A . MOOTHED)
QUANTFTR
rBR SFBR
STANDARD
PATTERNS
A —
RECOGNIZED
PATTERN | _ DIGIT OR NO
RECOGNITION DECISTON
S MADE

Figure 28.

[ BEAK '‘RECOGNIZED
praK DIGIT OR MO
DECISION MADE

[ToiGiT RECOGNIZED
PHONEME DIGIT OR NO
TREE DECISION MADE

Digit Recognition Flow Chart Based on a Phonemic Feature Detection

G6



96

From Figure 28; it can be seen that there are three main parts
in the overall scheme of digit recognition. These are measurements,
phonetic feature detection and, finally, the digit recognition itself.
In the first part corresponding to the first idea, the RMS energy,
smoothed RMS energy and quantized RMS energy are computed per frame.
With a frame length of 128 points, rectangular window is used here for
frame segmentation. Two sets of representative smoothed and quantized
RMS plots for digits zero through nine in English are given in Figures
29-48 respectively. From these plots, the two largest peaks are obtained
and are given in Tables V and VI for ten digits. Also, peak-to-peak
ratios of two largest peaks are computed. It is assumed that this ratio
is always less than one. From Table V, it can be seen that for digits
four, six and eight, there is only one peak and therefore, the ratios
are not given. However, from Table VI, theré are two peaks for the
digits four, indicating an inconsistency.

The range for the threshold values for the largest peak (Pl,P2 in
Tables V and VI) and the ratio for the two largest peaks have been
established from previous measurements. These ranges are given in
Tables V and VI. First, the measured ratio is compared with the estab-
lished range. 1If it does not match with any given range, it will
compare with the largest peak range. If it cannot match this range
either, then the first idea based on RMS did not work. From the
measurements, it has been found that RMS method gives the actual digit
about half the time. The other half of the time, it indicates that
no decision can be made using RMS plots. This completes the first

idea in the digit recognition scheme.
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TABLE V

SMOOTHED RMS ENERGY PEAKS AND RATIOS FOR DIGITS SPOKEN IN
AMERICAN ENGLISH FOR FIXED MEAN AND VARYING PEAKS

Digit. 1 F2 | Ratio
/zIro/ 15.05 12.33 0.82
/whn/ 4.19 11.71 0.36
/tu/ 8.64 5.14  0.595
/eri/  10.86 14.46 . 0.75
/for/ 12.80

/falv/ 14.28 14.24 1.0
/sIks/ 56.79

/seven/ 36.04 22.84 0.63
eIt/ 22.72

/naIn/ 23.76 10.28 0.43




TABLE VI
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SMOOTHED AND QUANTIZED RMS ENERGY PEAKS AND THEIR RATIOS FOR

DIGITS SPOKEN IN AMERICAN ENGLISH

Digit P1 P2 Ratio
/zIro/ 100 91 0.91
[whn/ 100 72 0.72
/tu/ 100 97 0.97
/6ri/ 48 100 0.48
/£2r/ 100 63 0.63
/faIv/ 96 100 0.96
/sIks/ 100

/seven/ 100 86 0.86
/elt/ 100

/nalIn/ 100
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Following the block diagram in Figure 28, the second path after
end-point detection is through Hamming window. As discussed in Chapter
ITI, the window length is taken as 150 points. From the windowed data,
a 1l4th order LPA model is computed. From this.model, the BTR, CITR,
FTR, SFBR, smoothed BTR, smoothed CTR, and smoothed FTR are computed
for each frame. These plots are given in Figures 49-58. Plots of
smoothed BTR, smoothed CTR, and smoothed FTR was obtained, in order to
determine which parameter would give the best phonemic feature, to
separate vowels from consonants. A threshold level is set to distin-
guish between vowel, vowel-like, and non-vowel segments. Using the
plots in Figures 49-58, it can be seen that all these parameters
have some useful phonetic and acoustical features. In addition, the
BTR and CTR indicate better acoustical configuration than the FTR.
Furthermore, the BTR is found to give moderately better results than
the CTR. However, some modification of the CTR range is required prior
to future applicationms.

The parameters derived are used in the phonetic feature detection
stage. For phoneme segmentation and other classifications, the RMS
dip-classification algorithm is used, which was discussed in Chapter
III. The algorithm detects three types of dips or valleys in the
smoothed RMS energy contour according to the signs of the functions
Z1 and Z2 as a vowel, vowel-like, and non-vowel. Based upon the
discussion in Chapter III, the vowel, vowel-like and non-vowel
decision is made for the entire RMS energy contour. Also the vowel,
vowel-like and non-vowel decision is made using the smoothed BTR con-

tour. Then an "OR" decision is made using the above two classification
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Figure 52. Smoothed and Quantized Feature Parameters for Digit
Three Spoken in AmericaniEnglish
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Figure 53. Smoothed and Quantized Feature Parameters for Digit
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Figure 54. Smoothed and Quantized Feature Parameters for Digit
Five Spoken in American English
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Figure 55. Smoothed and Quantized Feature Parameters for Digit
Six Spoken in American English
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Figure 56. Smoothed and Quantized Feature Parameters for Digit
Seven Spoken in American :English
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Figure 57. Smoothed and Quantized Feature Parameters for Digit
Eight Spoken in American English '
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Figure 58. Smoothed and Quantized Feature Parameters for Digit
Nine Spoken in American ‘English
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schemes. In addition, the BTR is used to separate nasals from vowel
segments, and the SFBR is used to separate turbulence noise segments
from back vowel segments. The classification of each segment is stored
 for further usage.

The third stage in Figure 28 corresponds to the actual &igit
recognition. The discussion on peak ratios was presented eaxlier.
A summary of the beginning, middle and ending sound classification
of digits spoken in American English is tabulated (Table VII). This
Table is derived from Table II. The uniqueness aspects of the
classifications are used in the final decision. The decision algorithm
is based upon using Table VII and sound classification at the
beginning and the end region of a particular digit. If a decision
cannot be made, then the middle region is reﬁerred for identification.
For example, the digits zero, six, and eight‘have unique classifica-.
tion for beginning and ending sounds. These three digits are decided
on the beginning and ending sound. It is interesting to point out that
the digit seven classified as having two front vowels in the middle
region. The digits one and nine have the same sound patterns for end
regions. However, the middle region is different. 1In a similar manner,
the sound classification of the remaining digits can be discussed.

Figure 59 shows the flow chart for the digit recognition as
based upon the uniqueness aspects of Table VII. The beginning
region is tested first for "VL" indication to separate zero and one
and nine from the remaining digits. If the beginning sound is vowel-
like, then the middle region is tested. A middle vowel to front

vowel indication is made to distinguish between one and nine. Middle
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SEQUENCE OF SOUND CLASS REGIONS OF DIGITS SPOKEN IN AMERICAN ENGLISH

RMS and BTR Decision

Digit

Beginning Middle End
/zIro/ VL FV/BV \'
/whn/ VL MV VL
/tu/ NV FV \Y
/eri/ NV VL v
/for/ NV BV/MV VL
/falv/ NV MV/FV VL
/sIks/ NV FV NV
/seven/ NV FV/FV VL
/elt/ \ NV
/naln/ VL MV/FV VL




152

TEST BEGINNING

REGION
VL YES TEST END
INDICATION 0.1.9 REGION
NO
NO NV vL NO
8 INDICATION INDICATION 0
2,3,4,5,6,7] YES 1,9 T YES
TEST END TEST MIDDLE
REGION REGION
L l ’ FV
457 Y | VOWEL
' ES INDICATION RATIO TEST o B
TEST MIDDLE NOT
REGION IDENTIFIED
| 9 |mvrrv
YES o
4 NO
VOWEL
r RATIO TEST '1 TE%E&",?SLE
7 NOT
IDENTIFIED
FV/FV VES
5
MV/FV 3
NO
2

Figure 59. Decision Tree for Digit Identification Scheme
for American English Language
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vowel to front vowel indicated that digit nine is spoken. A front
vowel indicates that digit one was spoken. For the other digits, the
beginning region is tested for non-vowel 'NV" segments. The remaining
flow chart can be identified in a similar manner.

The above algorithm was tested for seven speakers both male and fe-
male. The accuracy rate was about 75 percent. Some of the speakers.were
international students. The results were much better for Agericans and
are accurate to about 95 percent, especially when the spoken digits were
intact. By this method the digits two and four have the major problem
in recognition. The reasoﬁ for this is that both of these digits have
only one essential vowel in the center region giving almost similar
energy contour for most speakers. The digit four has a back vowel in
the center region followed by mid-vowel in the end region since
the semivowel /r/ is not pronounced distinctly by the Americans and is
stressed by internationals.. If both paths in Figure 28 give the same
digit result, then the recognition is completed. If the two paths
give different results, or that no decision has been made, then the

following procedure is used.
Pattern Recognition Scheme

The final step in the recognition scheme is based on the cross-
correlation coefficients in Equation (43) in Chapter III. The corre-
lation of digits i and j are considered for the digits zero through
nine. For the seven speakers, correlation tables are constructed.
Some are given in Tables VIII - XI. Since the seven sets of digits

are spoken by seven people having different dialects and accents, the



TABLE VIII

RMS ENERGY CORRELATION. TABLE FOR DIGITS SPOKEN IN AMERICAN ENGLISH
(MAXIMUM NUMBER OF FRAMES USED)

SET NUMHUER : 4
FMS CCFRRELATICAN

LERO ONE TwO THREE FOUR FIVE S X SEVEN EIGHT NINE
le 000 0, 206 06386 00003 0e 224 0~033 0n 724 - 0004 -0~ 085 -0.016
Ve 2006 e VOV 0e 28C 0. 186 0. 464 0.003 0,391 04017 ~0s116 0.410
Ve 389 0,280 1000 Oe 151 Oe €53 0+2%2 Ca614 00 395 00 622 Oc €05
Je 003 0» 186 Oel€1l 10 000 0e253 0-,039 ~ 0057 0al115 0, 147 06076
Je2248 0+464 0e€SG2 0,253 1¢ 000 0~147 0e 677 00679 0~212 0-800
Oe 033 0,003 N0e262 05035 Oe 147 " 1,000 Oel €6 = 06057 0n 249 On 447
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~0e 004 Qe L7 0e39E OellS 0e 679 © 0. C57 Co3 €4 1000 0n 239 0,617
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=JeUILE Qe4dl0 0s+€0€ 0,076 O. 8CO 0~4487 0e4 44 Qo617 0~287 l.«‘OOO

%61



TABLE IX

RMS ENERGY CORRELATION TABLE FOR DIGITS IN AMERICAN ENGLISH
(MAXIMUM NUMBER OF FRAMES USED)

ZEKQ

1000

-0 095

de 131

Je 786

0e 400

Oe 509

0559

Qe 7495

0e 573

Je 599

SET NUY3ER

UNE

-0 095

1000

0, 650

Qe V47

Qe 328

-0s 155

00393

0a173

Os 493

Oeon5l1

.
.

TwWO

Oe 131

0e65C

1000

0e044

0e5S84

-0ela?

06690

0e280

Oe 77¢€

0e573

RMS CCRRELATICA

THREE

G~ 786

00047

00044

1. 000

05379

0o 762

Ce 354

00581

Ced10

00715

FOUR

Oe 400

Ce 428

0eS84

0. 379

1¢ 000

Oad14

Ce 225

00174

0o 431

Os €13

F IVE
0,569
- 04 155
-0 167
Co7€2
0,414
10000
060091
0,419
04092

0+ 457

SI X
0«559
00553
G0 650
Ce394
Co225
06091
1.000
0e598

Q747

Ce 6 €S

SE VEN

0e745

00173

0.280

0581

G174

00419

02598

1,000

04300

0oa0R

EIGHTY

06573

0,493

0. 776

0810

0- 481

00092

On 7847

0 300

1,000

0,635

NINE

04569

0~651

00 573

0715

0-613

0, 457

0. 408

0e€3S

1000

[
wn
u



TABLE X

BTR CORRELATION TABLE FOR DIGITS SPOKEN IN AMERICAN ENGLISH

(MAXTMUM NUMBER OF FRAMES USED)

LERU

L sUVO

-0e 103

Veuz?

Deln7

-Ve 303

~Jel2bS

-Ve 347

-Je 002

-Jelly

Qe L¥2

K13

NUMJGER

wiNE

-Uslus

1> 0V

-Us LJIY

=Jao d¥0

~-Je /24

Osdov

Uo k43

=V 23Y

~Uo w4 V0

Ua 320

™o
0eN27
;0063§
1e00C
0045
0ea22
Oe1GE€
-0e365
~0e£24
0320

Oel 35

ETE CCRRELATICN

THREE
Ce 187
—060263
CeCa5
14000
-0s 123
~Ce 245
-0a224
~Ce 437
-0s522

—06 167

FCUF

~Ce 323

—0as724

0ed23

~Cel23

1000

Ce €EAXE

O0e2 44

—-Cet 38

Oe 1693

Oel12148

FIvr
-0e125
04485
0.15€
- 04249
0e648
" 1.000
04360
0,006
0o 2€1

0ed1¢

SIX
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Cel a3

—C 465

-Ce224

0e244

Ce3 €0

14000

0 ¢4 29
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Oel4s
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~0e22C
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—-Ce 437
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16 000
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TABLE XI

BTR CORRELATION TABLE FOR DIGITS SPOKEN IN AMERICAN ENGLISH
(MAXIMUM NUMBER OF FRAMES USED)

Sel NJUAUER 2

mn

ETF CCRRELATICH

cERU LoNL TwO THREE FCUF FIVE cIx SFVEN E IGHT NINE
1eOuUO =Ve 40V -0e547 -0,003 Cel 18 —0o0CE7 Ce0Z2 -0e0E€E2 Oo 1SE —Ce 241
-Ve 4UQ lo VOO N0e 335 Cel€l CeS643 06354 0426 -0e100 0338 -CelE2
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-Ve GOJ Oa vl ~0eCSS 1000 0007 ~Ne268 Cel 23 0e0ES Oe 153 - 0e 496
Je3ll e Je SOU 07E7 0.CC7 1090 0eS22 c.5C8 -0 ,032 06767 0ez24
-Ve Uo7 Qe 304 0eS3c2 ~-0e263 QeSzc - 1eCCO Ced 44 -0e362 Oe 69 € . -00C21
Ve 0l2 Qs 420 0e2€4 0e133 Ce5HCB Ded44a 1000 0e284 0e 212 -0.108
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-JVe 241 -Ue L2 Oe22¢ —CedGc 0224 ~04021 —-Cel OB Oel1l1 04363 1.C0OO0
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correlation data gives in some way, the general pattern for the corre-
lation of the spoken digits. Tables VIII -~ XI indicate that, some
digits are heavily correlated.

In the following, pattern matching is used to classify the digits
that have not been recognized by the procedure discussed earlier.
Recognition of these spoken digits is achieved by cross-correlating the
pattern of the unknown spoken digit with the stored test patterns of
the digits zero through nine, as shown by Figures 60 and 61. The
standard patterns used are that of the RMS and BTR parameters. The
digit which has the highest correlation is selected. This system
utilizes no linguistic information, but uses procedures of acoustic cﬁar—
acteristics impeded in the RMS energy and BTR parameter derived from the
equivalent area function. This completes the digit recognition scheme.

The above method was applied for sample digits and the results
were very good as shown by Tables XII and XIII. However, more sample
digits have to be tested before the recognition rate can be givén.
Figures 60 and 61 can be used for further research for testing

a digit recognition scheme.
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TABLE XII

RMS ENERGY CORRELATION TABLE FOR TWO SETS OF DIGITS SPOKEN IN AMERICAN
ENGLISH BY TWO DIFFERENT SPEAKERS

AMS CCRKELATICA
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TABLE XIIT

BTR CORRELATION TABLE FOR THE SAME TWO SETS OF DIGITS USED IN TABLE XII

BT ZIRELATIIN
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CHAPTER V

ACOUSTIC PHONEMIC DIGIT RECOGNITION SCHEME FOR

DIGITS SPOKEN IN ARABIC
Introduction

In the last chapter, the phonemic digit recognition was discussed
based upon acoustic patterns of phonemes. Obviously, a similar approach
can be used in recognizing digits in other languages. The only differ-
ence is that the phonemes for a given digit in two laﬁguages will
generally be different. Also, some of the phonemes used in some lan—v
guages may not be in other languages. For example, the glottal phoneme
in Arabic is not in English. In this chapter, the ideas in Chapter v
are extended for digits spoken in Arabic and is shown that the phonemic
Arabic digit recognition can be accomplished in the general frame

work of speech processing.
Arabic Phonemes

There are about 57 phonemes in Arabic Language, but only 24 phonemes
are used in the digits 0 to 9 in Arabic. Table XIV shows the Arabic
alphabet and its equivalent translation into American English [70]. Also
Figure 9 and Table IV classify the phonemes used in digits spoken in
Arabic. There are ten vowels, three of which are short vowels and
three can be long vowels, where it is really pronounced long as in

/6a%a®dh/ (three), i.e. the phoneme /a/ is a long vowel. The short
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.TABLE XIV

TRANSLITERATION OF ARABIC WORDS AND NAMES

| jConsonantal} a b t
| - sound E o z
f Long vowel®* a R — ¢ (Inverted apostrophe)
W crerrmrersnesnessmninns b E e g
- JRR t W i f
PR th ._i ........................ z
........................ j .
e P ,
R IR R kb [ e m
1S O s d ) rereeeeseeessnsesenne n
O e z B i, h
R r 5 consonant w
) R z 9 long vowel® | o
TSRO s 3 diphthong ' au
S sh .§ consonant y
7 OO s (s long vowel* 1
R JR dh «s diphthong ai

Short vowels: _~ (fatha) a
- (kasra) i
2 (dhamma) u
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vowels are /a/, /i/, and /u/. For example /a/ as in /wahid/, (one).
The long vowels are /;/,'/;/, and /i/, as shown by Figure 9 and 11.
Dipthongs do not appear in Arabic digits.

There are nine basic sounds which fundamentally differ from any
sound in American English. These are /?/, /kh/, /?/’ /dh/, /F/, /?/,
/o/ oxr /A/, /g/, and /?/. Since these phonemes are very difficult to
be préduced by a non-Arabic speaking person, a brief description of

the articulatory problems will be given below for interest.
The Emphatics

This group of Arabic sounds share some common features: 1) they
are all produced with the back of the tongue raised towards the back
roof of the mouth; 2) all of them have non-emphatic counterparts, from
which they should be clearly distinguished; and 3) in producing echo,
these sounds produce more echo and 'thickness of voice' than their
counterparts.

Both vowel and consonant productions may involve the simultaneous
activity of many articulators. For vowels, the tongue, velum, lips,
and larynx are all in operation. It is difficult to say that one arti-
culator's movements is more important than another's. In languages
other than American English, the lips and tongue may form simultaneous
vocal-tract stoppages [ 19] 21]. Multiple articulation is important in

Arabic.
Velarized Phonemes [67]

The Arabic /s/ is a velarized alveolar /s/. It is alveolar, which

means that it is produced not at the teeth, like the /s/ as in 'seen',
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but further back in the mouth. It is velarized, which means that the
back part of the tongue is made tense, with some raiéing up toward the
soft palate or velum, as illustrated by Figure 62, giving the

" /s/ sound .a velar effect. Thus the phoneme /§/ is quite different
from the phoneme /s/. |

The Arabic phoneme /dh/ or /q/ pronounced as 'daad', has no
American English equivalent. It is a velarized voiced alveolar -
stop. From another view point, it is like the phoneme /d/, with the
addition of velarization [67]. It should be pointed out that one side
of the tongue gets closer to the side of the mouth that touching the
molars.

The phoneme /F/, pronounced as 'Faa' is the emphatic counterpart
of the phoneme /t/. The consonant /F/ is a voiceless alveolar stop.
It differs from the plain American English /t/, which is often aspi-
rated (i.e., it is prodﬁced with a slight puff of breath); while /?/
is not aspirated [69].

The phoneme /?/ pronounced as 'thaa' is a velarized voiced inter-
dental fricative; it is like the American phoneme /#/ as in that, with

the addition of velarization (the tensing up of the base of the tongue).
Throat and Back-of-Mouth Sounds

The phoneme /p/, i.e. /A/ pronounced as 'Aayn' is not generally
used in the English Language: It is a voiced pharyngeal fricative.
The 'Aayn' is similar to the sound one produces sometimes to express
feeling of being strangled. This sound is produced deep in the throat

contracting the muscles in there and forcing the air through, like
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[s]
AS SPOKEN BY A
[s]——-~ | SPEAKER OF ARABIC

Figure 62. Tongue Position for the Emphatic-
Nonemphatic [s] vs [s] Fricative
Consonants in‘Arabic
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'arbapdh' in Arabic for digit four. It is important to distinguish
this sound from 'Haa' as it causes some echo in the mouth, which could
be clearly noticed if one closes one's ears when producing the sound
'Aayn'.

The phoneme /g/, ﬁronounced as 'gayn' is very close in pronuncia-
tioﬁ to standard French 'r'. It is like the noise one makes when
gargling without water. It is a voiced velar fricative. ‘This sound
should be distinguished from American English 'g' for which the air
stream is completely interrupted in the area of the back roof of the
mouth.

The phoneme /q/, pronounced as 'qaaf' is produced in the area
deeper and more to the back than k. It has a very clear echo in the
mouth, as distinct from k or g in American English. The closest
sound in English is heard in pronunciation of words like 'caught', but
it is still deeper.

The phoneme /P/ like /wahid/ for Arabic digit one; it is a voice-
less pharyngeal fricative. It is produced with the base of the tongue
near the back of the pharynx (throat) and the pharynx walls strongly
constriéted. There is no contact whatsoever between the base of the
tongue and the velum.

- The phoneme /hk/ is a voiceless velar fricative. It is produced
by narrowing the passageway between the back of the tongue and the
velum, so creating friction as the air passes through; the vocal cords
are at rest. The digit (five) in Arabic is /khAmadh/ has the phoneme

/kh/ which is sometimes written in the form /x/ which has nothing to

do with the American English sound x. The phoneme transcribed as /kh/
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sound is produced with a continuous stream of air, as opposed to k which
has an interrupted stream of air in pronunciation. It is closer to
German ch in 'nacht', Scotch 'ch' in 'loch' and Latin American pronun-

. ciation of 'j' in 'mejor'.
Minor Differences

The phoneme /r/, pronounced as 'raa' should be distinguished from
its counterpart in American English. 1In Arabic, it is produced by the
tip of the tongue rapidly touching the alveolar ridge (or the area just
over the gums of the upper front teeth). Occasionally, we hear a very
similar sound in the pronunciation of the t and d in American English
'latter' and 'ladder'. It is also similar to British Engiish r in 'very'
and Spanish r too. The tip of the tongue is not curled when pronounc-
ing the phoneme /r/ as in /sefr/.

The phoneme /%/, pronounced 'laam' as in digit /eaz;eah/ in Arabic,
meaning three, has a unique case in Arabic. ﬁsually it is like in
western languages in general and American English /&/ in words like
'leaf', 'lip', but not 'lot' or 'low' .

There is an important difference between the Arabic sound /&/ and
the American English /%/. Most speakers of American English pronounce
the phoneme /%/ with back of the tongue raised somewhat toward the
velum, resulting in a velarized /&/. This velarized quality of the
English /%/ is especially noticeable at the end of the word. For
example as in feel or bell. The Arabic /%/ has a non-velarized or

clear sound. The clear /%/ results when the back of the tongue is

relaxed and not raised.
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The Arabic phoneme /s/ corresponds to the American English /s/ as
in 'see'. The Arabic /s/ is dental pronounced with the tongue tip at |
the upper teeth as in the Arabic spoken digit /khAmsdh/, i.e. five, other
examples are shown in Table III and IV, It is interesting to point
out that.the American English /s/ is alveolar, pronounced slightly
behind thebtéeth, giQing slightly lower-pitched /s/.

The Arabic phoneme /h/ as in /eaz;eah/, is like the American English
/h/ as in 'hat' aﬁd 'heat'; it is a voiceless glottal fricative. It is
generally considered as whisper. The Arabic /h/ differs from the Ameri-
can English /h/ in the following ways: 1) it is pronounced with more
force than in the English /h/; 2) it can be pronounced at the end of
a syllable word; 3) also it éan be held twice as long.

The Arabic phoneme /6/, as in /Galgeah/,3digit three in Arabic,
is like the American phoneme /6/, as in digit /6ri/ in American English.
The only difference is that the phoneme /6/ is followed by a front
vowel in digit /6ri/ spoken in Engliéh, while it is followed by a back
vowel in the same digit spoken in Arabic. Similarly the phonemes /f/,
/w/y /d/, /n/, /m/, /b/ and /y/ have no noticeable differences when
used only in digits spoken in Arabic.

Finally an important feature in Arabic phonology is that of germi-
nation, which means that the consonant is doubled in pronunciation as
in the digit /sittoh/, i.e. six. Furthermore, the feature impeded in
the spoken digit depends considerably on the degree of constriction
and tongue hump position, as shown by Table IV and discussed in
detail in Chapter II. _In addition a simple comparison spoken by

American English and Arabic is shown in Table XV.
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COMPARISON BETWEEN BEGINNING AND END OF ENGLISH AND ARABIC DIGITS

Digit Start End Digit Start End
/zIro/ Voiced f B.V /serf/ Uv.f Semi Vowel
/whn/ Semi Vowel Nasal /wahid/ Semi Vowel Voiced Stop
/tu/ ~ UV.f FV-BV /iénan/ F.V - Nasal
/ori/ Uv. £ F.V /6ala@sh/ uv. f M.V*
/£or/ UV.f Semi Vowel /arbagd/ M.V M.V*
/falv/ Uv. f Voiced f /xAmsdh/ Fricative CM.V*
/sIks/ Uv.f Uv.f /sIttdh/ Uv.f M. V*
/seven/ Uv.f Nasal /shbpdh/ Uv.f M.V*
/elt/ Dipthong UV. Stop /8amanydh/ Uv.f M. V*
/naln/ Nasal Nasal /tIspdh/ UV. Stop M.V*

* These mid-vowels (M.V) are followed by a whisper phoneme /h/ as

shown in Table IV.
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Segmentation

- The segmentation scheme, used previously in Chapter IV, is utilized
for locating the boundaries of digits spoken‘iﬁ Arabic, because it is
‘based on silenée, voiced and unvoiced decisions. 1In addifioﬂ; the end-
poiﬁt detection scheme discussed earlier is based on the assumption :
that all digits spoken in American English have no silence intervals
among them, with the exception of digits zero and seven. However, the
segmentation algorithm will account for the number of boundaries in
digits spoken in Arabic provided that the number of spoken_digits are
known. In addition the number of phonemes for each digit must be
known. This is because seven of the digits spoken in Arabic have si-
lence interval in the middle region and the rest have voiced interval
in the middle region. Table IV illustrates the sequence of sound
classes for the digits spoken in Arabic. The middle region dips, for
the digits that have silence region, can be seen from the smoothered
RMS energy plot. Successful segmentation is achieved provided that
the ZCR and energy threshold for silence, unvoiced and voiced segments
was properly set. Thié method of segmentation is discussed in detail

in Chapters III and IV.
Digit Recognition Flow Chart

Once the digit boundaries are located, the RMS energy per frame
is computed for the spoken digit as discussed earlier and shown by the
flow chart of Figure 28. The difference between English and Arabic

-digit recognition is that the digit phoneme tree is different. The
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RMS energy is smoothed and then quantized to a maximum level of 100, .
which essentially normalizes the data. Following the flow chart, the
smoothed quantized RMS peaks are computed and stored for the uttered
digit. RMS plots are shown in Figures 63-83. Forbeach uttered.digit
the ratio éf'the largest two peaks is calculated, so that'it.is always
less than unity. As a first step towards phonemic digit recognition,
the computed values for the peak ratios for each uttered digit, zerd
through nine is then stored. A threshold level is adjusted according
to an empirical value. Tables XVI and XVII give the range for the
largest two peaks and the value of their ratio. The computed ratio
is first compared to the emperically established threshold. If the
peak ratio of the unknown spoken digit does not match the established
range, then the first idea based on RMS energy does nbt work. It has
been. found from measurements, based on five sets of data, that the
actual digit is recognized more than half the time. The other part
of the time it indicates that no digit is identified. It can be con-
cluded that the peak ratio value is speaker dependent. This completes
the first digit recognition idea.

Proceding in the second path of the flow chart in Figure 28, the
signal is Hamming windowed, where the window length is assumed to be
150 points. Fourteenth order LPA model is computed using 128 points
per frame. As before, the parameters signed FBR, the smoothed BTR,
CTR, and FTR are computed. Plots are then obtained for these parameters,
as shown by Figures 84-93. The RMS dip-classification is applied in
the phonetic feature detection section followed by the two vowel; vowel-
like and non-vowel decisions, which are based on the RMS and BTR contours.

An 'OR' decision is finally made using the above two classification
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TABLE XVI

195

SMOQTHED RMS ENERGY PEAKS AND THEIR RATIO'S FOR DIGITS SPOKEN

IN ARABIC WITH VARYING AMPLITUDE AND FIXED MEAN

Digit P, 2 Ratio
/sefr] 11.35 8.64 0.76
/wahid/ 12.39

/ignan/ 23.11

/eagapah/ 27.38 100.67 0.27
/arbaph/ 1.52 9.48 0.16
/khAms3h/ 46,98 15.97 0.34
/s1ttah/ 34.85 32.41 0.93
/shbPon/ 5.1 8.07 0.63
/6 amany?dh/ ’ 5.54 16.97 14.27 0.84
/tIspdh/ 4.05 13.34 0.30




196

TABLE XVII

SMOOTHED AND QUANTIZED RMS ENERGY PEAK RATIO'S
FOR DIGITS SPOKEN IN ARABIC

Digiﬁ P1 P2 Ratio
/sefr/ 10.9 100 0.11
/wahid/ 100

/i6nan/ 70 100 0.7
/0anad3h/ 100 17 0.17
/arbapdh/ 100 90 0.9
/KhAms 3h/ 27 100 0.27
[sIttdh/ 87 100 0.87
/sAbo3h/ - 89 100 0.89
/ bamanysh/ 37 100 0.37

/tIspah/ . 46 100 0.46
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Figure 84. Smoothed and Quantized Feature Parameter for Digit
Zero, i.e. /sefr/ Spoken in Arabic
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Figure 84. (Continued)
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Figure 87. Smoothed and Quantized Feature Parameter for Digit
Three, i.e./6afaddh/ Spoken in Arabic
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schemes. Furthermore, the SFBR parameter and the BTR parameter are

used to separate turbulence noise segments from back vowel segments
and nasals segments from vowel segments respectively. The classifica—
tion of each segment is stored, so .that it can be utiiized in the third
stage, for actual digit recognition. |

The second path in Figure 28 is implemented as before. Table
XVIII gives a summary of the beginning, middle, and ending sound classi-
ficetion'of digits spoken in Arabic. This table is derived from Table
IV. The decision algorithm is based upon the uniqueness aspects
of the classifications of a particular digit. This is illustrated by
Table XVIII. For example, the digits zero, one, two and four have
unique classification for beginning and ending sounds. These four
digits are therefore decided on the beginning and ending sounds. The
digits seven and eight can be separated from the remaining digits
using the non-vowel uniqueness aspects in the middle region. The
remaining digits thru, five, six and seven have the same uniqueness
aspects at front and end region, but the middle region is different.
The flow chart in Figure 94 gives this procedure for recognizing
the digits spoken in Arabic.

The above algorithm was tested for fi&e male speakers whose
native tongue is Arabic. The accuracy rate was about 70 percent. The
speakers have different accents, which accounts for the inconsistency>
of the peak ratios among different speakers. The results were much
better when the spoken digits were intact, and the accuracy ratio wes
about 95 percent. By this method, the digits six and nine have the major
problem. The reason is due to the fact that different speakers tend

to stress different phonemes in the spoken digit. This fact affects



SEQUENCE OF SOUND CLASS REGIONS OF DIGITS SPOKEN IN ARABiC

TABLE XVIII
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RMS and BTR Decision

Digit :

Beginning Middle End
/sefr/ NV FV/NV VL
/wahid/ VL BV/FV NV
/i6nan/ FV VL/BV VL
/6aaosh/ NV VL/BV/NV MV
/arbapdh/ MV VL/MV MV
/khAmsdh/ NV MV/VL/NV MV
/sIttdh/ NV FV/NV MV
/sAbp3h/ NV MV/VL MV
/ Gamany dh/ NV MY/ BV MV
/tIspsh/ NV VL/BV/VL My
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TEST BEQINNING
REGION

VL
INDICATION

0,3,5,6,7,8,9 ¢ YES

TEST END TEST END
REGION REGION

3,5.6,7,8,9 [NO

TEST MIDDLE 4
REGION

YES
VL/BV NO NV
INDICATION INDICATION

NO YES] 3,5,6,9

VL/BV \_YES
INDICATION 3

NOg 5,6,9

MV/VL YES
INDICATION 5

NOy 6,9

FV/MV NO
INDICATION IDE’:I?;E:IED

YES

FV/MV >8\_YES
INDICATION 6

NO

Figure 94. Decision Tree for Digit Identification
for Arabic Language
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the value range of FV-MV indication for different speakers. It is

interesting to point out that if the spoken Arabic digit has a long vowel

followed by a consonant (VVC) then that vowel is always stressed. It is
pronounced louder than the other vowels; otherwise the first vowel of
the digit is stressed. This can be seen from Table IV, which shows
digit nine, /tIspoh/, have VCCVF where as digit six have either VeccV

or VCV, depending on how the /t/ is stressed. 1In addition, these

two digits have almost similar characteristics in all the three regions.
In fact the digit six,/sIttdh/, indicates that it has VCCV in the cen-
ter because there is double /t/, i.e. the duration of the /t/ is doubled.
Even though the second recognition idea is more reliable, the recogni-
tion result is based on the two paths for robustness. If the two paths
give different results, or that no decision has been made, the pattern

recognition procedure will be used. This is discussed next.
Pattern Recognition Scheme

In order to ascertain that the recognition scheme is robust, the
cross-correlation coefficients are used in a pattern recognition
scheme. The correlation coefficients is computed for the spoken
digit using Equation (43). The flow chart of Figure 60 shows that a
standard RMS and BTR pattern of the digits zero to nine are first
selected using emperical rule, then stored. The RMS pattern corre-
lation coefficients of the unknown digit is computed with maximum
number of frames, then compared with the standard pattern. The
correlation coefficient threshold is chosen emperically. If no

recognition results, then the unknown digit is correlated with the
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patterns of the remaining digit. The digit which has the highest
correlation is selected. The same procedure is followed using the BTR
pattern. The BTR pattern of the spoken digit is matched by the cross-
correlation process. The RMS energy“and BTR correlations for digiFs
spoken in Arabic are shown in Tables XIX-XXIV. The éréss—corfelation
process invoives selecting the best match by locating the reference
pattern which gives the greatest correlation coefficients with the
pattern to be recognized. This system utilizes no linguistic informa-
tién, but procedures of acoustic characteristics impeded in the RMS
energy and the BTR parameter as discussed in the previous chapter.

The above scheme was applied for sample digits. The results,
as shown in Tables XXV and XXVI, were good. However, before the
recognition rate can be given, more digit patterns have to be listed.
The computer programs are given in detailed form in Appendix B. This
completes the discussion on the digit recognition scheme for digits

spoken in Arabic.



TABLE XIX

RMS ENERGY CORRELATION TABLE FOR DIGITS SPOKEN IN ARABIC
(MAXIMUM NUMBER OF FRAMES USED)

SET NUMHBER 3 1
RMS CORRELATICHN

ZERO ONE TwOo THREE FOUR FIVE SI X SE VEN EIGHT NI NE

1e000 -0, 304 -0e 399 = 0e 385 -0s276 ~N+213 ~0+286 -0 015 -0e32G - 0e291
~0e 304 10000 -0e089 -0e258 0~ 421 - 0m 226 Cs132 0o0721 0,183 0.927
-0e 399 - 0o 089 14000 0e 305 -00253 9:.306 —~ 06231 -0»1.16 -0, 305 -0, 115
~J e 305 -0_-253 00305 1,000 0. 251 0ed25S ~0e145 ~0n397 0o 194 ~0:- 294
-0e2706 Js 421 -00253 0e251 10 000 0133 Cel 09 06267 00 329 0, 399
-0e 213 -0e 226 ~-0e30€ Oe 425 00153 1000 0588 -0 135 0,710 ~0+284
-1'10236 0s 132 -0e231 -00145 Os 109 0. €88 1« 0CO 0297 0. 795 0,043
-Us 015 0> 721 ~0ell6 -00394 06267 -0- 135 0e267 1 2000 0~418 0o 7225
~ue 329 Qs 183 ~-0+30¢% Ce 1G4 Ce 329 . 0710 0795 0~413 1000 0. 121
-0e291 Qo927 ~0ellE ~00294 0o 369 - 0o2K8 Co04a3 0,725 0,121 lc 000

[4 %4



RMS ENERGY CORRELATION TABLE FOR DIGITS SPOKEN IN ARABIC

TABLE XX

(MAXIMUM NUMBER OF FRAMES USED)

ZERU

14000

-Ve 137

-0 e236

-0e223

06355

Je 007

Qe 244

VDeOUB

UellO

Oe 015

SET

NUMBER
INE
04137
1, 00O
0e84835
-0, 144
=-0e 339
-0s 214
0, 260
Ve d42

-0e 05V

-0s 307

2

TwO

~0e23€

0e 845

1000

0053

-0e 2S¢

~0s261

0e 023

RMS CCRRELATION

THREE
-0e223
-0o 144
0,023
1000
Ca S99
0740
-00291
0.€10
00 245

~0e 066

FOUR
0.355
-0a339
- 0e255S
0e598
1~000
0~ 855
—0e 305
0e 4648
00 €34

0e123

FIVE

0-007

-0-214

=-0e2¢t1

00740

0855

1~ 000

0a2¢1

Ne546

00632

—0,017

SIX

0o 244

06260

0,023

-0s291

- 04305

-Co 261

1000

0.l 66

~ 00229

0503

SEVEN
6;606
0nl42
00364
00610
00764
0-586
00166
1,000
0o 1€3

0075

E IGHT
OaliO

- 00050
00127
05 245
0634
0-632

- 0s229
0~ 163
1~ 000

0037

NINE

0.€15

-00 267

-0-.498

- 0- 066

0.123

-0.017
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