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PREFACE 

A model for parsing a Thai sentence is developed. 

The theory of the Distributed Word Expert Parser serves as 

the basis for this work. The knowledge of each word is 

stored in a word expert. The parser is a model of 

coroutine control and intercommunication. The central 

parsing process is to understand word role in a particular 

context. 
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CHAPTER I 

INTRODUCTION 

Statement of the Problem 
~ . 

Historically, communication between people and 

computers has been achieved by using highly structured 

computer-imposed techniques. This mechanism, however, 

requires some level of training and experience for 

computer users. During the past decade, the range of 

computer users has grown from highly-experienced 

programmers to those who do not have any knowledge about 

programming. Thus, to make the computer easier for a non

programmer to use, a new means of communication between 

humans and machines should be developed. One of the 

proposed ideas is to have human interaction with computers 

in their everyday use languages. 

These common languages that people use to communicate 

with each other are called "natural languages". Thus, a 

natural language (NL) system can be defined as one that 

allows a person to interact with a computer by using a 

common language. 

The most obvious advantage of an NL system is that 

people need not to be trained in a programming language to 

use a computer. Gevarter (1983) has listed several 

1 
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applications for computer-based NL systems. In the 

information access system, NL is useful for information 

retrieval, question answering, and computer-aided 

instruction. To interact with intelligent programs, 

people could benefit in using NL as an interface either to 

an expert system or to a decision support system. 

One of the questions that has been raised in the 

field of a natural language understanding (NLU) system is 

"Is a model of human language comprehension attainable?" 

(Moyne, 1985). So far, this question is remain 

unanswered. In a recent study, Postal and Langendoen 

(1984) claimed that natural languages are neither finite 

nor infinite enumerable sets. The collection of sentences 

in a natural language is a "megacollection" with higher 

cardinality than any enumerable set. From the observation 

of different approaches that have been proposed up to 

present, Moyne (1985) concludes that human language 

comprehension cannot be modeled entirely by any one of 

those approaches. However, by stating that, Moyne does 

not imply the failure of any attempts. He suggests that 

human language comprehension involves all of those 

approaches. 

In building an NLU system, one of the first major 

decisions to be made is how to express and organize 

linguistic and conceptual information for the parser. 

Most models of parsing to this point have made the 

assumption that systems of rewriting rules are good media 



for expressing information about sentence level parsing. 

Although the implementation styles of these models differ 

markedly, they share the view that rules of language 

understanding are captured best by rules which span large 

sentence constituents. This assumption analyzes the 

language by imposing structure at the sentence level and 

treating the words of the language as tokens. These 

tokens participate in comprehension by virtue of their 

inclusion in sentence and concept level rules. 

3 

Another problem in an NL system is dealing with word 

ambiguity. Traditionally, the approach is to write one 

rule for each usage of the word. Each such rule must 

contain enough contextual probes so that it executes at 

exactly the appropriate moments. This approach leads to 

highly redundant context descriptions in each rule. In 

addition, some uniform interpreter that is capable of rule 

arbitration must exist to select the "most appropriate" 

rule. 

Rieger and Small (1981) made an observation that each 

word of a natural language is an object with an often rich 

information structure attached to it. For each word in 

the language, we know its contextual uses, its morphology, 

and its idiomatic uses. To solve problems of the 

traditional systems mentioned above, Rieger and Small 

propose to include all such information in a system of 

rules that make reference to the world. This system is 

called "Distributed Word Expert Natural Language Parsing". 
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In the model, each word expert has its own 

information of all the possible contextual interpretations 

of the word it represents. When placed in a run-time 

context, a word expert should be capable of issuing an 

orderly progression of inquiries about its context, then 

making a set of decisions based on the response to it 

queries. This process leads to a selection of the best 

interpretation of its word in the sentence. One of the 

advantages of a word expert system is that the only units 

the parser requires in memory are the word expert modules 

formed from a sentence. This feature requires less space 

in the memory of the computer than the earlier systems. 

Another advantage is that it allows for the modular growth 

of language information. Since each word expert is a 

center of information, one easily can comprehend the 

structure. There are also other advantages that Rieger 

and Small claim as well; for example, the characteristic 

of the theory suggests some approaches to language 

acquisition. Since each word expert is a self-contained 

unit, when a new usage of the word is perceived, rather 

than writing absolute rules to describe the new context, 

it is possible to grow a new branch within the word 

expert. This branch only needs to capture one relative 

difference between the existing usages and the new usages. 

Rieger and Small (1981) have used their model to 

analyze English text. They did not mention the use of 

their model in the field of foreign languages. Mengel 
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(1984) developed a parser for the German language based on 

the theory of distributed word expert parsing. Even 

though her system does not cover the whole grammatical 

structure of German, it works well enough to show that 

this theory can be applied very well with one non-English 

language. 

This word expert system would be very helpful in 

developing semantic analysis for the Thai language. At 

present, in Thailand, computer users must communicate with 

the machine in an English-command language. It requires 

two levels of training: learning English and learning the 

operating commands. The users could master the use of a 

computer faster by communicating with the machine in their 

native language; i.e., Thai. Communication in natural 

language would also reduce the cost of training personnel 

to use a computer. 

Thus, to enable a better communication with 

computers, a system to process and understand the Thai 

language is desirable. 

Objective and Scope 

This study is considered as a preliminary research in 

constructing a Thai language understanding system. Hence, 

Thai computer users can communicate with machines in their 

own language. 

Only a subset of the Thai language is considered in 

constructing the parsing system. This subset is defined 



in Chapter III. Based on the theory of the Distributed 

Word Expert Parser, a set of operations that involve in 

analyzing words in a Thai sentence is given. The system 

generates a general representation of an input sentence. 

This representation is applicable to any system that may 

aid the users to communicate with computers in Thai. 

Specific objectives for this study include: 

1. development of a system that can process a single 

Thai sentence and generate a reasonable semantic 

representation of the input sentence. 

2. development of a parser module to analyze Thai 

words in a sentence based on the concept of the 

word expert parser. 
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Since the Thai alphabet is different than the English 

alphabet, a system that represents each Thai word must be 

developed. The design and development of such a system is 

beyond the scope of this study. 

Definitions 

For clarity, the following definitions are given: 

Natural Language Understanding System - a computing 

device and programs which can perform tasks, similar to 

those done by people, and which requires "intelligence and 

reasoning" in understanding language. 

Natural Language Processing System - a general 

purpose language processor which builds a formal 

representation of the input. 



Parse - To analyze a sentence by applying the rules 

of a natural language system. 

Ambiguous Sentence - A sentence with more than one 

valid grammatical parse. 

Syntax Analysis - The analysis of the sentence 

according to its grammatical structure. 

Semantic Analysis - The analysis of the sentence 

according to the meaning of words. 

Concept - A data object created by and during the 

parse to represent comprehension result. 

Sense - A distinct usage of a word. It may refer 

only to the meaning of the word. 

Organization of the Study 

7 

The results of this study are represented in five 

major parts: 1) the statement of the problem, objective 

and scope of the study, 2) a literature review in the area 

of natural language processing systems, 3) the grammatical 

structure of Thai language, 4) the word expert parser,and 

5) an evaluation of the system with conclusions of the 

study. 



CHAPTER II 

LITERATURE REVIEW 

Introduction 

In developing a natural language processing (NLP) 

system, several theories have been proposed. For the 

earlier attempts, most of the theories are characterized 

as syntax-based analyses. The models first try to parse 

the input sentences then analyze them according to the 

syntax of those specified languages. Next, a semantic 

representation will be applied to provide a meaning of the 

input sentence. Several researchers point out that in the 

process of language understanding of human beings, both of 

the syntactical components and the meaning of words must 

be taken together. Therefore, later theories will focus 

on the subject of how to map the linguistic objects to the 

non-linguistic objects. 

This study reviews some of the well known theories of 

NLP system starting from the earliest work of Chomsky 

until the present. The implemented systems of these 

theories are also discussed. Finally, systems of natural 

language processing for non-English languages are 

observed. 

8 
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Transformational Grammar 

The first attempt to construct a theory for natural 

language was done by Chomsky (Charniak and Wilks, 1978). 

He introduced a theory of transformational grammars (TG). 

This theory distinguishes grammatical from non-grammatical 

sentences. A set of rules which generate all the 

grammatical sentences is produced. These rules are called 

"transformation rules". The grammatical sentences are 

generated by starting with a subset of sentences then 

using transformation rules to generate the rest of them. 

Sentences are simply strings of words that have 

internal structures. To illustrate an internal structure, 

Charniak and Wilks (1978) use the following sentence as an 

example. 

The big boy laughs. 

An internal structure that represents this sentence 

is shown in figure 1. The sentence is divided and 

subdivided into individual words. A diagram like this is 

called a "phrase marker". The individual words at the 

bottom are called "terminal nodes". 

To formulate transformation rules, the Charniak and 

Wilks system starts with a small set of phrase markers and 

generates the complete set of phrase markers for all 

grammatical sentences. In technical terms, a phrase 

marker is called "deep structure" and the result of the 

process is "surface structure". Figure 2 shows a diagram 

of this process. When generating surface structures from 



Sentence 

NOUN PHRASE VERB PHRASE 

DETERMINER ADJECTIVE NOUN VERB 

The big boy laughs 

Figure 1. Internal Structure of a Sentence 

(Charniak and Wilks, 1978, p. 28) 
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Deep Structure 

Transformation rules 

SURFACE STRUCTURE 

Figure 2. Process of Applying Transformation Rules 

(Charniak and Wilks, 1978, p. 32) 
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deep structures, transformational grammars describe the 

relationship between deep structures and surface 

structures. 

A syntactic component of TG has two parts: 

1) a base component which generates the deep 

structure phrase markers, and 

2) a transformation component which generates the 

phrase markers of all the other sentences of the 

language. 

12 

A TG system uses transformational rules to determine 

all possible parses of a sentence. For an ambiguous 

sentence, a sentence would have more than one valid 

grammatical parse. However, the model of TG could not 

select the "correct parse" since it relies only on syntax 

(Wilks, 1975). TGs are useful for computer generation of 

natural language but cannot be used directly for analyzing 

sentences (Charniak and Wilks, 1978). 

Among the followers of TG theory, Katz and Fodor are 

the first who made a serious attempt to involve semantic 

into theory of TG (Charniak and Wilks, 1978). Their 

theory interprets a grammatical description to produce 

readings for the sentence. Each reading produced 

corresponds to a different meaning of the sentence. The 

theory has two components. The first component is a 

dictionary in which the meanings of individual words are 

listed together with restrictions on how words can combine 

with others meaningfully. The second component is a set 



13 

of rules which defines how the meaning of a sentence may 

be built from its component words by using the information 

in the dictionary. However, Katz and Fodor did not set 

out a complete theory but only described the shape of 

their ideas. 

Augmented Transition Network 

Another well known system that is an implementation 

of a TG is the augmented transition network (ATN). An ATN 

is a form of an augmented pushdown automaton. 

directed graph with labeled states and arcs. 

It is a 

The labels 

on the arcs may be state names as well as terminal 

symbols. An ATN model builds up a partial structural 

description of the sentence as it proceeds from state to 

state through the network. The pieces of this partial 

description are held in registers. It has the ability to 

perform arbitrary computational tests and actions 

associated with the state transitions (Woods, 1970). 

Advantages for using ATN as a model for natural language 

include: 1) clarity of presentation, 2) generative power, 

3) efficiency of representation, 4) the ability to capture 

linguistic regularities, and 5) efficiency of operations. 

However, ATN are tied closely to their application which 

makes them be nonportable and nonextensible. An 

improvement is developed in another system called Cascade 

ATN's (Wood, 1980). It allows more semantic analysis 

during parsing but it sti.ll is tied closely to its 
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application. 

The ATN syntactic parser is employed in LUNAR which 

is a system of natural language interface to moon rocks 

data base {Woods, 1973). In addition to a heuristic 

search implementation of the ATN parser, Woods also 

introduced a very general notion of quantification based 

on the predicate calculus, and he used sophisticated 

techniques to translate questions into data base queries 

{Waltz, 1982). The program parses sentence sent on to the 

semantic program for translating into a query. The 

semantic analyzer gathers information from verbs and their 

cases, nouns, and noun modifiers to build the data base 

query. This program has a capacity to handle 90% of the 

questions posed to LUNAR by geologists. However, the 

system is based on a "closed world" viewpoint of 3,500 

words in the vocabulary for moon rock data base. 

Utterances are limited to strict data base inquiries. The 

system proved to be non-portable and non-extensible; it is 

no longer in use {Gevarter, 1983). 

Another system that follows the idea of the ATN 

parser is called ROBOT/INTELLECT {Gevarter, 1983). It is 

one of the first natural language database query systems 

to be available commercially. The system handles a large 

vocabulary by building an inverted file of data element 

names indicating the data domains in which each name 

occurs. A dictionary of common English words is also 

included. The system is considered to be portable since 



the user can adapt the model to a new data base in 

approximately one week. Its limitation is that it does 

not consider context except to disambiguate pronouns. 

SHRDLU 
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Winograd's system, called SHRDLU, is one of the 

systems that is based on syntax (Winograd, 1972). The 

system runs as a dialogue between a human operator and the 

machine. It displays on a screen pictures of a closed 

world of closed blocks and pyramids, a box that objects 

can be put into, and an arm that can move the objects. 

SHRDLU displays the responses to the operator by writing 

on the same screen. Winograd starts the analysis of an 

input sentence by determining a certain interpretation of 

a sentence. If the system cannot make syntactical or 

semantical sense of the sentence, SHRDLU will back up and 

try a different parse. If there is no semantic objection, 

then the parser will continue. 

This system is one of the first systems to deal 

simultaneously with many sophisticated issues of NLP: 

parsing, semantics, references to previous discourse, 

knowledge representation, and problem solving. SHRDLU 

views the world as a logical solving universe (Gevarter, 

1983). SHRDLU has a capacity to solve a broad set of 

problems. It interprets declarative sentences as data 

base updates, interrogative sentences as data base 

searches, and imperative sentences as specifications for 
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goal. The system will first form a plan and then execute 

that plan. This process involves data base search and 

update as well as sentence generation (Waltz, 1982). 

SHRDLU assumes the world is logical, simple, small, 

and closed. It also assumes that it knows everything 

about the world. The user must also be familiar with the 

system to use it successfully. SHRDLU is a non-portable 

and non-extensible prototype. It is no longer in use 

(Gevarter, 1983). 

Conceptual Dependency 

In the above approach to linguistic theory, syntax 

and semantic parts of language are analyzed separately. 

Many researchers agree on the same point that people 

understand sentences with respect to both the linguistic 

and situational contexts in which those sentences are 

spoken. From these observations, a new different theory 

is proposed to integrate both semantic and syntax parts of 

language as a whole unit in building an NLU system. This 

theory is called "conceptual dependency" (Schank, 1972). 

In this theory, Schank attempts to represent the 

conceptual base that underlies all natural languages. In 

other words, the aim of this theory is to explain how a 

linguistic object is mapped to a non-linguistic object. 

Semantic structures are claimed to be of the same formal 

nature as syntactic structures. The notion of "deep 

structure" which separates syntax from semantics and a 
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distinction between "transformation" and "semantic 

representation rules~ become a single system of rules 

which relates semantic structure and surface structure. A 

grammar does not generate a set of surface structures; 

rather, it generates a set of derivations. 

Five characteristics of Schank's theory are listed as 

follows (Charniak and Wilks, 1978): 

1) It is conceptually based; 

2) The conceptual base consists of a formal 

structure; 

3) It makes predictions based on the conceptual 

structure; 

4) Its understanding is not limited to sentences; 

5) It has formal rules to map natural language 

utterances to the conceptual base. 

There are two distinct levels of analysis: the 

sentential level and the conceptual level. On the 

sentential level, the utterances of a given language are 

encoded within a syntactic structure of that language. On 

the conceptual level, the basic construction is the 

conceptualization. A conceptualization consists of 

concepts and certain formal relations that exist between 

these concepts. The concept can either be a nominal, an 

action, or a modifier. 

Relationships between each of conceptual categories 

are called "dependencies". Dependency relations are 

established upon the basis that a concept alone or in 



18 

combination with the other(s) can be understood. There 

are two types of dependency relations between two 

concepts: a dependent and a governor. It is the fact that 

a governor need not have a dependent but a dependent must 

have a governor. 

The conceptual base is represented by a linked 

network of concepts and dependencies between concepts. It 

is called a conceptual dependency network. Figure 3 shows 

examples of conceptual dependency networks corresponding 

to two grammatically distinct sentences. Figure 3a is a 

network for a sentence, "John gave Mary a bicycle." It 

can be read from this structure as, "John transferred a 

possession of the bicycle from himself to Mary." In 

figure 3b, the sentence, "Mary got a bicycle from John.", 

has the similar representation except that Mary is listed 

as an agent. This is because, in figure 3b, Mary is the 

person who caused the action. 

Schank implemented his own theory in a system called 

MARGIE. The program can accept simple sentences and 

answer questions about them, generate paraphrases of those 

questions, and make inferences base on the questions 

(Waltz, 1982). Several other computer implementations 

have also been developed follow Schank's idea (see Moyne, 

1985). However, space limitation prevent the use of those 

systems. 
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p 0 
John =====> ATRANS <----- bicycle <--~--[----> Mary 

----< John 

Figure 3a. Conceptual-Dependency Diagram of the Sentence, 
"John gave Mary a bicycle." 

(Waltz, 1982, p. 12). 

p 0 <--~--[----> Mary 

----< John 

Mary =====> ATRANS <----- bicycle 

Figure 3b. Conceptual-Dependency Diagram of the Sentence, 
"Mary got a bicycle from John." 

(Waltz, 1982, p. 12). 
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Preference Semantics 

Another theory that accounts for a semantic 

representation of natural language is proposed by Wilks 

(1975). He developed a system that analyzes an English 

text to generate a French translation. This system is 

called "Preference Semantics". The term "preference" is 

used because the procedures are used to derive prefering 

certain structures on the basis of semantic density. The 

fundamental unit of this semantic representation is the 

template. Each template corresponds to an intuitive 

notion of an agent-action-object form. Templates are 

built from basic building blocks called formulas. These 

formulas correspond to senses of individual words, one 

formula to a word sense. In order to construct a complete 

text representation, namely "semantic block", templates 

are bound together by two kinds of higher level structures 

called paraplates and inference rules. Wilks shows the 

template connectivity of formulas corresponds to the 

sentence, "The black horse passed the winning post 

easily." This example is presented in figure 4. 

Wilks's system runs on-line as a package of LISP, 

MLISP, and MLISP2 programs. The two latter languages are 

expanded LISP language that have a command structure and 

pattern matching capacities. Presently, a vocabulary is 

only 500 words but Wilks claims that it is the largest of 

any operating deep-structure semantic analyzer. This 

system is designed with clever rule and expectancy 



horse <-----> passed <-----> post 

i t t 
the black easily the winning 

Figure 4. Example of Template Connectivity of 
Formulas Used in Wilks's System. 

(Wilks, 1975, p. 59). 
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switching on a limited set of conceptual ambiguity. 

Unfortunately, the system does not deal with the problem 

of word ambiguity in a foundational sense (Rieger and 

Small, 1981). 

Distributed Word Expert Parsing 

22 

Motivated from the earlier works of Riesback and 

Wilks, Rieger and Small (1981) introduced another theory 

called Distributed Word Expert Parsing. They use the idea 

of Wilks in handling multiple word senses and build 

mechanisms deeply into the model to deal with word 

ambiguity. 

A word expert is a procedural entity of all the 

possible contextual interpretations of the word it 

represents. Each word contains enough information to 

indicate its context in a sentence and word senses to give 

the meaning. In analyzing the input sentence, each word 

expert is compiled and can ask questions of one another to 

contribute its meaning to the final interpretation of the 

sentence. The parser is organized in two levels: sentence 

level and the concept level. In the sentence level, 

workspace contains a word bin for each word. For the 

concept level, workspace contains a concept bin which is a 

repository for information about a single word of the 

input. The principal structure of the model is the word 

sense discrimination expert. 

Rieger and Small illustrate how the Word Expert 
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Parser successfully parses the sentence, "The deep 

philosopher throws the peach pit into the deep pit." 

Initially, the parser retrieves the experts for "the", 

"deep", "philosopher", "throw", "s", "peach", and so 

forth. Then the system organizes those word experts along 

with data in word bins. The parsing is a left to right 

order in the sentence level workspace. The word expert 

for "the" will run first, then terminates immediately, and 

creates a new concept designator. This new unit is called 

a concept bin and participates in the concept level 

workspace. 

Next the "deep" expert runs. Since "deep" has a 

number of word senses, it is unable to terminate. It will 

suspend the execution, noting the conditions upon which it 

would be resumed. These conditions are referred to as the 

"restart demon". The expert for "philosopher" runs, 

checks the control state of the parser, and contributes 

the fact that a new concept refers to a person who study 

philosophy. When thfs expert terminates, the expert for 

"deep" resumes and realizes that "deep" must describe an 

entity that can be viewed as a person. Therefore, the 

"deep" expert terminates with the fact that the person is 

intellectual. The expert for "throw" then runs, examines 

its right lexical neighbor, decides to wait for the 

existen~e of an entire concept to its right. The "s" 

expert runs and contributes it standard morphological 

information to "throw"'s data bin. 
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The expert for the second "the" runs and creates a 

new concept bin to represent the data about the nominal 

and description to come. The "peach" expert realizes that 

it could be either a noun or an adjective. It asks the 

expert for "pit" if the two of them can form a noun-noun 

pair. This causes "peach" to be in a state called 

"attempting pairing." "Pit" answers back that it does 

pair up with "peach" and enters the "ready" state. 

"Peach" now has its correct sense and terminates. The 

"pit" expert can execute quickly and terminates with 

"fruit pit" sense. This action causes the "throw" expert 

to resume and with the sense of fruit pit, the "throw 

expert" terminates with its word sense as an event of 

propelling with one's arm. 

When the "into" expert runs, it opens a concept bin 

for the time, location, or situation and suspends itself. 

The third "the" expert then executes immediately and 

creates the expected picture concept. The word expert for 

"deep" will run and cannot decide among its several 

senses. Therefore, it will suspend and waits for the word 

expert of its right. "Pit"'s expert now runs and with the 

expectation posted by ~deep", "pit" maps its contribution 

to a large hole in the ground. Therefore, the "deep" 

expert can be resumed and terminates as well as closes the 

concept bin that they belong to. The "into" expert can 

resume and marks its concept as a "location", then 

terminates. Now all the word experts are completed, the 



expert for "." runs and completes the parse. 

Natural Language Processing System for 

Non-English Languages 
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As previously noted, being able to converse with 

computer in the users' native language brings benefits not 

only to the users themselves but also to their 

organizations. The United States has been a leader in 

developing English language interfaces to computers since 

the first language theory was developed by Chomsky. There 

is also a need for non-English users to communicate with 

the machine in their native languages. Because of the 

multilingual environment, many of the NLP systems have 

been developed in European countries. However, these 

systems have focused more upon theoretical aspects because 

the technology available in Europe is not as advanced as 

the American technology (Bibel, 1985). 

A typical example of the European approach to NLP is 

the PRISE system developed in Italy. PRISE receives as 

input a set of semantic specifications describing the 

concepts which are to be expressed and outputs the 

appropriate Italian sentences. Based upon the theory of 

Conceptual Dependency, PRISE also includes the ability to 

generate new translation rules and to update its 

vocabulary. These capabilities allow flexibility in 

learning new words and redefining its conceptual 

representation rules to handle new applications. 
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PRISE generates its initial output in a conceptual 

description language (CDL) which is then translated into 

Italian. This translation is a two step process. The 

first step performs such basic operations as word 

selection syntactic group formation, and relationship 

definition. This first step also includes the process of 

relating the syntactic components to each other. The 

second step chooses the best sequence of syntactic 

components to generate the final Italian sentences. 

PRISE, itself, is a component of a larger 

conversational system still under development. This 

system is written in PROLOG and LISP and runs on a DEC VAX 

11/750 under UNIX (Adorn et al, 1984). 

Also under development in Italy is an Italian 

interface to an airline reservation system. This 

reservation system uses a packet of pattern-action rules 

to interpret its queries. This system, implemented in 

LISP on a VAX 11/780, operates upon a small domain of data 

base (Cudazen et al, 1984). 

German researchers are also very active in the NLP 

field. The VEB Robotron Zentrum fur Forschung _und Technik 

has developed an interface called NLI/AIDOS for the 

AIDOS/VS Information Retrieval System. The system 

attempts to convert natural language information into the 

equivalent semantic representation. The global structure 

of the NLI/AIDOS interface consists of four main 

components: 
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a. a lexical-morphological analysis (LMA); 

b. a word-class-controlled functional analysis (WFA) 

translating the natural language queries into 

expressions of a semantic intermediate language 

(SIL) after the preparatory LMA-step; 

c. a lexicon (LX) containing the grammatical-semantic 

background information; 

d. a transformation module (TM) transforming SIL 

expressions into AIDOS Query Language (AQL) 

expressions. 

Instead of using a set of grammatical rules, the 

linguistic processor of this system concentrates upon the 

classifications of words. Each word class invokes a 

corresponding function whenever a word of this class 

appears in a sentence. This process makes extensive use 

of three stacks: STACK, OP-STACK, and QL-STACK. During 

the analysis, these stacks grow and shrink dynamically. 

A transformation module translates the natural 

language query into the intermediate semantic 

representation. This module contains a central control 

section that uses a set of transformation rules to 

translate the query's linguistic deep structure into the 

appropriate application expression. 

Like so many of the NLP systems, NLI/AIDOS is 

implemented in LISP on a medium scale system (Helbig, 

1984). 

Another German project is the SYSAN project to 
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interpret queries for a data base. The goal of the 

project is to create an interface that the user can tailor 

to his needs. SYSAN outputs a table of the natural 

language formulations. SYSAN consists of a lexical 

analyzer, a syntactical analyzer (based on the ATN 

grammar}, and a semantic analyzer. The analysis process 

works with the same concept as the NLI/AIDOS system. 

SYSAN also has the capability of processing grammatically 

incomplete questions (Koch, 1984). 

Romanian researchers have developed the ROUND-S 

(ROmanian UNDerstanding System} to create a set of natural 

language processing tools to investigate domain-specific 

knowledge bases. ROUND-S has three major components: 

linguistic procedures, semantic representation, and a 

general problem solving procedure. The syntactical 

analysis of the model is based upon the ATN grammar. 

ROUND-S is the system that provides dialogues in Romanian 

in retrieving knowledges from the collection of programs 

from the National Program Library. The system is 

implemented in DMLISP on a PDP 11/45 (Mandutianu, 1984). 

Another interesting system currently under 

development in Japan is an English-Japanese machine 

translation. This translation system uses Montague 

Grammar to generate an intermediate representation of 

meaningful semantic relations in a functional logical 

form. This logical form is then converted to a conceptual 

phrase 



29 

structure form which is associated with Japanese language. 

Chapter Summary 

In this chapter, different approaches to processing 

natural language text are discussed. The first theory is 

based on the syntax of the language; it failed to analyze 

an ambiguous sentence appropriately. Since human beings 

understand the language by comprehending both the grammar 

and meaning of words in a sentence, several attempts have 

been conducted to involve semantic representation into the 

grammatical rules. However, the syntax and semantic parts 

of language still are analyzed separately. There is one 

approach that integrates both the syntax and semantic 

parts as a whole unit in building a natural language 

understanding system. This theory is called "conceptual 

dependency" which is the basic idea of "distributed word 

expert processing" which is the main theory applied to the 

Thai language in this study. 

Most natural language understanding systems for non

English languages are developed based on the theory of 

conceptual dependency. This is a strong, unproved 

indication to show that in order to have a machine 

understand the language as closely as human beings do, 

systems should involve both the syntactic and semantic 

parts of the language. 



CHAPTER III 

THAI GRAMMAR 

Introduction 

Natural languages can be categorized into the 

following four major groups: inflectional languages, 

agglutinative languages, polysynthetic languages, and 

isolating languages. A word in an inflectional language 

is constructed by adding a prefix or a suffix to a root 

and rearranging the structure of word. Table 1 shows a 

comparjson of words from different languages that have the 

same meaning and are built from the same root. 

Agglutinative languages, in a similar way, build 

words by adding prefixes, infixes, or suffixes to roots 

but the roots remain the same. For instance, in an 

American-Indian language, the word "cheta" means to build 

a fire, when the infix "wa" is added to this word, it 

becomes "chewata" which means "I build a fire." Another 

example is the word "sev" in Turkish language which means 

"love", when the postfix "dirmak" is added, it becomes 

"sevdirmak" which means "try to be loved by someone". 

Polysynthetic languages combine words to form new 

words just as the agglutinative languages do. However, 

the key difference is that the compound root words are 
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TABLE I 

COMPARISON OF WORDS IN INFLECTIONAL 
LANGUAGES 

Words 7 8 

language 

Latin Septo Octo 
Italian Set to Otto 
Sanskrit Sa pta Ashta 
Bali Satta Attha 
Spanish Siete Ocho 
Portuguese Seta Aito 
French Sept Huit 
English Seven Eight 
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Source: Lamduan, Somchai. Thai Grammar. Odion Store 
Publisher, Bangkok, Thailand, 1983. 
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changed when combined in the polysynthetic languages. 

The isolative languages, such as Thai, do not combine 

words to form new words. Characteristically, the 

conversational vocabulary consists of one syllable words. 

Sentences are formed from separate words grouped together 

to convey a thought. Unlike the English language, Thai 

sentences are written by putting words together without 

any space between words in the same sentence. Spaces 

indicate the end of sentences. 

Thai written characters are different than those in 

the Roman alphabets totally. Detail about these Thai 

written symbols is presented. Also included in this 

section are word classes, phrase structures, and sentence 

structures of the Thai language. 

Written Symbols 

In contrast to some written languages, but in similar 

fashion to English, Thai written symbols represent the 

sound of the verbal language directly. These written 

symbols consist of consonants, vowels, and tonal marks. 

Thai has forty-four consonants; two are not used in modern 

writing, being considered obsolete and six more never 

begin words. The consonants in alphabetical order are 

shown in figure 5. The consonants also may be divided 

into the three tonal groups: the low tone, the medium 

tone, and the high tone. The consonants are arranged 

tonally as shown in figure 6. 
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n 

u 

Figure 5. Thai Written Symbols 
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~ledi urn 

n 

'll 

\l 11 a 

A M ~ 'll 

t'J !I 

0 6\ 

0 ~ 

! n en fill ~1 li 

rJ u 

u 

tJ 

w w J1 

w w 

tl 

'l ... 
rl l~ 

1 

l-1 !1 

il 

Figure 6. Thai Written Symbols Tonally Arranged 
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Twenty-one written characters used as vowels in the 

Thai language are shown in figure 7. Each vowel sound can 

be represented by vowel marks or vowel combinations. 

Figure 8 shows a list of vowel sounds with ·~' added to 

indicate whether each vower is placed before, after, 

above, or below a consonant. Sometimes a hyphen is added 

to represent a following consonant that must be present. 

To represent tonal accent in the Thai language, there are 

four marks, namely, the first tonal mark ('), the second 

tonal mark (~), the third tonal mark (~), and the fourth 

tonal mark (+). 

In the Thai language, there are five accent tones: 

the level tone, the grave tone, the dropped tone, the 

acute tone, and the rising tone. Medium-tone and low-tone 

consonants without any tonal marks are pronounced with a 

level tone. High-tone consonants with no tonal marks are 

pronounced with a rising tone. High-tone and medium-tone 

consonants with the first tonal marks are pronounced with 

a grave tone. Low-tone consonants with the first tonal 

marks are pronounced with a dropped tone. High-tone and 

medium-tone consonants with the second tonal marks are 

pronounced with a dropped tone. Low-tone consonants with 

the second tonal marks are pronounced with an acute tone. 

Medium-tone consonants with the third tonal marks are 

pronounced with an acute tone. Medium-tone consonants with 

the fourth tonal marks are pronounced with a rising tone. 
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Svrnbols 

-~ 

IJ 

-1 rl1fl711~ 

<I " 

61UL1HJ.t1Vl 

II II 

, L - '1111-tUI 

1-

1-
1111 

'\- '111111\J 

... 
" WU~1U 

ll 
II II 

... 

.. .. 
611i 
.. . en 611it:l .. . 
illrl 
.. . 

Ill 611nu 

J1 HJ J 

~. 11 J 

Figure 7. Thai Vowels 
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0 

e:n fl1 

El f) , , 

Ltl Len: Len 

~ 

Ltl-

... 
Lela 

Lflt.l Len 

Figure 8. Thai Vowel Sounds 
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Word Classes 

As previously mentioned, words in a sentence are 

combined without any blanks to separate them. Thus, to 

identify a word in a Thai sentence, the only criterion is 

to find a minimum free form of written symbols in a 

meaningful sentence. Similar to the English language, 

words in the Thai l~nguage can be classified into seven 

classes by using the following three criteria. 

1. 

2. 

Usage of words 

1.1 Noun which is a name of a person, place, or 

thing. 

1.2 Verb which is used to express action or state 

of being. 

1.2 Interjection which is a word expresses strong 

emotion or passion. 

Functions of words in the sentence 

2.1 Pronoun which is used to represent a noun. 

2.2 Modifier which is a qualifying adjective 

and/or a modifying adverb. 

2.3 Conjunction which is used to join words or 

clauses. 

3. Position of words 

There is only type of word in this category, i.e. 

preposition. A preposition is used before a noun 

or a pronoun to show the relation to some other 

word(s) in the sentence. 
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Figure 9 demonstrates a word class comparison between 

Thai and English language. However, one word may be used 

as a noun, as a verb, or as a modifier in sentences. To 

identify the class of the word, the position of word in a 

sentence must be observed. For example~ if a word is 

preceding a verb, it is considered as a noun; if a word is 

preceded by a noun, it is considered as an adjective~ if a 

word is preceded by a subject, and it is followed by an 

object, it is a verb. 

Phrases 

Phrase is a word or a group of words that is used as 

part of a sentence. Phrases can be classified into five 

types: noun phrase, verb phrase, auxiliary phrase, phrase 

of location, and phrase of time. 

~ noun phrase is a noun, a pronoun, a noun and its 

modifier, or a pronoun and its modifier that can be 

present as one of the following parts in the sentence. 

1. Subject Part (S) 

2. Direct Object (D) 

3. Indirect Object (ID) 

4. Single Noun (N) 

~ verb phrase is a verb or a verb and its modifier 

that is present as a verb part in a sentence. 

An auxiliary phrase is a modifier or a group of 

modifiers that is present to stress the emotional meaning 

of the sentence. 



.. 
H"11l a 1 .nn: 

H'iU1U'i Hill~ 

i10tlt1U1U 

U"itli1'7'HIU1U .. 
Uu 

il i i H U 1 U 'lllll •j :: !J: 

il":i., r1u 1 u '\ rt' n 1 u .. 
~,,wu1~,;;i, u;~uu~ 

li~D,1lJR,R1U,UU,:1uA 

noun 

Commou t.foun 

Proper Noun 

Collecti \"e Noun 

Haterial Noun 

Descriptive Noun 

Pronoun 

Personal Pronoun 

Demonstrative Pronoun 

:nterr~gative Pronoun 

Distributive Pronoun 

~,,WU1U,;DUU,:1uA Possessive Pronoun 

. . ., . 
n,u11URD~un,,u Intransitive Verb .. ~ 

n,u,un,,u Transitive Verb 
. .. 

R,~1UO,U1 Auxiliary Verb 
.. t 
11~t1t1 Modifier 

.. t .. 
H,11~ttauonantta: Descriptive Adjective 

• t 
R,1L~tiWUDOL1R1 Adverb of Time 

• t • 
R,11~t1t1Uunan1un Adverb of Place . ( . . 
~,11~tiWUDnU,U1QM,D~,u1u Adverb of Kumber 

• i : 
A,11~tltiUDnR11lJ~I~W1: Demonstrative Adjective 

• ( I: 
R '111 l:ttltiUilOR 1111 lu~ 1 ;an: No.n-demonstrati ve Adjective 

• t 
R,11~tltiURA~R,01lJ Interrogative Adjective .. ( .. 
A,11AMt1UiiA~R,U1UUi1:'7U Adverb of Approval 

~ ( .. 
R,11Atlt1Uii~~R11UUQ1il~ Adverb of Negation 

uuun PreposLtion 
' 
ilUu1U Conjunction 

R~ilnlu Interjection 

Interjection of Action 

R'iii111U I il'iUIJ\1 l~terJecticn of Expression 

Figure 9. Word Class Comparison Between Thai 
and English Language. 

(Lamduan, 1983, p. 116) 
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~ phrase of location is a noun phrase that is 

preceded by one or more prepositions. This phrase will be 

the modifier part of the sentence that tell the location 

of the event. 

A phrase of time is a time word or a time word and 

its modifier that is present to indicate the time of the 

event. 

In the Thai language, there are 2 major phrase 

structures: noun phrase structure and verb phrase 

structure. 

Noun Phrase Structure: The following are the four 

major components in the noun phrase structure. 

1. Major noun (M) 

2. Intransitive verb part (Int) 

3. Quantitative part (Q) 

4. Indicative part (Ind) 

These four components can be arranged into twelve 

different noun phrase structures. Examples of noun phrase 

structures in Thai follow. (The English translations are 

given in a parenthesis). The reader may notice that the 

position of these four compo~ents is different than the 

English structure. For instance, an intransitive verb 

part appears after a major noun that it modifies. 

1. M 

(book) 



2. M + I nt 

,."'~"'~~ru 
(big car) 

3. M + Q 

~~~"\ iJ'\\l 
(three oranges) 

4. M + Ind 
~ 

,.; ) ""i 
e-.i'll'l'!:l(f!'\olo'\-b ., 

(this man) 

5. M + Int + Q 

~~-e~Y~~ Y,~'"\\)~f,l 
(many new shirts) 

6. M + Q + Int 
l.J ri 
% "'"" '€l '!J~ 'e:l~ '\>1m~ fl 

(two little bottles of perfume) 

7. M + Int + Ind 
9) I Ill ""\ sJ 
'\.]'I% 'o fl"' ..... ~ ~ I. '1-\ ..... 

(that old house) 

B. M + Q + Ind 
g) .J <V~ 
~ 1%1'1 ""' "r'ttfl~ ~ 

(these three houses) 

(there is one more bag) 

10. M + Int + Q + Ind 
9-iG\ '.J ,_..: 

'l' il.n'Yl '1 \, VI ~ rt~ t£J -3 <11 "r\ 
v 

(there are two new pairs of shoes) 
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11. M + Int + Ind + Q 

<II ~ ,...: 01 """ 

1'€1~ t,.~, 'o~ f\ %1\'fl. ~fl U1 

(this little car) 

12. M + Q + Int + Ind 

f1 'lA~ '1 ~'8~ CJ~1l nltn\. ~ \-'o 
~ 

(those two roses) 

Ver~ phrase structure: There are also four major 

components in a verb phrase structure: 

1. Main verb (V) 

2. Helping verb preceding main verb (Hl) 

3. Helping verb following main verb (H2) 

4. Modifier (M) 
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Functionally, helping verbs in Thai are equivalent to 

the l~nking verbs and tenses in English. The four 

components can be arranged into ten different verb phrase 

structures. The following examples are shown by using the 

same concept as the examples for noun phrase structures. 

1. v 

J t1l'lfl 

(clean) 

2 0 v + H2 

t1 ~ I 
tl~ b <J) 11 ttl 

' 
(still open) 

3 0 v + M 

c:i v 
b~"rb~4 

(very cold) 



4. V + H2 + M 

(play with a child) 

5. V + M + H2 

(will open tomorrow) 

6. Hl + V 

(should rest) 

7. Hl + V + H2 
QJ 1'>1\ I 

f\~ ~-H\.I~f\'tl tl 
... 

(is still wet) 

8. Hl + V + M 

(want to sit) 

(is also going to leave) 

10. Hl + V + M + H2 

(has already talked) 

Sentence 

Similar to several other languages, the sentence is 

the basic structure of standard written Thai. The most 
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common single criterion is that a sentence must express a 

complete thought. Thai sentences are built on simple 



sentence patterns. Following are four of the most 

frequently used patterns. 

1. A sentence with two words in the order of noun 

comes before verb~ e.g. 

e.J~6"\'f"'l 

(It rains.) 

2. A sentence with two words in the order of verb 

comes before noun~ e.g. 
~ ~ 
W'i "n"1 

(I am thirsty.) 
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3. A sentence with three words in the order of noun + 

verb + noun~ e.g. 

: fi'IH~'\ tJ't ten 
~ 

(Somebody knocks at the door.) 

4. A sentence with four words in the order of noun + 

verb + noun + noun~ e.g. 
I~ Y tl 0 

: 11~\.l b'VI ,1J.H!lN~"'1''1~ 
" 

(Mother gives a gift to the police.) 

Words can have variety of functions within the 

sentence. Seven basic functions of words are: 

a. Subject (S) of the sentence which is a noun or a 

pronoun that acts upon a verb. In pattern 1, 3, 

and 4, nouns at the beginning of the sentences are 

subjects. 

b. Direct object (D) which is a noun or a pronoun 

that comes right after a verb in a sentence. In 

pattern 2, the noun after the verb is a direct 



object. In pattern 4, the first noun after verb 

is a direct object. 

c. Indirect object (ID) which is the last noun in 

sentence pattern 4. Indirect object will appear 

after a direct object. 
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d. Single noun (N) which is a noun that can appear by 

itself in a sentence without any verb. 

e. Intransitive verb (IT) which a verb that does not 

need a direct object to act upon. For instance, 

in sentence pattern 1, that verb is an 

intransitive verb. 

f. Transitive verb (T) which is a verb that needs to 

be followed by a direct object. 

g. Multitransitive verb (MT) which is a verb that 

requires both direct object and an indirect 

object. 

In Thai simple sentences, these seven types of words 

can be arranged into exactly twelve different sentence 

structures. The following examples are shown by using the 

same concept as the examples for phrase structure • 

. 1. IT 

: ~H.Jbb~t1 
(It is very late.) 

2. S + IT 

~~flf1 

(It rains.) 



3. IT+ S 

: ~~~~'t)~~\j'fl\y\, 
~ 

(Are you tired?) 

4. T + D 
A ~ 

: ~~'li"' 

(I am thirsty.) 

5. S + T + D 

<l)~b<l'\'\~Jn<n 
' 

(Someone knocks at the door.) 

(Have you ever used this piece of cloth?) 

7. MT + D + ID 

(I want to ask the grade from the teacher.) 

8. S + MT + D + ID 
I A! ({ 

H ~ "f t H~fl b<Vt '31:J~ '1.1"1¥'1 v<flfl "\ 
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(Mother is going to give pennies to the children.) 

9. D + S + MT + ID 
...... I qJ 

b ~'Hl ~'\J"''¥"1 h \, \J ,q ~~ ~~fl hill f\ 1 
(These pennies are for mother to give to the 

children.) 

10. ID + S + MT + D 

~ ' ,.. 
: ~ t\ f1 "\ h b ~!IV ''0 h~ fl II VI 'H.l ~ \!'\'\') 

(Children! mother will give you some pennies.) 



11. N 

(Mommy.) 

12. N + N 

: \\"lflf'l'l~"tl~f\~., 
(Whose pen is this?) 

Chapter Summary 

In the Thai language, sentences are formed from 
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separate words grouped together. to convey a complete 

thought. Words are put together without any space between 

them in the same sentence. Thai written symbols and word 

classes are presented in this chapter. Finally, the 

phrase structures and simple sentence structures are 

demonstrated. These sentence structures are used as a 

subset of the Thai language involved in the development of 

the project. 



CHAPTER IV 

THE PARSER MODEL 

Design Considerations 

As mentioned earlier, the 12 simple sentence 

structures shown in Chapter III are considered as the 

basic structure in constructing the parser model in this 

study. The parser checks the first word in the sentence. 

If it is a noun, it may contributes itself as a subject of 

the sentence, a direct object, or an indirect object. 

Therefore, the parser must check the next word. If the 

second word is a verb, then the first word is a subject of 

the sentence. The function of the verb is then considered 

next. An intransitive verb does not need an object. 

While a transitive verb does require a direct object and a 

multitransitive verb needs to have both a direct object 

and an indirect object. These considerations must be 

included in the parser model in order to generate an 

appropriate interpretation of the sentence. When the 

system processes a transitive verb, there must be a 

mechanism that tells the system to expect the next word to 

contribute its sense as a direct object of that transitive 

verb. The same concept must be applied for a 

multitransitive verb also. 
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If the first word of the sentence is a noun and it is 

followed by another noun, then the second word acts as a 

subject of the sentence. The function of the first word 

depends upon the third word. The system must expect that 

the third word is a verb. If it is a transitive verb, the 

first word is a direct object. If it is a multitransitive 

verb, then the first word can be either a direct object or 

an indirect object. And another object of the sentence is 

expected at the end of the sentence. 

Words in a Thai sentence are written with no space to 

separate them. A minimum free form of written symbols is 

considered as a word. Occasionally, a word can be formed 

by combining two separate free form of symbols. This idea 

must be taken care of in the system. Since the sense of a 

new word is different than considering the meaning of 

those two words separately. 

System Overview 

The system processes, as lnput, a single Thai 

sentence and produces, as output, a conceptual 

representation of the sentence. The process scheme is 

shown in figure 10. When a new sentence arrives, it is 

subjected to a morphological analysis to identify all the 

possible words. These words and their associated word 

sense discrimination experts (word experts) are gathered 

into the parser's workspace. A word expert contains the 

word-specific linguistic information that directs the 



Load sentence 

Gather words and its 
lexical packets to the 
processing workspace 

Use word expert process 
to map the lexical objects 

to conceptual objects. 

Present a conceptual packet 
that contains all conceptual 

objects referred to in 
the input sentence. 

Output conceptual packets. 

Figure 10. Process Control Scheme. 
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execution of the parser. 

In the Thai language, words are read from left to 

right. Thus, the word experts are organized in the 

workspace such that the system can analyze words in the 

sentence in the same manner as people read. 

The system analyzes the sentence one word at a time 

by considering the information contained at that word 

expert. If there is enough information to conclude the 

concept of that word, the system adds the concept to a 

conceptual packet and control is passed to the next 

unprocessed word expert. If there is not enough 

information, the system suspends its processing at that 

word expert and consults other experts for more 

information. After the system is able to diagnose the 

concept of the suspended expert, the control resumes its 

process at that expert, adds the new concept to the 

conceptual packet, and terminates the analysis at the 

expert. When the system completes the analysis for all 

words in the sentence, it produces a conceptual 

representation of the input sentence. 
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In this study, the main focus is on how to use the 

information stored at each word expert to parse the 

sentence. The word expert parser is like a model of 

coroutine control and intercommunication. The central 

parsing process is to understand word sense or its role in 

a particular context. 

To communicate among word experts, the information of 



the control process environment is posted in a central 

tableau. The table is like a bulletin board where each 
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word expert can obtain the information about its neighbors 

and the entire process. This table is called a "control 

state descriptions". The following sections provide more 

detail on the control state description and some features 

of the word expert parser. 

Concepts 

The data objects created by and during the parse to 

represent comprehension results are called "concepts". A 

concept typically is created by an expert either to 

represent a partially or completely finished diagnosis of 

a word and its context. Each concept in the parser has a 

type which corresponds to the kind of information found in 

its conceptual representation. 

physical and abstract objects. 

A picture concept involves 

A time_setting concept is 

constructed when an adverb of time is found in the 

sentence. The same idea is applied to an adverb of place, 

an adverb of number, and an adverb of negation, so that a 

concept type of place_setting, number_setting, and 

negation setting is built, accordingly. 

Control State Descriptions 

To aid in communication among word experts, a 

collection of control state information about the 

processing by the system is gathered in a table. The 
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entries found in this table are the process state of each 

word expert, the status of each conceptual object, and a 

description of the state of the entire parser. Table 2 

demonstrates valid values for each entry in the control 

state description table. The information in the table is 

available to any expert that can make use of information 

about its own processing or the states of processing of 

the other experts. Thus, each word expert knows precisely 

the progress of its neighbors and the state of convergence 

of the entire process. 

Information about the entire process is referred to 

as process_state in the table. If the system just starts 

to analyze the input sentence, the value of process state 

is NEW SENTENCE. If any word expert starts to construct a 

new conceptual object, the type of a new concept is posted 

in the table. 

For each conceptual object constructed during the 

process, the state of the concept is marked with the 

signal that the concept is either OPEN or CLOSED. Then 

for each word expert, its processing state can be marked 

as one of the three values: inactive, suspended, or 

terminated. 

Word Expert Components 

An expert can be pictured as a decision graph in 

which each node is either an action node or a question 

node. Some nodes in the graph are designated as entry 



TABLE II 

VALID FIELD VALUES FOR CONTROL STATE 
DESCRIPTION TABLE 

Field 

Process State: 

Concept_State: 

Word_Expert: 

Value 

NEW SENTENCE 
PICTURE SETTING 
TIME SETTING 
PLACE SETTING 
NUMBER SETTING 
NEGATION SETTING 
EVENT CONSTRUCTION 

OPEN 
CLOSED 

INACTIVE 
SUSPENDED 
TERMINATED 
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points. These entry points are places that the process 

can start using the expert or places that the process can 

be resumed after the expert suspends itself to wait for 

more information. An action node generally constructs or 

adds more information to a concept, posts a signal in 

control process tableau, suspends itself, and branches to 

another node. A question node posts a specific question 

and branches to one of the nodes on the basis of the 

answer. 

Terminal nodes of the graph are the distinct usages 

of the word. Thus, traversal of a graph converges on a 

single contextual usage of a word. 

When building a word expert, the distinct usages of a 

word can be identified with a little time and perhaps 

help from the dictionary. As a simple illustration, 

several usages each for the words "~r.w. " and "~"~'!J" appears 

in figure 11. 

At each node in the decision graph, a set of 

operations has to be performed such that the process can 

decide which node is to be executed next. The following 

list defines appropriate behaviors that an expert can 

perform: 

1. Asks that the next word of the sentence be read; 

2. Consults another word expert for more information; 

3. Report new information to the model; 

4. Report information in response to a request from 

another word expert; 



Some Word Senses of "·<r~%" 

1. A general term for a human being is "q;'l%". 

2. To stir a liquid is to "(f)%". 

3. A quantitative unit for human being is "of'lcw.". 

Some Word Senses of " ~~~ " 

1. A line (especially in the sense of a channel, 
route, as in "telephone line"). 

2. A classifier for rivers, canals, roads; for 
ornamental chains, necklaces; for wires, 
cables, and for other line-like objects. 

3. The late morning is referred to as " d'H.J " 

4. To be late (in the morning). 

5. To be too late (with respect to accomplishing 
some purpose). 

Figure 11. Example Contextual Word Usages 
. ... 
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5. Builds a new concept or contributes to an existing 

concept; 

6. Suspends itself, set up the condition upon future 

reawakening; 

7. Terminates after having completed its diagnosis of 

its word's sense or its word's role in the 

sentence. 

To achieve these actions, each word expert needs 

three major components: a declarative header, a start 

node, and a body. In an expert's header, it is a 
• 

description of the expert's behavior in case there is an 

inter-expert constraint forwarded to it. The interexpert 

constraint is for the case that the sense discrimination 

by the previous expert requires that the next expert must 

provide the knowledge that maps to a specific sense or 

conceptual category, then the constraint will be forwarded 

to the next expert. For example, a transitive verb must 

expect a following noun to contribute as a direct object 

of that verb. From the specified condition, the 

description in the header provides the address at which 

the system expects to continue execution; therefore, 

unnecessary processing or incorrect reasoning can be 

avoided. 

If there is no constraint passed to the expert, then 

the normal starting point is defined as a start node. 

Inside the expert's body, there is a sequence of 

nodes together with their set of operations. Each node 



has a type which is designated by a letter following the 

node name. A node type can be one of the following four 

types: Q (question), A (action), S (suspend), and T 

(terminal). 

In addition, each question node is specified as one 

of the following four choices: MC (multiple choice), C 

(conditional), and Y/N (yes/no). Again these letters 

follow the node type to indicate type of question 

performed at that node. 

In appendix A, a list of operations that can be 

performed at each node is presented. The operations 

performed at each node depend on the node type. 
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An action node can branch into next specified node, 

construct a new concept, report additional information to 

the previously constructed concept, post signals to the 

control tableau, and peek at the concept of the word to 

its right. A word expert may peek at the name of the word 

expert to its right. Sometimes the currently active 

expert can be combined with its neighbor to form a new 

different meaning word. 

Conditional and yes/no questions perform simple 

lookup for the information in the control state 

description, then branch the execution to another node 

according to the answer. These operations are helpful. 

Since the word expert may need some information about the 

parser state before it can conclude to an appropriate 

sense. 



While multiple choice questions select the most 

reasonable choice of potentially answers. With this 
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operation, the word expert checks the nature of another 

previously executed word exp~rt. Then it makes a decision 

based on the answer to contribute its word sense. 

A suspend node sets up the condition that the expert 

suspends itself and specifies the operations that are 

needed to be performed upon its reawakening. 

A terminal node gives the final result of the 

execution at the word expert. 

Sample of Analysis 

To illustrate the idea of word expert performance, 

the word expert parser is shown in table 3 through the 

example sentence "4'\'\·Hfil'l'l~~nf'l" (taken from the example of ., 
the sentence structures in chapter III which has a meaning 

of "Someone knocks at the door."). A step of the parser's 

execution is presented in the left hand column. 

Explanation of each execution step is given in the right 

hand column. Execution of this sentence is an interesting 

sample to demonstrate.how the system solves a problem of 

word sense ambiguity. Since the first word of the 

sentence "~%" has more than one sense (previously shown 

in figure 1~), it must suspend itself and wait for the 

analysis of the next word to its right before it can 

succeed at determining its sense. 
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Chapter Summary 

The outline of the Thai language parsing system is 

presented in this chapter. The model is based on the 

concept of considering the contextual information of each 

word in a sentence. Thus, the main component of the 

system is the word expert which contains the word-specific 

linguistic information that directs the execution of the 

parser. To aid in communication among word experts, a 

control state description table is needed. Each word 

expert can obtain the information about its neighbors and 

the entire process. 

The structure of a word expert also is included in 

this chapter. Finally, the sample of analysis is given to 

illustrate the idea of how the parser works. 



TABLE II I 

SAMPLE OF ANALYSIS FOR THE SENTENCE, 
II if\ '\H f)"' t ~'d t f\ " 

" 
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========================================================= 
EVAL: ( IP'I%b""'t~htlfl 
PROCESS STATE: ' 

NEW SENTENCE 

EXECUTING'~%' EXPERT: 
WORD 1 

====> AT NODE: NO 
====> AT NODE: Nl 

EXPERT SUSPENDED: 
WORD 1 

EXECUTING 'b~"'t' EXPERT: 
WORD 2 

====> AT NODE: NO 
====> AT NODE: Nl 

PROCESS STATE: 
EVENT-CONSTRUCTION 

EXPERT TERMINATED: 
WORD 2 

The system initializes the 
workspace by retrieving 
(from the database) the 
word experts for the input 
sentence. Each word expert 
is placed on the executing 
queue. The flow of control 
in the model is controlled 
by word experts themselves. 

The '~%' expert is started 
executing. After a short 
time, it needs information 
from the word expert to its 
right. '~%' temporarily 
suspends execution. 'lfl%' 

posts no expectations and 
makes no constraints. 
Therefore, the next expert 
has full freedom. 

'b~~~' now runs and contri
butes its word sense of 
"KNOCK AT OBJECT" to the 
conceptual packet. It also 
puts constraint on the word 
'Cf'\'\-1. ' to act as the subject 
of the sentence. 



EXECUTING I f\ 'HI I EXPERT: 
WORD 1 

====> AT NODE: N1 
====> AT NODE: N4 

EXPERT TERMINATED: 
WORD 1 

EXECUTING I qjn" 1 EXPERT: 
WORD 3 " 

====> AT NODE: NO 
====> AT NODE: N1 

EXPERT TERMINATED: 
WORD 3 

%SCAN CONCEPT 

(*DESCRIP*(KNOCK AT 
OBJECT) WORD 2T 

(*DESCRIP*(HUMAN BEING) 
WORD 1) -

(*DESCRIP*(DOOR)WORD3) 
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Resumed by the termination of 
the word to its right and 
triggered by the constraint, 
the 1 fl% 1 expert concludes 
its sense to be "HUMAN BEING" 
and terminates. 

Since 1 J1t~ 1 has a unique 
• \1 d . sense, 1t runs an contrl-

butes the sense of "DOOR" 
which acts as an object to 
the word ' biPl'l ~ 1 and te rmi
nates. 

Now every word in the input 
sentence has been analyzed. 
The model gathers all the 
senses that each word 
contributes to the conceptual 
packet. These senses, 
combined all together, des
cribe an event of a human 
being knocks at the door. 

========================================================== 



CHAPTER V 

EVALUATION, SUMMARY, AND 

SUGGESTED FUTURE WORK 

Evaluation 

Material presented in this study covers only the 

theoretical part of the system. Therefore, it is not 

possible to evaluate the system's performance. The goal 

of the research described is to develop a model that 

analyzes, as input, a Thai sentence. Although the model 

shown is based on simple principles and subject to certain 

limitations, it is expected to be sufficiently useful in 

practical applications. 

One of the limitations of this system is the 

assumption that a morphological analysis of the input 

sentence has been done by some other modules which are not 

mentioned here. One can develop it easily by using one of 

the standard pattern matching techniques. 

Even though the exact semantic representation of the 

input sentence is not presented, one may find it is a good 

idea since the system can be used as a natural language 

interpreter to any application. 

Words rather than rules are the basic units of 
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knowledge in this system. Much of a word expert's 

knowledge is encoded in a branching discrimination 

structure. Thus, adding new information about a word 

involves only the addition of a new branch. This new 

branch would be placed in the expert at the point where 

the contextual clues for disambiguating the new usage 

differ from the existing known usages. 

Summary 
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The model that analyzes an input of the Thai sentence 

is described here. The language processing components of 

the system are shown. The control environment is 

characterized by a collection of generator-like 

coroutines, called word experts, which cooperatively 

arrive at ·a conceptual interpretation of an input 

sentence. Many forms of information are available to 

these experts in performing their task, including control 

state information and information of the world. 

Suggested Future Work 

As one would expect, much work has to be done on the 

implementation of the system presented here. The model 

can be tested only in conjunction with some computer 

modules of a particular kind of interaction. For example, 

computer modules to process the input sentence initially 

are needed. The input sentence must be analyzed 

'morphologically to identify all words in it. 
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The testing of this model can be started with a small 

set of vocabulary. In order to effectively analyze a 

given linguistic input, it is necessary to make prediction 

for what the output might look like and then compare the 

actual output to the expected one. 

If a large set of vocabulary is involved in the 

system, an appropriate design of the lexicon has to be 

considered to provide efficient performance of the system 

Extensions to the ideas in this study may include 

adding the analyzing idioms and more complex sentence 

structures. 
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Action Node: 

NEXT (n) Branch the process control to node n 

NEW CONCEPT (T) : 
post this 
description 
NEW CONCEPT 

Construct a new concept with type T, 
new concept in the control state 
table, set the field value of the 
to OPEN. 

OLD CONCEPT (X) : Refer to the previously constructed 
concept, the value of X can be either rw, which 
means concept of its right word, or lw, which 
means concept of its left word. 

PEEK (rw) 
(namel nl) 
(name2 n2) 
( . . . . . . . ) 
( * nk) 

Question Node: 

MC CONCEPT NAME 
(conceptl- nl) 
(concept2 n2) 
( . . . . . . . . . . ) 
(_ * nk) 

C FIELD NAME 
(valuei nl) 
(value2 n2) 
( . . . . . . . . ) 
( * nk) 

Y/N FIELD NAME 
(nl) 
(n2) 

Getting the name of the expert at its 
right neighbor without executing that 
particular expert. The process control 
branches to one of node ni on the basis 
of word expert name. If none is seem 
applicable, the control branches to nk. 

Make a reference to the concept 
specified as CONCEPT NAME and 
check the nature of that concept 
with possibilities listed in a 
menu. The expert branches on 
this result. 

Probe the control state description 
table and check the value of 
specified FIELD NAME, the expert 
branches to a specified node based 
on the value of FIELD NAME. 

VALUE : Check the value of specified 
FIELD NAME in the control state 
description table. If they are the 
same then the expert branches to node 
nl, otherwise the expert branches to 
n2. · 



Suspend Node: 

condition Set up the condition for the expert to 
suspend itself. 

RESUME (action) Specifies the action that is needed 
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to be done upon the expert's reawakening. 

NEXT n Branch to a specified node n. 

Terminal Node: 

CONCEPT TYPE CONCEPT : Set up the final construction 
of concept currently in active. 
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