(©) COPYRIGHT
BY
CHARLES ARLAN TISSERAND

1975



LOGICAL RELATIONSHIPS IN

ENGLISH SYNTAX

By

CHARLES ARLAN TISSERAND
I
Bachelor of Arts
California State University--San Diego
San Diego, California
1960

Master of Arts
Indiana University
Bloomington, Indiana
1963

Submitted to the Faculty of the Graduate College
of the Oklahoma State University
in partial fulfillment of the requirements
for the Degree of
DOCIOR OF PHILOSOPHY
July, 1975






ORLAHOMA
STATE U NIVERSITY
LIBRARY

MAY 12 1976

LOGICAL RELATIONSHIPS IN

ENGLISH SYNTAX

Thesis Approved:

\,,Qw Vattl o

Thesis Adv1sé§

Doy BY

7
/2 ) Leohom

Dean of the Graduate College

939612

ii



PREFACE

This study represents an attempt to apply some of the concepts of
mathematical logic to the analysis and description of English syntactic
structure. A major reason for this attempt has been the author's
feeling that some means must be found that will enable grammarians to
determine more precisely the relationship of form to meaning. While
the analyses in this work often raise as many questions as they answer,
it is hoped these questions will be the impetus to a long and continuing
discussion among logicians, linguists, philosophers of language, and
psycholinguists. Language is incredibly complicated, and the insights
of scholars with varying viewpoints is needed if the web of languape
is ever to become untangled.

The intellectual inspiration for this study can be found in the
works of Gottlob Frege, Hans Reichenbach, and George Hemphill. The
works of Richard Montague and M. J. Cresswell have also been quite
instructive.

The author wishes to express his gratitude to two members of his
 dissertation committee, Dr. Judson Milburn and Dr. John Battle, for
encouraging him to write this hybrid work--hybrid in that it combines
theory and research with materials which, hopefully, will be the basis
of a future textbook. The author owes much also to other members of
his committee, Dr. Robert Radford and Dr. Dennis Bertholf. Dr. Radford
contributed cogent suggestions concerning the philosophical basis of

this work as well as some invaluable advice pertaining to stylistic
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format. Dr. Bertholf devoted much of his time to me and patiently
inaugurated me into the mystic realm of precise mathematical thinking.
Of course, the author alone is responsible for any shortcomings in

this study.

[;The author's wife deserves special mention. She has been a

constant, unfaltering source of encouragement.
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LIST OF SYMBOLS

a, b, ¢, . . . arguments

t, u, v, . . . terms

A, B, C, . . . functions (one-~place relations)

M, N, O, . . . relations (multiple-place functions) when

left~subscripted; otherwise, classes

e (X, (O, (2. unanalyzed clauses
Fys Ry, F2, R2 subscript adjectivals and superscript adverbials
2R, 3R, . e . two-place relation, three-place relation, etc.
tl’ t2, t3, . o number and order of terms indicated corres-

ponding to left-subscript on relations
class membership

subset, absolute class inclusion

i 0O

proper subset, proper class inclusion

equality, identity

* deviant construction in object language, and
passive voice in logical language

2 left superscript denotes extent of compound

predicate which is not further analyzed

reversibility of terms is possible

uncertain as to deviation

A
assumed term--e.g., ty

R

logical entailment, implication
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negation

logical conjunction

logical disjunction, alternation

logical connective of anticipatory specifi-

cation



CHAPTER I

INTRODUCTION

Background, Purpose, and Method

Auctorial Information

Before a writer introduces his subject to a reader, he should
first introduce himself to the reader. The reader is entitled to
obtain whatever insights he can, in a somewhat informal manner, about
the writer's development and the reasons for which the book was
written in the first place. It is the place where the general tenor
of the whole book should be laid bare, including the author's feelings,
biases, and predilections.

Though the author's primary interest is in linguistic theory, this
effort is not intended, for the most part, to be a theoretical work.
Its purpose is mainly didactic. The reason for this decision is
simple. Like many students of grammar, the author has often felt that
many of the analyses and descriptions given in the standard handbooks
were inadequate or incorrect. Categories seemed to overlap unneces-
sarily; certain rules appeared to be quite arbitrary; analyses were
tailored to particular sentences instead of generalizations being
sought that would explain many cases. Since language is basic to all
human endeavor, these are grave allegations. But perhaps the gravest

allegation is the iliogicality which one finds inherent in many




analyses offéred in the schoolroom grammars. The reason schoolroom
grammars work as well as they do is because the sentences chosen for
analysis are carefully hand-picked; many common sentences of everyday
speech which defy analysis by the standard schoolroom procedures are
simply ignored on the criteria that they are unpolished vulgarizations
anyway, and hence are, in some sense, ungrammatical. The purpose of
this work is to investigate a significant portion of English syntax
using an eclectic approach. That is, ideas and methods will be borrowed
from various schools of grammatical thought: traditional, structural,
and transformational. The main innovation will be to subject the
analyses to techniques borrowed from modern mathematical logic. This
logical approach will be restricted to a fairly elementary level,
however, for the ultimate intention is (after the author has received
sufficient '"feedback'" from his readers) that the essentials herein
contained be re-written in a format suitable as a handbook for students

at the secondary level of school.

Conceptual Considerations

Since the audience for this work in its present form will consist
mainly of scholarly people, theoretical comments will be interspersed,
along with abundant discussion, here and there in the text wherever
they seem appropriate. This work, however, will not be heavily docu-
mented unnecessarily, for many traditional concepts have been so widely
known and used for several hundred years that allusion to a few key
works utilizing these concepts should be sufficient. Some basic con-
cepts, however, may be noted immediately. This is a work on syntax,
not semantics. Nevertheless, recourse to semantics will be frequent so

that syntactic structures may be established, for it is a contention of



this work that, while there is a dividing line between the two levels,
the line is not absolute; the one merges into the other. That is,
meaning often seems to supply a foundation for syntax. This statement
should be considered as a rejection of the generative semantics school
of thought, which is based on the theory that deep structure is
semantic structure, that the levels of syntax and semantics are indis-
tinguishable from each other. (To what extent the logical arguments,
terms, functions, and relations-—-as they are represented by English
words in this text--may be semantic primitives, I leave for the reader
to decide.) The definition of "syntax" used in this work agrees with
Chomsky's original formulation;l that is, that "grammatical" and
"meaningful" are not synonymous terms. As he notes, reliance must be
put on the native speaker's intuition for the knowledge that only the

first of the following pair of sentences is grammatical:

Colorless green ideas sleep furiously (1.1)

*Furiously sleep ideas green colorless (1.2)

The asterisk on (1.2) therefore indicates ungrammaticality. Some
authors use the asterisk to mark mere semantic unacceptability (it will

not be so used here) as in a sentence such as *The book fainted. The

fact that fainted requires a conscious being for a subject does not
seem to fall within the‘realm of grammatical syntax. It represents
incorrect lexical insertion--a psychological fault, not a grammatical
fault. Wittgenstein, in dealing with the related notion of "under-
standing,"? seems to imply the same conclusion when he asks, '"Do we
understand . . . Lewis Carroll's poem 'Jabberwocky'? 1In his ensuing

discussion it becomes clear that what he means is that Carroll's poem



has a "grammatical sense" (somewhat akin to the structural grammarian's
idea of sentence meaning as opposed to lexical meaning) , buﬁ not a
semantical referential sense. When one speaks of ''monsense sentences"
(as in much of Carroll's children'é literature), one does, in fact,
mean'grammatical sentences; they, at the very least, sometimes indicate

' such as noun, verb, etc.

category '"'meanings,'
On the other hand, ‘a string of words may be semantically meaningful

and ungrammatical at the same time:

#John and I jumps over wall and we shoots he.3 (1.3)
In this case, it cén be seen that incorrect inflectional usage and
incoreect word order are what make the sentence syntactically ungram-
matical. Thus, from this and the foregoing examples, it can be
concluded that syntactic grammaticality is largely a matter of accept-
able order in a purely mechanical sense. There is a "gray area,"
however, where it is difficult to distinguish between mere preferential
usage and grammatical syntax. (Considerations of inflection--concord,
number, and the like~-will be omitted in this work because this work
will concentrate mostly on exocentric constructions, not endocentric
constructions, and the majority of constructions to be considered will
be non-deviant--at least in everyday speech.) An important qualifi-
cation must be made now, however. '"Acceptable ordering" in this work
is taken only in a "statistical" sense, not neceséarily in any arbi-
trary sense, as regards the gross exocentric forms. Studies of the
world's languages and recent studies in child language acquisition (of
English) make it clear to the writer that sentences begin on a more or
less disordered level as far as syntax is concerned.* What people do,

it appears, is acquire a vocabulary in their day-by-day experiences;



and the vocabulary items refer to each other and to things tangible
and intangible in terms of a social context. Then these things are
"related" in a logical sense (the explanation of which makes up the
body of this work). Surface sentence patterns are thus a result of
social interaction. With the passage.of time, the frequency of word
orders in certain sentential formulations (due to imitation, etc.)
become somewhat habitual, thus settling into social patterns, just as
other forms of human behavior do. But it must be remembered in
speaking of the importance of word order in syntax, that this is only
true of analytical languages such as modern English; in a highly
synthetic language such as Latin, a word can occur virtually anywhere
in the sentence without changing the basic intended méaning of the
sentence. And though patterns in modern English will be discussed
later, these are just the usual "statistical" formulations; for omne
can easily find "exceptions'" to most so-called patterns, which never-
theless are accepted by native speakers as meaningful and grammatical.
Some obvious examples are: (1) the third slot in simple statements
(N-V-N, N-V-V, N-V-Adj., N-V-Adv.); (2) the extreme mobility of many
adverbials and indirect objects; and (3) the subject in predicate
position in passive and expletive sentences.

If grammatical word order turns out to be merely a matter of
frequency and convention, with "exceptions" (e.g., in poetical and
other elevated speech), then, in a sense, only the '"logical order" is
what matters; and if this claim is true, then the attainment of a
universal linguistic theory seems within reach. One should note,
however, that no pretense is made in this paper to a knowledge of

mental processes, universal or otherwise; that is, the idea of



universal is not meant to be taken in a psychological sense. The term
is used here in the mathematical sense--i.e., that a theory (here a
portion of mathematical logic) which can encompass all the special cases

of a topic is considered to be a universal theory.

Levels of Analysis

One important question that results if the above ideas happen to
be true concerns the validity of the distinction between deep and sur-
face structural levels~-an idea that has gained a great following among

linguists since the publication of Noam Chomsky's Aspeéts of the Theory

of Syntax (1965). On this theory, one obtains a "surface derivation"

by means of transformations of various sorts applied to a deep structure.

(The contention of this paper is that there is no structural level in
any syntactic sense below the surface; tfansformations are applied only
on the surface rather like the manipulation of brackets, parentheses,
and braces in the various steps of solving an algebraic problem.) The
fact that Chomsky's system does not work well quite often is evidenced
in the arising of various splinter groups such as the case-grammar
school of Charles Fillmore and the school of generative semanticists
associated with the names of George Lakoff, John Robert Ross, and James
McCawley. Noteworthy is the fact that both these schools are more and
more resorting to ideas and techniques emanating from extra-linguistic
disciplines such as logic and philosophy of language. The problem is
that they find they must extend the level of deep (semantic) structure
deeper and deeper, and there seems to be no end in sight. Ross, for
example, in his recent work (unpublished) has tried to apply the

"speech acts'" theory of the philosopher J. R. Searle, with dubious



success. He has failed to note that many of the reasons which motivate
a philosopher to study language are not identical with a linguist's
motivations. A linguistic theory of language focuses on the activity
of communication and need not Be the same as a philosophic theory of
language which deals with language in its total socio-cultural setting,
though the two approaches do, of course, converge eventually. The
stumbling-block appears to be the question of meaning; and, while
scholars are far from understanding it, many would agree that meaning
is generated by factors relating to worldly experience (including
linguistic experience), neurology, and psychology. As a second-order
(i.e., higher-order) study, philosophy has need of data from all these
(and other) areas in order to frame a general theory of language. But
linguistics, as a first-order study, is more specific; it could solve
many of its problems by restricting itself to trying to frame a theory
of communication. This is an approach of which Searle himself seems

to approve, for he says, "And, of course, for most purposes in the
science of linguistics it is not necessary to speak of acts at all.

One can just discuss phonemes, morphemes, sentences, etc."d Instead
of searching for deeper and deeper levels of structure (which no one
has been able to define and the existence of which no one has been
able to prove), why not accept surface structures with their attendant
meanings as the beginning place for linguistic studies? After all,

one need not assume that there are levels of semantic derivation which
strangely correspond to Freud's id, ego, and superego; but it is just
such ideas that are suggested by the interpretations of 'deep structure'
on the partlof many modern linguists. One need not try to determine

just where the deepest level is at all. Chemists, for example, explain



the composition of matter ultimately in terms of an underlying 2Fomic
level which they explain by diagrams and other symbols; but they do not
insist that the symbols or structural diagrams are themselves on a
series of levels comparable to the matter they are describing. There
is therefore no pressing reason to believe that linguistic symbols
(words, concepts) or the notation which explains them derives in any
ordinary sense of the term "deep" as it has been so widely and
variously used by modern linguists. These suggestions may seem like

a step backward to some linguists, but it is a contention of this
writer that it is a step in the right direction.

Chomsky, in many of his works, makes a supposedly important dis-
tinction between competence and performance (e.g., in Aspects, pp. 3-15).
But if, say, two different orders of the same communication are
essentially a difference of focus or stress (e.g., active/passive), and
such focus or stress is often important to the speaker, what sense does
it make to posit an underlying form of different focus or stress from
that intended by the speake&? Since performance is actual speech and
competence is an idealized model of speech, any idealized su;face model
which posits a different idealized underlying form is circular, for
its assumption is, in fact, based on a surface form to begin with.

(An account, for example, of the passive transformation in many hand-
books posits an underlying form which is identical or nearly identical
to the simple active voice form which often occurs on the surface.)
Chomsky is right, of course, when he says that such aberrations of
performance as stuttering, pauses, interruptions, lapse of memory,

and the like should be deleted from a linguist's model of grammar.

Linguists, like all scientific investigators, must deal in idealized



models. The point is that all idealized models of syntax should be of
surface structures--and therefore in some sense performance. What may
be underlying in Chomsky's sense of‘innateness (AEEEEEE’ pp. 47-59) is
‘a logical device whigh enables man to categorize certain sorts of
meaningful relationships attaching to words that he has learned through
experience, but this logical device is not to be construed in any
Freudian-like way. In this work, it is maintained that, in Chomsky's
terms, the logical arrangement of categories is competence, while the
actual surface arrangement of morphemes and sounds is performance. The
different arrangements of morphemes (etc.) in sentences containing the
same logical proposition (i.e., the basic intended meaning) can be
viewed as transformations involving changes in surface sentence

patterns.

Propositions and Paraphrasing

Closely related to matters of transformations is the practice of
paraphrasing. For example, the logician speaks of two sentences, say
active/passiVe, but what concerns him is the proposition which is the
"same" in both sentences. So, meaning is not ignored by any means; it
is merely taken for granted in specific cases. Paraphrasing in this

' wherever this is possible, to the

work will, however, be "close,'
wording in the sentence under consideration because of the importance
attributed above to the normal social interaction process of vocabulary
accumulation. Since it is a main contention of this work that simple
sentence patterns are only mechanical formulations into which people

try to force their thoughts, and therefore are conventional to a great

extent, not conceptual entirely, no assumptions will be posited for
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relating different structures that surface considerations do not
warrant. That is, while some of the analysesiherein often seem similar
to the work being done by the generative semantics school of thought,
every effort will be put forth to avoid some of the extremely dubious
interpretations which that school has suggested--dubious because they
depend more and more upon conceptual interpretation, and tend quite
often to forget the grammatical structures with which they are working.

For example, the two phrases Bob's brother-in-law and Bob's wife's

brother, may indeed mean essentially the same thing, but the difference
in their structures is partially due to extralinguistic criteria which
in this casé are largely irrelevant, namely kinship relationships
expressed in legal terms in the first case, and not to structural change
of focus, style, etc. An examplelof true structural change would be to

take the second sentence above and convert it to The brother of Bob's

wife; it may be now that The brother is being stressed rather than Bob
(or Bob's wife), but in any case the "basic" meaning remains unaltered.
It is not wrong in principle to consult extralinguistic criteria when
trying to solve a syntactic problem; it is wrong to forget that surface
structures, how and why they change, are what an explanation is sought
for.

. As can be seen, the theory gradually being sketched here is a
return to a more empirical point of view--a view which, nevertheless,
does not lose sight of the many real contributions that have been made
by modern grammarians. In much of what follows, the careful reader
will find ideas that first had their beginnings in traditiomal,
structural, and transformational grammars.

No attempt is made in this work to provide a generative procedure.

One reason is that space does not permit it, for there are many other
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things that must be done before a generative procedure can be estab-
lished; this task is left for others to accomplish. Another reason

is that each (presumably) well-formed sentence is taken more or less

as it is, i.e., in its present, "linear" form, rather than assuming
that it results from the application of certain rules to an underlying,
deep structure. When explicating by paraphfase, of course, that two
sentence forms (e.g., active/passive) say essentially the same thing,
the suggestion is bound to arise in some minds whether or not the two
variations do, in fact, come from some common, underlying form by

rules of various sorts. And, indeed, much such transformational method-
ology could be applied to the examples in this work. But the emphasis
herein is on the logical structure of propositions and their relation-
ships to surface grammatical forms. The various sentence patterns
which could be used to express a single proposition are a matter quite
often of rhetorical style and focus and are not directly related to

the purpose of establishing correlates between logical and grammatical
structure. The scope of this work, therefore, does not permit a com-
plete developmental comparison of the logical structures with all their
possible sentence patterns correlates. Anyway, as intimated earlier,
it is probably true that no underlying order exists; order is a surface
phenomenon which '"derives'" from unordered logical primitives. Nothing
else is certain. Wittgenstein, for example, in discussing how ome
understands the sense of‘a sentence, points out the problem of decoding
(translating) sentences. He asks: '"At what moment of tramslating into
English does understanding begin?'" That is, is the process of sentence
understanding related to the where and when of sentence production?

No one knows for certain if it begins with the first words, in the
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middle, or at the completion of a sentence; nor is it known whether
meaning precedes, accompanies, or follows speech (writing). A
reasonable place to begin sentence analysis, then, appears to be at the
beginning of the sentence as uttered (or written)% once one has worked
one's way through a sentence and grasped its 'propositional" meaning

(i.e., its intended basic meaning or logical "form'"), one can decide on

a grammatical analysis.

Linguistic Units

The question now arises: what is the primary linguistic unit--the
word or the sentence? To say anything significant, people must use
sentences; and the "same" words in different sentences often mean
different things; hence, the sentence would seem to be the primary
unit. '"Meaning is use" is the expression Wittgenstein made popular in
twentieth century philosophical circles, and that idea is adhered to
in this work. But it was the German mathematical philosopher, Gottlob
Frege, to whom Wittgenstein was indebted for this idea, although
Wittgenstein developed the idea on somewhat different lines than did
Frege. It is Frege's nineteenth century concept (not known to many,
however, till the twentieth century) which will be employed here. 1In
Frege, one finds that a sentence and the words which compose it re-
garded as a kind of continuum. That is, both are primary, but from
different points of view. According to Frege, as his greatest ex-
positor Michael Dummett points out, "in the order of explanation the
sense of a sentence is primary, but in the order of recognition the
sense of a word is primary."/ While it is true that the specific

sense of any word can only be known by its use in a particular
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sentence, nevertheless the word in isolation often does contain a
general meaning which is based on its specific usages in various sen-
tences. And so it must be that a sentence, in a certain social
context, is meaningful only insofar as its component words in some way
contribute to its total meaning, even though the "tones" of the words
are somewhat altered (sometimes) from their dictionary definitionms.

By "tone'" is meant a semantic variation which has no logical basis,
though it may have an aesthetic basis--such as suBstituting the meaning

"cur" for '"dog" in a particular sentence.® Therefore, because of the

problem of '"tone," says Dummett in his great work on Frege,9

3

We cannot grasp the sense of a word otherwise than by refer-

ence to the way in which it can be used to form sentences;

but we understand the word independently of any particular

sentence containing it. Our understanding of any such par-

ticular sentence is derived from our understanding of its

constituent words, which understanding determines for us

the truth-conditions of that sentence; but our understanding

of those words consists in our grasp of the way in which

they may figure in sentences in general, and how, in general,

they combine to determine the truth-conditions of those

sentences.
So, in order to avoid the obvious circularity of such a continuum—
conception, the total sentence meaning cannot be explained without
reference to its truth-conditions--i.e., those conditions which must
exist for the sentence to have meaning, to be either true or false.
(These remarks refer, primarily, to assertive sentences; but it must
be noted that even some assertive sentences do not seem to fulfill
truth requirement conditions.) But this latter condition takes one
too far afield--into the domain of philosophical problems and
questions concerning the very nature of reality and the like. As in

most works on grammar, the examples herein will be assumed to be true

or false (or '"meutral") in some possible world or situation. This
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statement is not meant to imply, however, that occasional excursions
into the realm of philosophical considerations will not occur in this
work. They will, if they seem directly relevant to the logico-gram-

matical problem at hand.

Terminology and Procedure

Because they have become established by long usage, the grammatical
terms used in this work will, in general, accord with the usage found
in traditional grammars. However, a few additional terms from logic
and mathematics must be introduced as well. The meaning of the term
"function," for instance, has been interpreted in various ways as the
notion has been developed during the history of logic and mathematics.
The term is here used in its Fregean sense to refer to a logical predi-
cate or attribution or property; a function can be viewed as a process
which is said to operate on (i.e., to relate to) an "argumant'" (a

referent, name). Thus, in Fish swim, fish is an argument which finds

its specification in the function swim. Likewise, in Mary is beautiful,

Mary is an argument which is operated on (specified) by the function

is beautiful. These are nothing more than examples of simple, Aristo-

telian subject-predicate logic found in one form or another in most
grammatical explanations. It seems that no one considered the notion
seriously, till Frege's work became known in the late nineteenth and
early twentieth centuries, that there are other ways to explain how
human reason works. In spite of the keen interest accorded Frege's
work by logicians, especially since World War II, little impact had been
made on grammatical theory by his thoughts on language until recently.

Frege's big advance in the logical analysis of language was that he
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conceived a difference between the idea of a 'function'" and the idea of
a "relation." A relation, he claimed, can be viewed as a function with
.more than one argument; conversely, a function can be viewed as a one-
place predicate relation (in grammar, an intransitive sentence). For

example, in John hit the ball, the two-place predicate relation is hit

and the two "terms" are the relata, both of which are specified by hit;
in grammar, the two terms are the subject (referent) and the direct
object (relatum). Such an example is called a two-place or dyadic,
relation. In theory, relations may be of any number; dyadic, triadic,
tetradic, and even many-place relations; but in practice anything
beyond triadic is rare in English and the other Indo-European languages.
In polysynthetic languages, however, the number of relations may be
quite large. Grammatically speaking, dyadic relations are direct
object sentences; a common triadic relation is a sentence containing
both a direct object and an indirect object.

Logical predieates (functions and relations) are seen in this
system of analysis to be central; they form the core around which
cluster the arguments and terms. A distinction is made between
argument and function on the one hand and terms and relations on the
other hand for the practical reason that terms have a tendency to fall
into an ordering process. The distinction Will sometimes be blurred
in certailn analyses in this paper, however, in order to gain notational
consistency. George Hemphill was the first person who tried to apply
Frege's insights to purely grammatical problems. In his recent
pioneering work on this subject, he said that "perhaps the greatest
intellectual liberation in Frege is the liberation from the dominance

of subject-predicate thinking. This was achieved by making a distinction
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between functions and relations."l0 This has been the present writer's
contention for several years, but no time was taken tb see if it could
be applied in a consistent and deep sense to grammatical problems. In
this regard, Hemphill has paved the way, and the present work may be
considered as an extension of his insights. Hemphill's little book
(111 pages) devotes only some twenty-five pages to syntax; the remainder
deals with applications of his system to phonology and morphology.
Thus, Hemphill's book is just a brief sketch. The present work goes
far beyond Hemphill's efforts in syntax, and in many cases disagrees
violently with his conclusions. The great merit of Hemphill's book
for the present writer is th?t it has proved to be a very suggestive
base for further enquiry, not only in the area of complicated sentences,
whiéh are entifely ignored by Hemphill, but also in the area of improved
grammatical explanation. In his coverage of syntax, Hemphill is
especially remiss in that his analyses are mostly just what one finds
in any traditional grammar, except that he incorporates his 1ogicai
symbolism to label logically significant parts of sentences.ll

The primacy of predication in sentence analysis (as opposed to
putting equal weight on subject and predicate) has sometimes been
appreciated by certain modern grammarians. Langendoen, for instance,
says:12

We can appreciate this most easily by considering that we

can substitute meaningless terms, for example, numerals

or letters of the alphabet, for the subject and objects

of any core sentence . . . . If, however, we retain

the lexical content of the subject and objects, but re-

place the predicate with a letter of the alphabet, the
result communicates next to nothing:

x disappeared. My bicycle x.
X lived in y. George Washington x in that house.
X were giving y out to z. The hippies were x-ing flowers

out to the passers-by.
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X are ripe. . The bananas are X.
X is the wife of y. Princess Grace is the x of Prince
, Rainier. ‘
X is aware that y is fond Harriet is x that the boss is y of
of x. her.

X realizes that y is doomed. Snoopy is x that he is y.

Langendoen thinks such formulations only reveal how many variables
a predicate may have and some information about complex sentence
formation.l3 The contention of the present work is that such a view is
extremely short-sighted; much additional insightful information can be
obtained by applying a little effort. It is hopedbthat these remarks
prepare the way for an answer to a question that may still be uppermost
in the reader's mind, namely, why do a logical analysis of grammar at
all? The answer is that it may clarify matters concerning the logical
structure of langauge, and this aspect of language has largely been
ignored by grammarians. Ihe thesis of this work is that language is
first of all logical; and that a grammatical analysis, strictly speaking,
should follow a logical analysis. The former merges into the latter,
however, and a person should not be too dogmatic about where one leaves
off and the other begins.

In dealing with language, logicians have learnéd that, to avoid
confusion, one must try to separate the analytical tools from the thing
being analyzed. That is, they realize that when linguists use language
to study language, there are obvious built-in hazards. Hence,
logicians use a formalized language to study an object language (in
this book, English). Since this work, however, is only an introduction
to the possibilities of the logical aﬁalysis of Epglish, and since the
writer does not wish to alienate his non-logician readers by using too

much abstract symbolism, the symbols and methods of the formal language
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(mathematical logic) will be kept at an absolute minimum. For now,

all that the reader need know is that in order to carry out a logical
analysis of English, one must set up a tripartite classification of

the "parts of speech.'" That is, as noted earlier, words will be .
classified as (1) arguments (or terms) and (2) functions (or relatioms);
in addition, a few (3) logical symbois (to be introduced as needed)
representing such logical words as and and or etc. will be employed
because they affect the logical structure of sentences.

Using words to discuss words inevitably causes some problems in the
use.of puunctuation. In order to avoid over-punctuation, this work
(unlike most books on logic) follows the practicevof most grammars in
that when referring to a word in a context simple underlining will be
used. Quotation marks will only be used when the meaning of the word
is being stressed as opposed to the actual word choice itself. Other-
wise, quotes will be used to indicate abnormal or questionable meaning
or use, and underlining will be used to stress discussed comments.

Some symbols used in the object language will also be used, though
sometimes differently, in the logical language. Their use, if not
clear from the context, will be explained when they are used. 1In this
regard, any mathematicians who may read this paper should note that the
writer makes no distinction herein between equality and equivalence

(= and =). @oth terms are used synonymously in this work to avoid
stylistic monotony.) This distinction seemed to be an unnecessary
complication to add to a work whose readers will be mostly non-mathe-
maticians and non-logicians, and the format also largely obviates the
need for this distinction. In the logical language, only (=) will be

used.
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Finally, two crucial questions need mentioning, though the body of
this work is taken up with their explication. They are (1) How does
one know when he has arrived at a correct analysis of a given sentence?
and (2) How can one determine a sentence type? These questions are
difficult, one might say impossible, to answer with any degree of
precision. (The answer to both questions, to be quite honest, is prob-
ably in terms of the personal convictions of the analyst, based on some
theoretiéal framework.) That is why grammatical analysis is at once
frustrating and fascinating to the professional linguist. Before one
can establish a sentence type, one must first attempt to define the

' and this is not an easy task either. Traditional

term ''sentence,’
grammarians define a sentence as a written or spoken expression of a
"complete thought," though they do admit that some sentences are only
complete if one allows for tacitly "understood" elements; a case in

point is the understood you in imperative (command) sentences such as

(You) listen to me! However, traditional grammarians are obdurately

selective; understood elements are only allowed in the interpretations
of certain kinds of sentence structures, whereas they might be use-
fully employed (with caution) also to interpret those sentences in
which understood elements are disallowed. Of course, when one is so
arbitrary and dogmatic about what is or is not a sentence (or a sen-
tence constituent), it becomes possible to discern patterns, because the
theory itself is so designed that, in a manner of speaking, it deter-
mines the patterns. That is, the patterns are not just "out there"

in the world of speech; they come into being as a result of some

strange mental processes of the analyst.
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"

Rejecting such traditional notional ideas as "compléte thought
(impossible to define), 'subject'" (agent, topic, or theme), "object"
(receiver), etc., structural grammarians go to the other extreme.
Influenced by psychological behaviorism, theyvinsist on empirical
adequacy, which for thém means that a sentence is the largest lin-
guistié unit amenable to a more or less precise analysis. Though
they often do not practice what they preach, structural grammarians
do not believe that a linguistic analyst should resort to considering
presuppositions, understood elements, nuances, and the like. For them,
only the data are important; a linguistic description is just an account
of a mechanical, overt system. Transformational-generative grammarians
do accept covert entities; they also insist on "empirical adequacy";
both goéls are achieved by reviving and modernizing Cartesianism. They
posit "phrase structures" (rather akin to the traditionalists' 'simple
sentence patterns' discussed in Chapter II); thus, the "sentence" is
also for them the highest linguistic unit, but any uttered sentence
may be the final result of a series of rules and transformations
applied to the phrase structures. Since 1965, transformational
theorists have posited phrase structures which exist at deeper and
deeper levels of "mental consciousness.'" This trend has been carried
even further by the school of generative semanticists, who claim that
deep structure is not syntactic, but semantic. In 80 claiming, they
often have to resort to presupposition, understood elements, logical
deduction, and extralinguistic information. In one sense, they are
like the tagmemic grammarians, who claim that the sentence is not then‘
highest linguistic unit, but lies intermediary between the clause and
the paragraph. However, the tagmemic analyst sees language in a total

cultural sense. Theoretically, a linguistic analysis does not stop
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at the levei of fhe paragraph, nor at larger discourse levels; it
contains all the‘sociOfcultural data which are conducive to language
usége.

The analytic procedure used in this work emplofs some elements of
all these approaches. The basic syntactic unit is the simple sentence.
For explanatory adequacy, the sentence may be said to consist of wvar-
ious sub-categories (see Chapter II). The basis of any simple sentence
is the proposition (similar to the traditionalist's "complete thought')
which it conveys. "Proposition' is a primitive, undefined term; and
since simple sentences (as will be showﬁ later) can occur in a bewil-
dering variety of forms (even though they usually occur in some
half-dozen mechanically stereotyped forms), they may be said, in some

' and the term "sentence'" is thus tantamount to

sense, to be "formless,'
a primitive, undefined entity just like the proposition it conveys.

Thus, in the final analysis, the question of sentence type, while not

meaningless, is somewhat beside the point. A sentence may convey more
than one proposition, and sometimes a proposition may be conveyed by

a part of a sentence; other times a sentence may seem to be conveying
more than one proposition when only one proposition is, in fact,
intended by therspeaker. Every sentence needs to be interpreted within
a socio-cultural context insofar as this is possible. Many complicated
sentence patterns seem obviously to be manipulations (transformations)
of simple patterns or parts of patterns; therefore, transformations

are used or alluded to in this work, but every effort is made to use
constraint. Transformations such as deletion, addition, and substi-
tution, for example, should not diverge too far from the words in the

sentences being transformed, thereby maintaining a degree of empirical
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adequacy. Sentences are used in socio-cultural conéexts, and thus, in
themselves, have little meaning; hence, a too drastic chénge in the
lexical content of a transformation tends to make the interpretation
suspect. The propositional content must always be borne in mind. 1In
this regard, it would be better, perhaps, to call propositions 'basic
thoughts," and the larger contexts of discourse might then more appro-
priately be called "complete thoughts.'" For it will be shown in
Chapter IV that there is no exact boundary which separates sentences
from paragraphs and even larger stretches of discourse. Neither can
there be an exact boundary which separates propositions from sentences,
but just exactly how they are related is still a subject of much debate.
In some quarters, the term "proposition" is out of fashion, or at

least very suspect, but the present writer maintains that without this
"conceptual tool" many sentences could never be convincingly explained,
only described. (As an analogy, it might be noted that electrons,
neutrons, and protons are suspect in the same way that propositions are;
but where would the modern chemical industry be if it did not operate
on the assumption that they do exist? Like propositions, such entities
as electrons will do nicely as theoretical tools until something better
comes along.) Of course, to a great extent, a grammar is a description;
but mere description is a sterile activity. Descriptive adequacy,
which is necessarily a linguistic activity, must depend on tools that
are not entirely linguistic themselves. Otherwise, it is a case of the
cat chasing its own tail. Sentence analysis must be in terms not only
of language, but of people in a living, thinking context of com-

munication.
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CHAPTER II
BASIC SENTENCE PATTERNS
Pattern One--Simple Subject-Predicate Senfences

Unmodified S-V Sentences

Schoolroom grammars unanimously cite as the simplest sentence
pattern that form which possesses a subject (with or without modifi-
cation) and a predicate (in which only the verbh may be expanded), as

in the following cases:

John sleeps.
NP VP (2.1)

The small boy is sleeping.
NP VP (2.2)

Practically speaking, with regard to (2.1), this is a sound way to
begin categorizing sentences, if one is to avoid thé problem of deciding

whether or not such forms as Oh? (=Do you think so?), Yes! (=1 agree

with you!), Ah ha! (=So that's the way it is!), and the like are sen-

tences. However, (2.2) is more complex; it is a combination of (2.1)
and another pattern yet to be discussed. Likewise, all the other so-
called "simple'" and complex patterns are actually expansions of the
first case above. Conversely, the pattern repfésented by John sleeps
can be viewed as the pattern to which all other patterns may be
reduced. The verb phrase in each case above is, in a sense, incom—

plete (i.e., there are possible presuppositions or implications which

24
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are left unexpressed). One could, for example, ask How does John

sleep?; and one answer might be John sleeps soundly or John is sleeping

soundly, a NP-VP-ADV sentence pattern. A sentence such as Mary sings

implies something like the following: Mary sings well (poorly), a NP-

VP-ADV form, or Mary sings songs, a NP{-VP-NP, (subject-verb-object)

form. Thus, the John sleeps type of sentence pattern might be calied
the most primitive form, since it is really a part of the remaining
sentence patterns.

This pattern, nonetheless, affords an opportunity to apply logical

insights. In John sleeps, John is the argument (symbolized by a lower-—

case letter from the beginning of the alphabet) and sleeps is the
function (logical predicate) which specifies a propérty or attribute
of John. That is, one can say of John that he sleeps. The function
is symbolized by a capital letter from the early part of the alphabet.

The whole sentence, then’is symbolized as

John sleeps (2.3)
a F

In logic, (2.3) would ordinarily be symbolized as either F(a) or Fa,
and if the formula had other complications in it, parentheses would
enclose the whole: (F(a))‘ Often brackets, braces, and the like
replace one or more sets of parentheses to obtain better visual per-
spicuity. Since the main examples in this work wili.usually be set

off (centered) on the page, it will often be possible to dispense with
these logical symbols. Thus, in (2.3) spacing and labeled vincula per-
form the same services as parentheses. Logically speaking, the order
of these symbols is immaterial because, by the conventions adopted,

the juxtaposition of a and F reveals the logical, abstract structure,
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whether written as F, or jF. Both usages will occur from time to time.
i :

because by so doing the grammatical ordering can also be shown (some-

times) with the same symbols.

Adjectival Modification

The second sentence example (2.2) cited above, The small boy is

sleeping, poses an added problem, for it is not possible to label it
the way (2.3) was labeled--i.e., the subject as an a and the predicate
as an F. The reason is that the sentence contains not one proposition,

but two. They are: The boy is small (a predicate adjective sentence)

and The boy is sleeping. The latter sentence is logically equivalent

to both The boy sleeps and The boy does sleep, in that all three would

be symbolized as yF. (The semantic differences are being ignored here;

only logical form is meant.) In fact, the sentence The boy is asleep

could also be dealt with in the same manner, for it is not really a

predicate adjective (as some might claim) in that sleeping and asleep

both tell what the boy is doing. 1In any case, it make no difference,
for the verb forms and the predicate adjective form are all predicates
which specify the attribute of sleep for the argument boy. Tense,
aspect, and emphasis are not considered because they are not essential
to the problem at hand, and there is no satisfactory way yet available
for dealing logically with them. (Some pioneering work in logic on
matters of tense, mood, and voice is now going on, but so far the work
has no immediate possible application to the grammatical analysis of
sentences.) Thus, S~V sentences (e.g., John sleeps) and predicate

adjective sentences (e.g., John is asleep and The boy is small) all

have the same logical form, for the predicate in each specifies

something about the subject. Traditional grammar is inconsistent in
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this matter. The standard schoolroom handbooks claim that in a S-V
sentence the subject is doing something; in the predicate adjective
sentence, the adjective complements the subject in that it qualifies
or describes the subject; the idea that the verb also qualifies ofr
describes something about the subject is ignored. Thé single, most
important element in a sentence is its logical predicate; everything
else in the sentence relates to it.

From the foregoing it can be seen that The small boy is sleeping

is a case of one proposition being embedded in another. The resultant
formula should be more complicated, for the subject itself is a complete
proposition acting as an argument with a logical function, thus com-
posing a complex proposition. These facts may be schematized as

follows:

The small boy is sleeping.
( F a) G (2.4)

b

The outer parentheses (i.e., the sentence boundaries) cén be deleted
for simplification. What the analysis more specifically shows is that
a complex predicate is operating on the argument boy.

If there is multiple adjectival modification, naturally there is
even more complication. For example, the following sentence indicates
four degrees of modification:

The small, sturdy, handsome boy is ill. (2.5)
(F3 (F2 (F]_ a))) Fy

The grammatical ordering here is rather arbitrary, since all the adjec-

tives (except, perhaps, ill) could replace each other distributionally.



The positioning of adjectives relative to one another in multiple
modificatién is largely a matter of intuition (if one omits quantifiers
and demonstrative words from consideration); at least, linguists have
not clarified this situation much. The notation in (2.4), the first
comple# case above, could have retained an F, for is sleeping, just as |
various F's have been used in‘the second complex exaﬁple (2.5); but
the switch to G focuses on basic differences--i.e., verb versus
adjective.

A more interesting example of the ordering of adjectives océurs
when ambiguity is involved. Here, again, one must rely on intuition
if no extralinguistic context is available. Willard Quine, the

logician, notes the following case in which the ordering of the words

is not the key factor:l

pretty little girls' camp A girls' camp which is (2.6)
Fy ( 7 ( a )) little and pretty.

pretty little girls' camp A camp for little girls 2.7)
F, (( Fq ) a) that is pretty.

pretty little girls' camp A camp for little girls  (2.8)
( F, ( Fl )) a who are pretty.

In passing, it might be noted that using vincula to label significant
parts of a sentence has limited utility; the parentheses perform the
task much better, if one wishes to avoid double underlining and the
like. More importantly, the above examples indicate the primacy of
speéch over writing, for if the stress markers and intqnation contours
had been supplied, the ambiguities would have been resolved. That is,
stress and intonation perform the same service in speech that paren-
theses do here. Most schoolroom grammars ignore such factors and

treat sentences as though they were somehow already understood;
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O

little or no attention is paid to speech signals and the social context
of an utterance. For example, the ambiguity of the following pair is
easily resolved by indicating the facts of speech even though the word

order remains the same:2

’
2C?)mic stf?S Artist die%. (2.9)
(F ( a )) G
2
Cgmic stflp 5rtist3df;%. (2.10)
a F

In (2.10), of course, there is no adjectival modification at all, for

comic strip artist is functioning as a compound noun argument; in (2.9)

strip artist is the compound noun modified by comic. From these

examples it is clear that the ordering of stress and intonation per-
form the same service as word order does in other cases. Of course,
only recourse to context can explicate some sentences--written or oral;

an example is The rabbit is too hot to eat.

Existence

Before closing this section, it is necessary to make a decision
about a very knotty problem: the function of the copula in simple
subject-verb patterns. It has already been noted, in The boy is
sleeping, that the copula serves no logical purpose except that it
might be regarded as a substitute for parentheses which signal the
onset of a predicate function. Of course, the copula does perform
certain grammatical functions in that it indicates tense, person,
progressive aspect (with -ing), and number, but not necessarily any
or all of these in any particular case. Thus, the copulaloften seems

to have no lexical meaning. But what of a sentence such as God is?
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As mentioned at the beginning of this section, such a sentence seems
to be unfinished. One would expect that it implies something like

God is good (a simple aF form), God is everywhere, God is Jehova,

and the like. Nonetheless, such an expression as God is occasionally
occurs where no gpecific modification, apparently, is intended; i.e.,
the sentence is regarded as complete. For this reason, in this text
existence will be assumed to be a logical predicate (for in saying
that God is, one is saying God exists), in spite of the fact that many
logicians refuse to acknowledgé existence as a predicate. Their argu-
ment would be that to say of something that it exists is, in fact, to
say nothing about it; that is, if one agrees that there is some object,
one has not said anything about that object until he predicates some-
thing of the object. Intuitively, however, most speakers of English
and many other languages would disagree. The logician has a point,

though; take, for example, the expressions God is everywhere and God

lives; some speakers might possibly translate these, respectively,

as God.exists and God is (alive), yet both of these are simple aF forms.

It is possible, of course, to interpret God is everywhere as God lives

everywhere; such locative expressions will be discussed later. Those
logicians who do accept existence as a predicate have developed a
rather elaborate and abstruse symbolism to express it, which results in
formulas that are too formidable for the purposes of this paper. The
solution adopted here, with soﬁe misgivings, is to follow the lead of

English and just label existence verbs (e.g., be, seem, appear, become)

with F, or some other function symbol, as long as no further predication

occurs. Even these verbs are often used otherwise; hence, the problem

of existence will seldom be encountered in its "pure' form. The sentence
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God 1s is formalized as

God 1is, ' (2.11)

a F
if no further predication occurs.
Pattern Two--Predicate Adjective Sentences

The Standard Form

Sentences of this pattern are called predicate adjective sentences
in traditional grammar. Such sentences are symbolized exactly like
pattern one sentences for the reasons set out in section one. Hence,

a sentence with a predicate adjective is of the form

Max is tall.

a F (2.12)
The copula is not considered separately as a category because it per-
forms no logical service; it could be considered as a kind of symbol
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