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PREFACE 

It has been known [2], [6] that for each n ~ 1, the Grothendieck 

representation ring R(S ) of the symmetric group S forms a special A-
n n 

ring with respect to the exterior power. Since the Hopf ring H of the 

symmetric function in infinite number of variables is a free A-ring on 

the first elementary symmetric function a1 , the graded Hopf ring R(S) = 

{R(S )} is also a special A-ring by pulling back the A-structure on H 
n 

through the Frobenius isomorphism F: R(S) ~ H. However, it has re-

mained to be answered what A-structure on R(S) is, in fact, compatible 

with F (seep. 135 [6]). In this paper it is shown that the desired 

structure is derived from the outer plethysm [S]. 

In Chapter I, it is sho~m that the divided polynomial Hopf ring 

C = {C(S )} of integer valued class functions defined on the symmetric 
n 

groups is a special ~-Hopf ring. In Chapter II, a A-ring structure is 

introduced in R(S) in terms of outer plethysms so that R(S) forms a ~-

Hopf ring. The character formula of outer plethysms is given in Chapter 

III, by taking advantage of this formula it is shown that R(S) forms a 

special ~-Hopf ring with respect to the Adams operations derived from 

outer plethysms. In Chapter IV, we answer a question raised by Knutson. 

A summary of the results in Chapter V concludes this thesis. 

A study of this kind could not have been completed without the good 

will and help of my major adviser, Professor Hiroshi Uehara, whose wise 

comments helped to clarify my thinking on many points in this study and 
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CHAPTER I 

THE SPECIAL ~-HOPF RING C 

The aim of this chapter is to show that the divided polynomial Hopf 

ring C {C(S )} of integer valued class functions defined on the sym­
n 

metric groups S is a special ~-Hopf ring. 
n 

Definition 1.1 Let K be a commutative ring with unity. A Hopf 

algebra A is a K-module A which is both a K-algebra with product 

m: A·?,; A --7 A with unit n: K --7 A and a K-coalgebra with comultiplica-

tion 6.: A --7 A®A with co-unit s: A --7 K such that: 

(i) n: K -?A is a homomorphism of coalgebras. 

(ii) s: A -?K is a homomorphism of algebras. 

(iii) 6.: A --7 A :g; A is a homomorphism of algebras. 

Definition 1.2 Let K be a commutative ring with unity and let G be 

a finite group. A K-valued class function is a map f: G -?K satisfying 

-1 
f(a ba) = f(b) for any a,b E G. 

Let S denote the symmetric group of degree n. C(S ) denotes the 
n n 

abelian group of all integer valued class functions on S with addition 
n 

defined by (f+g) (s) = f (s) + g (s) for all f, g E C (S ) and s E S . Consider 
n n 

the graded connected abelian group C = { C ( S ) j n = 0, 1, 2, ... } where 
n 

C(S0) = Z. Then it is well known [3] that C forms a graded Hopf ring with 

respect to the following operations. First we define a multiplication 
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m: C®C-7C, Let i s X S -7 s be an embedding defined by 
p,q p q p+q 

(J (j) if 1 .::_j .::_ p' 
i ( (J' 'l) (j ) 
p,q 

p+-r(j) if p+l .::_j .::_ p+q, 

for (a, -r) E S x S . Note that in dividing up the p+q symbols permuted by 
p q 

S + into one set of p symbols and another set of q symbols, there are 
p q 

2 

(p+q) ways, but any two such ways of constructing an injection S x S --7 
p p q 

S give conjugate subgroups of S + 
~q pq 

Hereafter it is assumed that 

S x S is considered as a subgroup embedded by i in S · i induces 
p q p,q p+q' p,q 

the restriction map: 

s + 
Res p q C(S +) -7C(S xs) s xs p q p q 

p q 

by defining 

s + 
(Res p q f)(t) = f(t), for any fEC(S +)and for any tES xS. s xs p q p q 

p q 

Also, we have the induction map: 

s 
Ind p+q C(S x S ) __.,. C(S + ) s xs p q p q 

p q 

defined by 

t E S + 
-1 p q 

t st E S xs 
p q 

-1 
g(t st) 

for anv g E C (S x S ) and for any s E S + 
J p q p q 

Let f E C(S ) and g E C(S ) be characteristic functions of the con-
t p s q 

jugacy class t in S and the class s in S , respectively, then the char-
p q 

acteristic function h of the conjugacy class (t,s) in S x S is defined 
p q 



by h(a,T) = f (a)· g (T). The characteristic functions of the conjugacy 
t s 

classes of S form a base for C(S ). Hence we have an isomorphism 
p p 

"' 
lj.lp 'q : C ( S ) 0 C ( S ) ---=..,. C ( S X S ) . 

p q p q 

Define the multiplication m C(S ) ®C(S ) --7 C(S + ) by the composi-
p,q p q p q 

tion 

m 
p,q 

s 
= Ind p+q o 1jJ 

S xS p,q 
p q 

m 
p,q> C(S ) 

p+q I Ind8p+q 
s xs 

p q 

C(S X s ) 
p q 

Setting /:, : C(S ) --7 C(S ) ·®C(S ) , for each p, q with p + q = n by 
p ,q n p q 

1 s + 
t:, = 1jJ- 0 Res p q , we define a comultiplication /:, : C(S ) --7 
p, q p, q S xS n n 

p q 

3 

z 
p+q=n 

c ( s ) ® c ( s ) by /:, 
p P n 

z /:, 
p+q=n p,q 

We also define a unit map n: Z --7 C 

by the injection onto C(S0 )=Z, and a co-unit map E:: C -7Z by the pro­

jection of C onto C(S0). 

Now we introduce some notations on partitions. 

Definition 1.3 If n is a positive integer, then a partition rr of n 

(in notation, rrl-n) is a sequence rr={n1 ,n2 , ..• ,nk} such that n=n1 +n2 + 

... +nk, ni > 0. If rr1 of the n's are equal to 1, rr 2 are equal to 2, etc., 

rrl rr2 rrn 
this partition is denoted by rr = { 1 , 2 , ... , n } , where rr i' s are non-

negative integers. 

The length of "• denoted by £(rr) is defined by £(rr) 
n 
Zrr .. rr! 

i=l ]_ 



n 
stands for IT rr.! and lrrl 

i=l l 

n rr. 
rr! IT j J 

j=l 

An element s E S is said to have shape rr if the disjoint cycle de­
n 

composition of s produces the partition rr. A conjugacy class in S is 
n 

said to have shape rr if a representative has shape rr. 

Let K be the characteristic function of the conjugacy class of 
TI 

shape rr; that is K maps a conjugacy class in S of shape rr into 1 and 
rr n 

all other conjugacy classes in S into zero. Then {K I n r rr} is a base 
n rr 

for C(S ). K{ } will be denoted bv c . It is known (for example, see 
n n • n 

4 

[9]) that C={C(S) I n=O,l,2, •.. } is a divided polynomial Hop£ ring with 
n 

generators c1 ,c2 , ... ,en, ... , where the degree of en is 2n. 

Definition 1.4 By a divided polynomial ring D[x] with one generator 

x of an even degree, we mean a graded abelian group { Zx I n = 0,1, 2, ... } 
n 

with a base x0 = 1, x1 = x,x2 , ••. ,xn, ••. , such that the multiplication is 

given by: 

X • X 
p q 

(p+q)! 
p!q! xp+q' 

Til rr 2 TI 0 1 0 2 0q 

Given rr = { 1 , 2 , ..• , p P} 1- p, 0 = { 1 , 2 , ... , q } r q, and 

s E S + , then p q 

(K •K ) (s) 
TI 0 

s 
(Ind8p+qs o 1).! (K 0 K ) )(s) 

X p,q TI 0 

1 
p!q! 

p q 

l: 
tES + p q 

-1 t stES xs 
p q 

0 

-1 
1/.i (K 0 K ) ( t s t) 
p,q TI 0 

if the shape of s is not rr v 0 

1 p!q! I I 
p! q! • I rr I \0 \ rr v 0 if the shape of s is rr v Ci. 
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(rr v cr)! rrl+crl rr2+cr2 
Thus we have K • K = K , where rr V cr = { 1 , 2 , ... } l- p + q. 

rr cr rr!cr! rrvcr 

For each rr~n, by definition we have 

to. (K ) (s,t) 
n 'IT 

-1 sn 
2: 1jJ o Res S S (K ) ( s , t ) . 

p+q=n p ,q . p x q rr 

s 
n 

Now Res 8 x S takes value 1 on conjugacy classes with shape rr in the em-
p q 

bedded subgroup S x S of S and takes the value 0 otherwise. An element 
p q n 

(s, t) E S x S with s and t having shape cr and T, respectively, is embed-
p q 

ded by i as an element with shape cr v T, and conversely. Hence 
p,q 

to. (K ) = 
n 'IT 

K ®K. 
cr T 

Definition 1.5 A commutative Hopf ring R={R} of even gradings is 
n 

called a *-Hopf ring if there exists a sequence of operations *k: R ~ 
n 

R. for k > 1, satisfying (1) 
-kn -

R0 = Z, (2) w1 (x) = x, and (3) *k(x+y) = 

k k 
1/J (x) + * (y) for x,y E R . 

n 

Definition 1. 6 A special 1/J-Hopf ring is a *-Hopf ring R = {R } which 
n 

satisfies additional conditions: 

(1) *k(l)=l, 

(2) 
k k k 

1/J (xy) = $ (x) "* (y)' 

(3) L'l*k(x) = (*k®*k)L\(x), and 

(4) *t(*k(x)) = *tk(x) 

for t,k.:_l, where L\ is the comultiplication for R. The condition (3) 

states that *k: R ~R is a coalgebra morphism in the sense that the fol-

lowing diagram is commutative 



Now we are going to make C 

ring. For k .:_ 1, define 

{C(S ) In= 0,1,2, ... } a special i)J-:Hopf 
n 

'Tfl 
and extend linearly, where k'Tf = {k , 

6 

Note that kTI"}-kn, since 'Tf 1k+r,2 (2k) + ... +TI"n(nk) =kn, 

for any If I-n. 

Proposition 1.7 The divided polynomial Hopf ring C 

special ij;-Hopf ring. 

{C(S )} is a 
n 

Proof. It is sufficient to show that the operations i)Jk satisfies the 

above axioms for basis elements. 

,,,k( (TI"Vcr)! K ) 
'I' 'IT!O"! 'TfVO" 

k£(TI")+£(cr) (knvkcr)! 
(kTI")!(kcr)! ~TI"Vkcr 

k 
It remains to show that iJ; is a coalgebra morphism. Consider the follow-

ing diagram 



Hence the proof is 

For each k~ 0, 
k 
I ok-i(f)lj!i(f) and 

i=l 

k 
c ~ c 

6, l 6, 

1/!k®lj!k 1!./ 

C®C C®C 

cr'VT'=krr 
K I ~K I 

(J . T 

complete. 

define ok: c(s )®Q ~ccsk )®Q by kok(f) = 
n n 

0 a (f)=l for any f E C(S ) ® Q where Q is the field of 
n 

7 

rationals. Then it is evident that for each k>l and for any fE C(S )®Q, 
- n 

k k-1 1 2 k 
we have 1jJ (f)= (-1) Qk(cr (f),cr (f), ... ,o (f)), where Qk(a1 ,a2 , ... ,ak) 

is the k-th Newton polynomial in the elementary symmetric functions a1 , 



CHAPTER II 

OUTER PLETHYSH 

In this chapter our objective is to define a A-structure 

A k: R(S ) _,. R(Sk ) , k > 0 on the graded Hopf representation ring of 
n n 

symmetric groups R(S) = {R(S )}. It is shown in §3 of this chapter that 
n 

the desired structure is derived from the outer plethysm. In §1 we in-

traduce basic facts relative to representations of finite groups, and the 

graded Hopf ring R(S) is constructed. In §2 we define the wreath product 

of two symmetric groups. In §4 we study the Adams operations 

1jJk: R(Sn) ---? R(Skn) for k::_l, and show that R(S) is a 1)!-Hopf ring. 

§1 Introduction to Representation Theory of 

Finite Groups 

Definition 2.1 Let G be a finite group. A linear representation of 

G over a complex field ~ is a finite dimensional vector space V over ~ 

together with a group homomorphism p: G ---? Aut V. 

~~ile, strictly speaking, a representation of G is given by a pair 

(V,p), we will often speak of the representation V. 

We often write p(g) simply as g and p(g)(v) gv. If we use this 

notation then Definition 2.1 implies that for g,g' E G, v,v' E V, and 

a E ~. 

(1) (gg')v g(g' v) 

8 
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(2) g(v + v') = gv + gv', 

(3) g(av) = a(gv), 

(4) lv=v. 

Hence the representation V of G can be considered as a left G-module. 

Definition 2.2 A map of G-modules f: (V,p) ~ (W,p') is a linear 

map of vector spaces f: V ~ W such that f(gv) = gf(v) for any v E V and 

g E G. 

Definition 2.3 Two G-modules are said to be isomorphic if there ex-

ists a map of G-modules between them which is also a vector space isomor-

phi sm. 

Let V and W be two representations of a finite group G. Then the 

sum of V and W, denoted by V+W, is constructed by considering the under-

lying vector space as the direct sum V ~ W on which g E G acts diagonally, 

that is g(v,w) = (gv,gw) for any (v,w) E V ~ W. 

Let F(G) be the free abelian group generated by the totality of iso-

morphism classes of G-modules. Let N(G) be the subgroup generated by all 

elements of the form [V + W] - [V] - [W]. 
. F(G) 

Def~ne R(G) = N(G)' Then R(G) 

is called the representation group of G or the Grothendieck group of G. 

Definition 2.4 A G-module V is said to be reducible if V = {0} or 

if there is a subspace W of V such that W is stable under G (i.e., GW c W), 

with W # {0} and W # V. If V is not reducible it is said to be irreduci-

ble. 

An inner product 

< , >: R(G) x R(G) ____,. Z, 
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is determined by its value on representations V and H 

<V,W> = dimO:: HomG (V,W). 

An immediate consequence of Schur's Lemma [7] is that if V and Ware 

irreducible representations of G then 

0 ifVrf,W 
<V,W> 

1 ifV<:::<W 

Proposition 2.5 The set of isomorphism classes of irreducible repre-

sentations of G form an orthonormal basis for R(G) with respect to the 

inner product < , >. The rank of R(G) equals the number of conjugacy 

classes of G. 

The proposition is a basic fact whose proof can be found in any 

standard textbook on the representation theory. 

Let H be a subgroup of a group G. H acts on G as a set of permuta-

tions by h(g) gh. Let O::G be the vector space with basis the elements of 

G. This action of H makes O::G a right H-module. Hence we have 

Definition 2.6 Let H be a subgroup of G. Let V be a representation 

of H. Then the induced representation Ind~ V of G is defined as the vec­

tor space O::G ® V, modulo the subspace generated by all elements of the 

form gh®v - g®hv. 
G 

G acts on IndHV by, for g1 E G, g1 (g0v) = (g1g)0v. 

For use in later discussion, we state without proof (see for example 

[7]) 

Proposition 2.7 (Frobenius Reciprocity Formula) Let H be a sub-

group of a finite group G. Let V and W be two complex representations of 



G and H respectively. Then 

G 
<Ind W, V> 

H 
G 

<W ,Res V> 
H 

11 

Proposition 2. 8 (Induction is Transitive) If H c H 1 c G are groups, 

and X is an H-module, then 

G H1 

IndH 1 (IndH X) ~ 
G 

IndH X. 

Proof: By associativity of the tensor product, together with the natural 

isomorphism ~G 0 ~H 1 ~ ~G we have 
HI 

G H1 

IndH 1 (IndH X) !I:G ~ (!I:H 1 0 X) ~ ( ~G 0 !I:H I ) 15¢ X ~ !I:G 0 X 
H1 H H1 H H 

as (!;-modules. The isomorphisms all commute with the action of G from the 

left. This completes the proof. 

Proposition 2. 9 If H c G and H 1 c G' are groups, X is an H-module and 

Y is an H'-module, then 

G G' 
(IndH X) 0 (IndH 1 Y) ~ 

GxG' 
IndHxH, (X~ Y) . 

Proof: We may identify n; (G x G 1 ) with ~G ~ !I:G 1 as right H x H 1 -modules. 

Define a map 

¢: !I:(G X G1 ) ¢9 (X·~Y) ~ (!I:G ®X) 0 (!I:G 1 ® Y) 
HxH' H n; H 1 

by <P(g&lg' &lx·~y) = g0x~g' ·~y. ¢ is well defined since for any 

(h' h') E H X H' , 

¢(gh0g'h 1 ~x&y) gh @ X •:8l g 1 h 1 g, y g0hx0g' 0h'y <P(g®g' ·~hx0h'y). 

It is a routine to show that ¢ is a GxG'-module isomorphism. This com-
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pletes the proof. 

Let R(S ) be the Grothendieck group of the symmetric group S . Con-
n n 

sider the graded connected abelian group R(S) = {R(S ) \ n=O,l,2, ..• } with 
n 

even gradings, where R(S 0) 

group of class functions C 

Z. As in the case of the graded abelian 

{C(S )}, we define multiplication 
n 

m : R(S ) 0 R(S ) ----» R(S + ) 
p,q p q p q 

by the composition 

R(S ) 0 R(S ) 
p q 

ljip,q 

s 

m 
p,q 

R(S X s ) 
p q 

R(S + ) p q 

s 
Ind p+q 

s xs 
p q 

m Ind8p:qs o lj! , where for any irreducible representations l1 and N 
p,q p q p,q 

of S and S , respectively, 
p q 

R(S X s ) 
p q 

given by lj! ( [l1]0(N]) = [M~] is an abelian group isomorphism. A comulti-
p,q 

plication 
s 

p+q 
Ress x s . 

p q 

6 : R(S ) ---? L: R(S )®R(S ) is defined by 6 = L: \(1-l o 

n n p+q =n p q n p+q =n p , q 
It is known (for example, see [4], (9] or [10]) that R(S) 

forms a graded Hopf ring with respect to these operations where the unit 

map n: Z ~ R(S) is defined by injection onto R(S 0), and the co-unit map 

s: R(S)---? Z is defined by projection of R(S) onto R(S 0). 

§2 Wreath Products 

The wreath product of Sn by Sk, denoted by Sk[Sn]' is constructed as 



follows: Let Sk[Sn] = s~ X sk = {(gl, ... ,gk;h) I gi E sn' hE Sk}, with 

multiplication defined by the rule 

(g g' , ... ,gkg'-1 ;hh'). 
1 h-1 (1) h (k) 

13 

Clearly under this multiplication, Sk[Sn] is a group, with 1= (en, ..• ,en; 

-1 -1 -1 -1 
ek) and (g1 , ... ,gk;h) = (gh(l)'''''gh(k);h ), where en and ek are the 

identity elements of Sn and Sk, respectively. 

Remark 2.10 k 
By construction, 81 [S ] is a semi-direct product S x Sk, 

K n n 8 

where 8: sk Aut (S~) is a group homomorphism given by 8(h)((g1 , ..• , 

gk)) = (g _1 , ... ,g _1 ) for hE Sk, gi E S . In other words, the 
h (1) h (k) n 

short exact sequence 

1 ---? s ~ ~ sk [ s n \~-~__, sk ---? 1 

y 

is split, where 

y(h) = (e , ..• ,e ;h). n n 

( 
(j-l)n + i ) 

(h(j)-l)n + gh(j)(i) 1 < i < n 

l_:_j_:_k 

is a canonical embedding of Sk[Sn] into Skn' Hereafter, Sk[Sn] is con-

sidered as a subgroup of Skn by the embedding ¢. 
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For a representation M of S and for k > 1, the k-th tensor product 
n -

M~k is a representation of Sk[Sn] with a group action given by 

be useful in the sequel. 

Proposition 2.11 Let M1 and M2 be Sn-modules. Then for any k ~ 1, 

(H tJ:lH )®k 
1 - 2 

Proof: First note that, 

k 
(M \fl M ) 0 k . '=>< 

1 2 L: W. 
i=O l 

where H.= L:M. '~ ••• ~M. , and the index set J. = {(i1 , ... ,ik) \ ip=l or 
l J. ll lk l 

2, HQ, = 2i}. l It suffices to show that 
Q, 

Sk[Sn] ®(k-i) ®i 
W. '=>< Ind(S .xS.)[S ](Ml ® M2) 

l k-l l n 

for each i. By definition 

Define a map 

¢: a; (S [ S ]) ·:9 (M0(k-i) ~ H®i) 
k n (S . xs.) [ S ] 1 2 

k-l l n 

¢([g1 , ... ,gk;h]0( 0 (X.:9YQ,))) 
l.::_j.::_k-i J 

k-i+l<t<k 

___,.. H. 
l 

by 

In order to show that¢ is well defined let (gi, ... ,g~-i'g~-i+l'''''g~, 



(0,0')) E (Sk . x S.) [S ] , and consider, 
-l. l. n 

and, 

</>([g1 , ... ,gk;h](g]_,····gk;(0,0 1 ))0( ® (Xj®YQ,))) 
1_2_j_2_k-i 

k-i+l<Q,<k 

¢([g1g'_1 , ... ,gkg'_1 ;h(0,0')] 0 (':X)(X. ®YQ,))) 
h (1) h (k) J 

<P([gl, ... ,gk;h]®(®(g!X_l <0g~Y -1 ))) 
J 0 (j ) 0' ( Q,) 

15 

Hence <1> is well defined. It is a routine to show that ~ is an Sk[Sn]-map. 

Since Wi is a direct sum of (~) copies of M1 and M2 which are permuted 

transitively by Sk[Sn] it follows that ~ is surjective. 

. Sk[Sn] 0(k-i) 0i Sk[Sn] 
dlm(Ind(S .xS.)[S ](Ml :0M2 )) = (S S )[S] 

k-1 l. n k-i x i n 

dim(W.). 
]. 

However 

Hence ~ is injective. It follows that <1> is an Sk[Sn]-isomorphism. This 



completes the proof. 

§3 
k 

Outer Plethysm a ( [M]) 

Let M be an S n -module, and N an Sk -module. Then M<:'?k ® N is an 

Sk[Sn]-module where the group action is given by 

where gi E Sn' hE Sk, Xi EM and YEN. Because for any (gl, ... ,gk_;h') E 

sk r sn]' 

= (g]_g -1 , ••. ,gkg -l ;h'h)(X1 0 ... 0~0Y) 
hI (1) hI (k) 

g1_g l X l ~ •.. ®gk_g -l X -l ®h'hY 
h'- (1) (h'h)- (1) h' (k) (h'h) (k) 

and 

= g'g 1 X 1 1 ® ••• ®g'g 1 X ®h'hY. 
1 h'- (1) h- (h1 (1)) k h'- (k) h -l(h'-1 (k)) 

It is immediate to verify all other conditions .. 

Definition 2.12 The outer plethysm of M and N denoted by M 8 N and 

is defined by 

8kn ®k 
M8N = Ind 8 [S ](M ~N). 

k n 

For k > 1 and for any S -module M define 
n 

16 



17 

Ak 8kn ®k 
a (M) = Ind 8 [S 1M E R(Sk ), 

k n n 
and 

Ak 
Note that a (M) = M 8 1 8 , where 1 8 is the trivial one-dimensional repre-

k k 
sentation of Sk. For any [M] E R(Sn), we have 

Proposition 2.13 
Ak 
a satisfies the following: 

(1) 

(2) &\ [M]) = [M], 

(3) ~k([M] + [N]) = ~ ok-\[M])oi([N]), 
i=O 

Proof: The first two formulas are immediate from definition. The third 

formula is verified as follows: 

by proposition 2.11 

k Skn Sk[Sn1 ~(k-i) ~i 
L. [ Ind S [ S 1 ( Ind S . [ S 1 x S . [ S 1 M :>0 N ) ] 

i=O k n k-~ n ~ n 

by proposition 2.8 

k skn ®(k-i) ~i 
_z [Ind8 .[S ]xS.[S 1M 0N ] 
~=0 k-~ n ~ n 

k s s(k .) xs. ""'rk .) ~· z [Ind kn Ind -~ n ~n }'("i. -~ 0N' ~1 
~--o s(k .) xs. sk .[s ]xs.[s] 
.L -~ n ~n -~ n ~ n 



by proposition 2.9 

= 

= ~ ~k-i([M]);i([N]). 
i=O 

Hence the proof is complete. 

For any S representation M, consider a system of linear equations 
n 
1 2 k 

in variables A ( [H]), A ( [M]), ••. , A ( (M]) 

~ (-l)icrk-i([M])Ai([M]) = 0, 
i=O 

18 

0 0 k where A ( [H]) = 1, A (n) = 1 and A (n) = 0 for k .:::_ 1 and for any integer 

n. By solving this system of equations, we obtain Ak([M]) E R(Skn) for 

any k > 1. Let R be a commutative ring with unity 1. Let 1 + R[[t]]+ 

be the totality of formal power series in one variable t, with constant 
..!.. 

term 1. Then 1 + R[[t]]' is an abelian group with respect to formal 

power series multiplication. 

For any (M] E R(S ), let 
n 

00 

A ([M]) = Z Ak([M])tk. 
t k=O 

k Then, the defining relations for A is equivalent to the fact that 

1 
\ ( [M]) = & ( [M]) ' 

-t 

:\ ( [M]) & ( [M]) 
t -t 

Proposition 2.14 

since 

; ( ~ (-l)icrk-i([M]):\i([M]))tk. 
k=O i=O 

For any [M], [N] E R(S ) we have 
n 



(1) 

(2) 

(3) 

Proof: 

(1) 

a ([M] + [N]) = 
t 

\ ( [M] + [N]) A ([M])A ([N]), 
t t 

~ A k·-i ( [M]) A\ [N]) . 
i=O 

00 

a ( [M] + [N]) 
t 

= Z ak([M] + [N])tk 
k=O 

by Proposition 2.13 

(2) At([M] + [N]) 

= ~ ( ~ ak-i([M])ai([N]))tk 
k=O i=O 

00 00 

( Z cri([M])ti) ( Z aj ([N])tj) 
i=O j=O 

1 

A ([M])A ([N]). 
t t 

(3) It follows immediately from (2). 

Hence the proof is complete. 

Let H(S ) = { (M,N) I M,N S -modules}. Define addition on M(S ) by 
n n n 

(H' N) + (N' ' N ' ) = (J:.1 I:B HI ' N fB N I ) • 

19 



With respect to this operation M(S ) is a semi-group. We define an 
n 

equivalence relation ~·on M(S) by (M,N) ~ (M',N') if and only if 
n 

M @ N' ~ M' ~ N. We denote by <M,N> the equivalence class containing 

(M,N). 

20 

Let R(S) = M(S )/~. R(S) is a group with 0 = <D,D> and -<M,N> = 
n n n 

<N ,M> . It is clear from the construction that the map h: R(S ) --7 R(S ) 
n n 

defined by h(<M,N>) = [M] - [N] is a group isomorphism. Hereafter, we 

identify R(S ) with R(S ) by h. 
n n 

For each integer k ~ 1, we define a map 

-k 
0 : M(Sn) ___,. R(Skn) by 

crk((M,N)) = ~ (-l)icrk-i([M])Ai([N]), and 
i=O 

Because of defining relations for Ak, it is immediate to see that 

for any k ::_ 1, 

-k 
0 ((D ,D)) ~ (-l)i&k-i([D])Ai([D]) 

i=O 
0, 

for any S -module D. 
n 

-k 
Then 0 is well defined, because 

k k . k . . a ((MffiD,NA';D)) = E (-l)~a - 1 ([M] + [D])A~([N] + [D)) 
i=O 

by proposition 2.13 and proposition 2.14, 

~ (-l)i{k~\k-i-j([H])crj([D]) ~ Ai-£([N])A 2 ([D])} 
i=O j=O £=0 

k k . . - -]. -~ 
E 0 ((M,N))0 ((D,D)) 

i=O 



-k 
= o ((M,N)), 

for all S -modules M, N and D. 
n 

-k 
Hence the map o preserves equivalence 

classes; consequently, let 

k 
a : R ( S ) ~ R ( Sk ) , 

n n 

-k k 
be the map induced by a ; a ( [M] - [N]) 

[M] E R(S ), then 
n 

-k 
o ((M,N)) for any k ~ 0. If 

-k 
= a ((M,O)) ~ c-1)i&k-\[H])A\[on = 

i=O 

kl This definition of {o k_:_O} is equivalent to the one defined by 

o ( [M] - [N]) = o ( [H]) A ( [N]). 
t t -t 

Proposition 2.15 Ak satisfies the following: 

(1) 

(2) 

(3) Ak([H]- [N]) = ~ (-l)iAk-i([H])oi([N]) 
i=O 

21 

where nk E R(Sk) is represented by the sign representation Alt Sk of Sk, 

and [H],[N] E R(S ). 
n 

k . ~i 
I (-1) 1 pk .n. = 0 and since a (p 1) = pk-i' we obtain 

i=O -1 l 
Proof: Since 

The rest of the proposition follows from the defining re1a-

tions. This completes the proof. 

Definition 2.16 A commutative graded ring R = {R } of even gradings 
n 

k 
is called a A-ring if there exists a set of maps A: R --..;. R. for k_>O, 

- n -1<:n 



satisfying the following axioms: 

(3) 

x and 

.\k(x+y) = ~ .\k-i(x)A.\y) 
i=O 

Thus we have 

for x,y E R • 
n 

22 

Theorem 2.17 The graded Hopf representation ring of symmetric groups 

R(S) = {R(S )} is a .\-ring. 
n 

§4 Adams Operations 

Now, we will investigate certain operations derived from the .\-oper-

ations which are easier to handle. 

Let R be a .\-ring, we now define operations 1l: R---? R, k~l in 
00 

terms of .\k. To do this, set 1jJ (x) = 2: 1jJk (x) tk, for any x E R and define 
t k=l 

1jJt by the formula: 

1J!_t(x) 

d 
-t -(.\ (x)) 

dt t 

00 

where .\ (x) = 2: .\k(x)tk. 
t k=O 

Proposition 2.18 
k 

The map 1jJ : R ---? R is additive for any k > 1. 

Proof: 1jJ -t (x + y) 
d 

-t-d (.\ (x + y)) /A. (x + y) t t t 
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= ~ (x) + ~ (y) 
-t -t 

k k k 
and therefore, by comparing coefficients, we have'~ (x+y)=~ (x)+1j; (y). 

This completes the proof. 

If we solve 1J;_t(x) = -t(ddt(At(x)))/At(x) for Wk(x) explicitly then we 

obtain the following formulae which may serve as a definition of the wk. 

0 

2 1 1 2 
1j; (x) - ~ (x)A (x) + 2A (x) = 0 

If we solve this system of equations for 1j;k(x), we obtain 

k 1 2 k 
~ (x) = Qk (A (x), A (x), ••• , A (x)), 

where Qk(a1 ,a2 , •.. ,ak) is the k-th Newton polynomial in the elementary 

symmetric functions a1 ,a2 , ... ,ak of k-variables. Note that for any x E R, 

1 1 k 
~ (x) = A (x) = x. The maps 1j; : R -? R are called the Adams w-operations 

in R. 

In §3 we have shown that the graded Hopf representation ring R(S) = 

{R(S )} is a A-ring. Hence R(S) is a w-ring where for k.:::_l, the Adams 
n 

operation 

lfik: R(S ) ---;. R(S k) 
n n 

k 1 k 
is defined by w (x) = Qk(A (x), .•. ,A (x)), thus we have 

Proposition 2.19 The graded Hopf representation ring R(S) {R(S ) } 
n 

is a lf!-Hopf ring. 



Proposition 2.20 ~k(x) 

x E R(S ). 
n 

Proof: Consider, 

~ (x) 
-t 

00 00 

k-1 1 2 k 
(-1) Qk(cr (x),cr (x), ... ,cr (x)) for any 

00 

( I (-l)i~i(x)ti) ( I (-l)JcrJ (x)tj) = k k k 
I (-1)-Kcr (x)t . 

i=l j=O k=l 

24 

k 
Equating coefficients of t we obtain the following system of equations: 

0 

= 0 

k 
Solving for \j! by Cramer's rule we obtain 

k k-1 1 2 k 
~ (x) = (-1) Qk(cr (x),cr (x), ... ,cr (x)). 



CHAPTER III 

CHARACTERS OF OUTER PLETHYSMS 

Let x: R(S)-?C be the character map and let p 
1T 

1T 
n 

pn for 

1T f- n be a basis element in R(S ) • In this chapter we are going to in­
n 

vestigate x(crk(p )) in terms of a base {K 
1T T 

T f- kn} for C(Skn). In §1 

we introduce some necessary preliminaries. In §2 we describe the con-

jugacy classes of a wreath product Sk[Sn]. In §3 the character formula 

of outer plethysms is given. The formula enables us to prove in §4 that 

R(S) forms a special ~-Hopf ring with respect to the Adams operations de-

rived from outer plethysms. 

§1 Preliminaries 

By the usual inner product 

1 <f,g> = L: f(t)g(t-1)' 
n! tES 

n 

for f, g E C (S ) ® Q, the vector space C (S ) \X) Q becomes an inner product 
n n 

space over Q. · 

The Frobenius reciprocity theorem [7] states that for any subgroup H 

in S and for any f E C(S ) ~ Q and g E C(H) 0 Q, 
n n 

s 
n <ResH f,g> 

s 
n <f,IndH g>. 

If a bilinear form i3 is defined on C 0 Q by the orthogonal sum such 

that for f E C(S ) 0 Q and g E C(S ) ~ Q 
p q 

25 
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if p f. q 
13(f,g) 

if p = q 

then the graded vector space of finite type C~Q becomes an inner product 

space. By definition, 

<K , K I > = .1_ L: K ( t ) K I ( t -l) 
~ ~ n! tES ~ ~ 

n 

0 if~f.~ 1 

= 
1 

g if ~=~I 

n! 
because the cardinality of a conjugacy class of shape ~ is ~ • 

~ ~ ~ 

For each partition ~ = {1 1 ,2 2 n n} of n let S stand for the , ... ' ' ~ 

subgroup of S , 
n 

s = sl X 
~ 

~1 
= sl X 

X sl 

... X s 

X ... 

~ n . n 

X s n 
X 

~ 
n 

X S 
n 

Then the trivial representation of S 
~ 

is denoted by 18 , we denote the 
1T Sn 

induced representation by p~ = [Ind8 18 

forms a basis for R(S ). 
n 

1T 1T 

] • It is known that {p I 1T t- n} 
1T 

Let x: R(S) --? C be the character map. Then it is well known (for 

example, see [7]) that x is a ring monomorphism. 

§2 The Conjugacy Classes of Sk[Sn] 

In this section we shall describe the conjugacy classes of a wreath 



27 

Sk[Sn]. Let h = h1 ... hv ..• hc(h) be a cycle decomposition of h. Then we 

can associate with the vth cyclic factor h of h a uniquely determined 
v 

element of S denoted by g(h ), which we call the cycle product associ-
n v 

ated with the cycle hv. Let c1 ,c2 , ... ,cp(n) be the conjugacy classes of 

S and let c(g(h )) be the conjugacy class represented 
n v 

by g(h ). If 
c(h) v 

~(h ) denotes the length of the cycle h , then we have 
v v 

L: ~(h ) = k. 
v=l v 
k2:_j > 1 by, Define a non-negative integer a .. with p(n) > i > 1 and 

1J - -

where the first o denotes the Kronecker delta, and 

o(c(g(h )),c.) = 
v 1 

0 otherwise 

1 if c. = c(g(h )) 
1 v 

k p(n) 
Then it is immediate to see L: L: j•a .. = k. If Mk denotes the set of 

j=l i=l 1 J 

all matrices A= (a .. ) of 
k p (n) 1 J 

such that L: L: j•a .. = 
j=l i=l 1 J 

order p(n)xk with non-negative integral entries 

k, a surjective map 

Proposition 3.1 Two elements ~ and s of Sk[Sn] are conjugate if and 

only if a(~) = a(s). 

This is Theorem 4.2.8 of [5]. 

Definition 3.2 An element ~ of Sk[Sn] is said to be of type A= (aij) 

if a (0 = A. 



The order of a conjugacy class of Sk[Sn] which is characterized by 

the type A= (a .. ) is given by 
l.J 

Proposition 3.3 The class of elements of type A 

is of order 

a .. 
II 

i,j 
a .. ! (j k! I I c. \ ) l.J 

1.] l. 

This is Lemma 4.2.10 of [5]. 

= (a .. ) in 
l.J 
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For notations's sake, the characteristic map of the conjugacy class 

consisting of elements of type A will be denoted by KA, which is a class 

function of Sk[Sn]. 

§3 The Character Formula for Outer Plethysms 

M b . h ,,,.0k . s [ s ] . Let e an Sn representat1.on. T en ~1 1.s an k n representat1.on. 

For later purposes it is useful to know the character of the represention 

M0k. If g(h ), c(h) > v ~ 1, are the cycle products of h, we have the 
v 

following formula 

Proposition 3.4 For each ~ 

c(h) 
II x(M)(g(h )) 

v v=l 

This is Lew~a 4.3.9 of [5]. 

Let us consider the shape of a conjugacy class of Sk[Sn] in Skn' as 

is observed in 4.2.17, [5]. As usual, let P(kn) denote the set of the 

partitions of kn. Consider a map 

S: ~\ --? P (kn) 



defined by 

i3(A) 
k p(n) 
v 

j=l 
v 

i=l 
a .. '~ (j 'IT. ) ' 
lJ l 

where 'ITi = {m1 ,m2 , ... ,mt} denotes the shape of the conjugacy class ci' 

jTI. {jm1 , ... ,jm 0 }, and a .. '~(jTI.) stands for the union v of a .. number 
l "- lJ l lJ 

of jTI.s. Since a .. *(jTI.) ~ a .. jn, we have L: a .. jn kn. Hence 13 is 
. l lJ l lJ . . lJ 

l,J 

well defined. 
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Let n = {n1 ,n2 , ... ,nt} be a partition of nand set Sn = Sn1x ... xsnt 

be a subgroup of S . For each t in a conjugacy class c. of S define 
n 1 n 

8. (t) by the number of elements s E S such that s -lts E S Since 8. (t) 
1 n n 1 

does not depend upon the choice oft in c. and only depends upon n, 8.(t) 
l l 

will be denoted by 8.(n). 
l 

Definition 3.5 For each 'IT ~ n and for each conjugacy class of 

Sk[Sn] whose type is A, define 

8. ('IT) yij 
8(A,n) = IT ( 

l 

Is I i,j 'IT 

Definition 3.6 For each conjugacy class of Sk[Sn] whose type is A, 

define 

<l?(A) = IT 
i,j 

a .. 
a .. ' Cj I 'IT • I ) lJ 
lJ ]_ 

where n. is the shape of c .• 
l l 

Then we have the following 

Theorem 3. 7 For each basis element p with 'IT ~ n in R(S ) and for 
n n 

T ~ kn we obtain 



Proof: Consider 

I: 
S(A)=T 

G(A,n) 
~(A) 

k 
<xcr (p ) ,K > 

1T T 

s 
n <x(Ind8 
1T 

0k 8kn 
1 8 ) ,Res8 [S ] K > 

1T k n T 

It remains to show that for each A with S(A) T, 

However, 

s n ®k 

8 (A, n) 
<P(A) 

1 
s 
n 

<x(Ind8 1S ) ,KA> 
lsk[Sn]l 

l: x (Ind8 
1T 1T ~Esk [Sn] TI 

1 
s 
n = I sk [Sn] I l: x(Ind8 

a. (S)=A 1T 

In virtue of Proposition 3.4, we obtain 

s 
n x(Ind8 
1T 

II 
i,j 

s 
n (x(Ind8 
1T 

18 /¢k(S)KA (0 
1T 

1s )0k<O. 
1T 

where t. is a representative of c. for p(n) > i > 1. By definition, 
~ ~ 

s 
n x(Ind8 
1T 

l: 
-1 

sES , s t.sES 
n ~ 'IT 

30 



s 
n Hence we obtain x(Ind8 
'IT 

e.('rr) 
]. 

Is I 
'IT 

~k 18 ) -(~) = 8(A,rr). Note that the order of the 
'IT 
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I sk [Sn] I 
conjugacy class a-1 (A) is (see Proposition 3.3), it is immediate 

ci>(A) 

to see that 

s 
n <x(Ind8 
'IT 

8(A,TI) 
tl>(A) 

This completes the proof. 

Corollary 3. 8 For any 'IT ~ n we have 

8 (A, 'IT) I I 
q, (A) S (A) KS (A) • 

Proof: Notice that if there does not exist A E ~1k such that S(A) = T ~ kn, 

k then <xcr (p ),K > 
'IT T 

0. Hence the corollary is an immediate consequence 

of Theorem 3.7. 

Corollary 3.9 

Proof: Since 8(A,{n}) 1, we see 

I 

T ~ kn 

k 
<xa (P ) ,K > 

n T 
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This completes the proof. 

§4 Special ~-Hop£ Ring R(S) 

{A=(a ) E Mk I a ... :fO}. For each pair (i,j) with p(n) .:._i.:._l 
rs lJ 

and k > j .:_ 1, define the maps 

by the rule 

(i,j) +(A) (a' ) for A = (ars) rs 

and (i,j)t(B) = (b' ) for B = (brs) rs 

satisfying the condition 

a if (r,s) :F (i ,j) 
rs 

a' = rs a .. -1 if (r ,s) (i,j) = 
lJ 

b if (r, s) :F (i,j) 
rs 

b' = 
rs b .. +1 if (r ,s) (i,j) = 

lJ 

Hereafter, (i,j)+(A) and (i,j)t(B) will be denoted by A .. and Bij' respec­
lJ 

tively. 

Lemma 3 .10 In t~k-{ f\ we have 

liB E t<lk . , 
-J 

p (n) > i > 1} 



= {(A .. ,A) I VA E ~1kj, p (n) .::_ i .::_ 1} 
1] 

where r~j 
k 

Proof: 

p(n) 
u rtj. 

i=l 

Note that (B,Baj) = (!,!bj) with p(n) .::_ a,b .::_ 1 if and only if 

B =Band a= b. The same is true for (A .. ,A). Thus the proof is com-
1J 

plete. 

Theorem 3.11 For any 'IT 1- n and for any k .::_ 1, we have 
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Proof: This theorem is proved by induction on k. If k = 1, the equality 

is true by definition. From Corollary 3.8 and definition of ~j for 

k > j .::_ 1, we have 

( z 
BEIJI • 

k-J 

= ( z 
BEf•1k . 

-J 

= z 
BEMk . -J 

In view of the fact that G(B,rr) 
8. (rr) .. 

1 = ( 1] I S 'IT I 8 B , 'IT) , and 

.Q, ('IT.) 
1 Cb .. +l)ji'IT.I r!:r= Cb .. +l)j, 

1] 1 'ITi 1] 



it follows that 

p(n) 
2: 2: 

BEr·1k . i=l 
-J 

where B =(b .. ). Then, by Lemma 3.10, we obtain 
~J 

Hence, 

k k k . . 
kcr (x(p )) = 2: cr -J(X(P ))$3 (x(p )) 

'iT j=l 1f 1f 

k 
= 2: 2: 

AEMk j=l 

p(n) !S(A)I 
2: aij j <P(A) 8(A,1f)KS(A) 

i=l 

k kxcr (p ). This completes the proof. 1f 

Theorem 3.12 The polynomial Hopf ring R(S) of representations of 

the symmetric groups is a special $-Hopf ring with respect to the Adams 

operations derived from outer plethysms. 

Proof: It is sufficient to show that $k for k > 1 commutes with the 

34 

character map x: R(S) -? C, because C is a special $-Hopf ring. Since 

$k is additive and {p1T l1r ~ n} is a base for R(Sn), it suffices to show 

k k 
x$ (p1f) = $ X(P1f). From Theorem 3.11 it follows that 

k-1 1 2 k = (-1) Qk(xcr (p ),xcr (p ), .•• ,xcr (p )) 1f 1f 1T 
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k 
= 1jJ (X(P1T)). This completes the proof. 



CHAPTER IV 

SPECIAL FREE A-RINGS 

In this chapter, we first construct the graded Hop£ ring of sym-

metric functions H. We then turn our attention to the notation of a 

special A-ring and the special free A-ring on one generator is introduced. 

Finally we answer a question raised by Knutson (seep. 135 [6]). 

§1 The Hopf ring of the Symmetric Functions H 

Consider the ring Z[x1 ,x2 , ••• ,xn] of polynomials inn independent 

variables x1 ,x2 , ••. ,xn with integer coefficients. The symmetric group 

S acts on this ring by 
n 

for all crE Sn and f(x1 ,x2 , ••• ,xn) E Z[x1 ,x2 , ••• ,xn], and a polynomial is 

said to be symmetric if it is invariant under this action. Thus the sym-

metric polynomials form a subring 

H 
n 

s 
n where Z[x1 , ••• ,xn] denotes the set of all Sn-fixed polynomials. 

The fundamental theorem of symmetric functions states that H itself 
n 

is also a polynomial ring on n algebraically independent generators, 

36 
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where an,k = ak(x1 , ••• ,xn) denotes the k-th elementary symmetric function 

in n variables. H is a graded ring: We have 
n 

H ={H klk=O,l,2, •.• }, n n, 

where H k consists of the homogenous symmetric polynomials of degree k, 
n, 

together with the zero polynomial. To each partition 'IT 
'TTl 'ITz 

= 1 2 
'IT 

n 
n 

'TTl 'IT2 'ITn 
of n, we can associate the monomial al,k a2,k •.• an,k' this monomial will 

be denoted by a • Thus H k is a free abelian group with basis {a I 'IT 
'IT n, 'IT 

r- n, I 'IT I = k}. For non-negative integers m, n with m ..::_ n, and for all 

k ~ 0, consider the homomorphism 

'ITm · H ~ H 
n,k· m,k n,k 

which sends each of xn+1 , ••• ,xm to zero and x1 , .•• ,xn to themselves. 

Since 'ITm o 'ITn = 'ITm k for all integers m ..::_ n ..::_ p, we have an inverse 
n,k p,k p, 

system of Z-modules. Consider the inverse limit 

H k = lim H k 
' +- n, 

n 

An element of H,k is by definition a sequence f = (f ) 0 , where each 
n n> . 

f = f (x1 , •.• ,x ) is a homogeneous symmetric polynomial of degree k in 
n n n 

and f (x1 , ••• ,x ,0, •.• ,0) = f (x1 , ••• ,x) whenever m > n. 
m n n n -

Since 'ITm k is an isomorphism for all m ..::_ n ..::_ k, it follows that the pro­
n, 

jection 

'IT k: H k ~ H k n, , n, 

which sends f to f is an isomorphism for all n ..::_ k, and hence that H k 
n ' 

has a Z-basis consisting of the monomial symmetric functions a (for all 'IT 

partitions 'IT of k) defined by 'IT k(a) =a (x1 , •.. ,x ), for all n > k. 
n, 'IT 'IT n 
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Hence H k is a free Z-module of rank P(k), the number of partitions of k. 
' 

Now let H {H k I k=O,l,2, .•• }, so that His the free Z-module gen-
' 

erated by a for all partitions n. The graded ring H thus defined is 
TI 

called the ring of symmetric functions in infinitely many variables 

The graded Z-module H = {H k I k = 0,1, ... } becomes a Z-algebra by 
' 

defining 

for f E H and g E H 
,p ,q 

It is well known (for example see [3]) that H 

is a polynomial Hopf ring P2[a1 ,a2 , •.. ,an''''] if we define a comultipli-

cation by l'l(a ) 
n 

z 
i+j=n 

a. ®a .• 
l J 

Remark 4.1 A different and quite useful basis for Hn k is {h 
TI 1 'IT 'IT ' 'IT 

'IT!- n, 1-rrl = k}, where for a partition TI = 1 2 2 n n of n, h" = 
TI 

z 
l_:_i1.::_ i 2.::_ •.• .::_i~n 

h n and h 
n,k n,k 

= is the k-th 

homogeneous symmetric function in n variables. It is well known [3] that 

tion in infinite number of variables x1 ,x2 , .... 

Proposition 4.2 The Frobenius isomorphism F: R(S) -?H maps Z-basis 

This is proposition 4.4 of [9]. 

§2 Special Free A-Rings 

In §3 of Chapter II, we have shown that the graded Hopf representa-

tion ring of symmetric groups R(S) = {R(S )} is a A-ring. In the present 
n 
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section, it is shown that R(S) is in fact a special free A-H0pf ring, and 

this ),-structure is compatible with the Frobenius isomorphism F: R(S) ~H. 

Definition 4.1 A special A-ring R is a A-ring in which 

(i) k L k 1 k 
A (xy) = Pk(A \X), ••• ,A (x),A (y), ••• ,A (y)), where Pk is the 

unique polynomial for which 

1 kQ, 
Pk,t(A (x), ••• ,A (x)), where Pk,t is the unique 

polynomial for which 

IT (1 + t;,. t;. •.. !;. t) 
l<i < ... <i <n ll lz lt 
- 1 Q,-

Remark 4.2 By the fundamental theorem of symmetric functions, Pk 

and Pk t are polynomials with integer coefficients, and are independent 
' 

of n and m as long as n > k and m > k in the first case, and n > kt in 

the second. 

Since Pk and PkQ,have integer coefficients, they are well-defined 

over any ring with unity, and so are sometimes referred to as universal 

polynomials. 

In §1 of this chapter we have seen that 
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k 
In [2], a :\-structure is defined on H such that :\ (a1 ) = ak for all k > 1. 

Using the universal polynomials, we can evaluate any expression of the 

k form A (f(a1 ,a2 , ••• )), where f(a1 ,a2 , .•• ) E H. With respect to this A-

structure, H becomes a special A-ring. Atiyah called H the special free 

A-ring generated by one element a1 • 

It is known [2], [6] that if R is a special A-ring then R is a 

special ~-ring. The converse of this is not always true, but if R is 

torsion free it has a converse which will be useful in verifying that the 

A-Hopf ring of representation R(S) is in fact a special A-ring. 

Proposition 4.3 Let R be a torsion free A-ring. Let operations ~n, 

be defined by, for x E R, 

d 
dt (log\ (x)) 

00 

L (-l)n+l ~n(x) tn. 
n=l 

x,y E R and integers n,m ~ 1. Then R is a special A-ring. 

Nmv it is known [9] that R(S) is a polynomial Hopf ring P2 [n1 ,n2 , 

... ,n , ••• ]with n =[Aut S ]. Moreover, R(S) is a torsion free :\-ring n n n 

and a special ~-Hopf ring from Theorem 3.12, thus we have the following 

Theorem 4.4 The polynomial Hopf ring R(S) = P2 [n1 , ..• ,nn, •.. ] is a 

k 
special free :\-ring on one generator n1 such that :\ (n1 ) nk. 

Finally we answer a question raised by Knutson. 

Theorem 4.5 Let R(S) be a special free A-Hopf ring of representa-

tions of the symmetric groups and let H be a special free A-Hopf ring of 
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symmetric functions in infinite number of variables. IfF: R(S)--~ His 

the Frobenius isomorphism, then F is an isomorphism of Hop£ rings pre-

serving A-structure. 

Proof: That F is an isomorphism of Hopf rings is known [9]. It remains 

to show that F preserves the A-structures. First we show that for a 

basis element n of R(S) with rr ~n, FAk(n) rr n rr 

t(rr). If t(rr) = 1 we have 

k Thus we have FA (n ) 
n 

k =A F(n ). 
n 

AkF(n ) by induction on rr 

Now suppose £(rr) # 1. Let rr = {S}Vrr', then we have nrr = n, ·n{S}' 
rr 

1 k 1 k 
Pk(A (F(n ,)), ... ,A (F(n ,)),A (F(n{S})), ... ,A (F(n{S}))) 

rr rr 

k 
A (F(n , • F(n{S})) 

rr 

k A F(n ). rr 

k Now, we show that FA (x+y) AkF(x+y), where x, yare monomials. 



k FA (x+y) 
k k . i 
Z F (A -1. (x) • A (y)) = 

i=O 
~ F(Ak-i(x))F(Ai(y)) 

i=O 

= ~ (Ak-i(F(x)))(Ai(F(y))) 
i=O 

-
It follows that F commutes with the A-structures. Hence the proof is 

complete. 

Corollary 4.6 The A-structure on R(S) which is derived from the 

-1 
outer plethysm coincides with the pull back A-structure induced by F . 

Proof: It is evident. 
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CHAPTER V 

SUMMARY AND CONCLUSIONS 

This paper's aim is to construct a A-structure on the graded Hopf 

representation ring R(S) = {R(S )} of the symmetric group S which is 
n n 

compatible with the Frobenius isomorphism F: R(S) -7 F. 

In Chapter I, it is shown that the divided polynomial Hopf ring 

C = {C(S )} of integer valued class functions defined on the symmetric 
n 

groups is a special ~-Hopf ring. In Chapter II, a A-ring structure is 

introduced in R(S) in terms of outer plethysms so that R(S) forms a ~-

Hopf ring. The character formula of outer plethysms is given in Chapter 

III, the formula enables us to prove that R(S) forms a special ~-Hopf 

ring with respect to the Adams operations derived from outer plethysms. 

Finally, in Chapter IV, we answer a question raised by Knutson. 
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