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PREFACE 

This study is concerned with the solvability of the conjugacy prob­

lem for HNN extensions of finitely generated free abelian groups. In or­

der to prove the theorem, normal forms and a solution of the word problem 

for such groups are required. In Chapter II we show that the word prob­

lem and generalized word problem for a finitely generated abelian group 

are solvable. Then the normal form for HNN extension of finitely gener­

ated abelian groups immediately follows, and by Corollary 2.1 the word 

problem is solvable for these groups. 

In Chapter III the conjugacy problem for long words is shown to be 

solvable. To clarify the theorem an example is given at the end of Chap­

ter III. 

To complete the algorithm we show that solving the conjugacy problem 

for short words of the elements of these groups is equivalent to a certain 

decision problem for polynomials with complex rational coefficients. 
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preparation of this paper. Appreciation is also expressed to Professor 
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CHAPTER I 

INTRODUCTION 

Groups are very often described as quotient groups of free groups: 

G = ~' where G is generated by X, F is the free group on X and N is the 
E 2 

kernel of the epimorphism F -? G. N "f l n E F . 1 ow 1 w = x1 ... xn 1s a norma 

generator of N, then under 
2 1 2n 

the epimorphism F -7 G, w ~ x1 ... xn = 1 E G. 

The equation 
El 2 

x1 ... xnn = 1 in G is called a relation on the generators 

x .. Let R be a set of relations determined by normal generators {w.} 
1 1 

for N. We say that the pair <X,R> is a presentation for G, and by a mild 

abuse of language, we may write G = <X,R>. It is customary to speak of X 

as a set of defining generators for G and of the equations r 1, for 

r E R, as a set of defining relations. A presentation <X,R> is finitely 

generated if X is finite, and is finitely related if R is finite. One 

says then also that G = <X,R> is finitely generated or finitely related. 

A presentation <X,R> is finite if both X and R are finite; in this case 

G = <X,R> is finitely presented. Perhaps the simplest example occurs in 

the case that G is finite. The multiplication table provides a finite 

presentation. For generators we take all the elements g. of G and for 
1 

defining relations all the equations g.g. = gk that are valid in G. In 
1 J 

general we can get a presentation of a group G by taking a distinct gen-

erating symbol for each element in the group and using all relations on 

these generators that are valid in G as the set of defining relators. 

Thus, every group has a presentation. A presentation can then be thought 

1 
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of as a possibly abbreviated generalization of a multiplication table. 

Many important infinite groups have a finite presentation. On the 

other hand, B. H. Neumann [10, p. 188] has shown that there are uncount­

ably many non-isomorphic groups generated by two elements, from this it 

follows that there are many finitely generated groups that admit no fin­

ite presentation. A group G is determined up to isomorphism by a pres­

entation. However, in general, even a finite presentation may not pro­

vide much knowledge about G. For example, the problem of deciding 

whether a word in G defines the identity element is the first of the 

following three fundamental decision problems formulated by Max Dehn in 

1911 [5]. These problems are important for presentation theory as well 

as for its applications. 

Given a presentation G = <X,R>, we say that G has solvable word 

problem if for an arbitrary element w of the free group generated by X, 

we can decide whether or not w defines the identity element of G. Clear­

ly, this is equivalent to deciding whether an arbitrary element w 

of the free group on X lies in N, the normal closure in F of the set R. 

The second of Dehn's problems is the conjugacy problem, to decide if arbi­

trary w1 and w2 in G represent conjugate elements of G. The third prob­

lem is the isomorphism problem, to decide whether two given finite pre­

sentations define isomorphic groups. Dehn (1912) solved all three of 

these problems for fundamental groups of 2-manifolds. 

The word problem has been solved for many classes of presentations. 

However, there exists finitely presented groups with unsolvable word 

problems (Boone and Higman [2]). Magnus [10] showed the word problem is 

solvable for groups with a single defining relation. It is not known 

whether every presentation with two defining relations has solvable word 
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problem. Nor is it known whether every presentation with a single defin-

ing relation has solvable conjugacy problem. It is clear that a solutiGn 

of the conjugacy problem contains a solution of the word problem. It has 

been shown that there exist finitely presented groups with solvable word 

problem but unsolvable conjugacy problem [7]. 

The isomorphism problem is the most difficult of the three problems 

of Dehn, and so it is no surprise that this problem is also in general 

not solvable. There does not even exist an algorithm to decide whether 

a finitely presented group is trivial [15]. 

Another decision problem that arises naturally in studying Dehn's 

three basic problems is the generalized word problem with respect to a 

finitely generated subgroup H of G. One says the generalized word prob-

lem for H in G is solvable if there exists an algorithm which, when given 

any word w in G, determines whether or not w E H. We shall simply say 

that H is solvable in G if the generalized word problem for H in G is 

solvable. Algebraic constructions provide a link between the word prob-

lem and generalized word problem. For suppose H is a fj_nitely presented 

group which has a finitely generated subgroup A with unsolvable general-

ized word problem (note that H may have solvable word problem). Let H1 

be another copy of H with corresponding subgroup A1 . Now form the free 

product with amalgamation G = <H*H1/u = u1 for all u E A>. If w is an 

-1 
arbitrary word of Hand w1 is the corresponding word in H1 , then ww1 =1 

in G if and only if w E A. Thus if the generalized word problem for A. 

in H is unsolvable, this shows that the word problem for the finitely 

presented group G is unsolvable. Even though H may have had solvable 

word problem. On the other hand, it is clear that if the generalized 

word problem for a group G is solvable, then G has solvable word problem. 
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Toh [16] has shown that polycyclic groups are subgroup separable. That 

is if H is a subgroup of the polycyclic group G with w ~ H, then there 

exists an epimorphism~: G ~F where F is a finite group such that 

~(w) ~~(H). Thus by an algorithm similar to that used by Dyson [5] to 

solve the word problem for finitely generated residually finite groups, 

Toh has shown the generalized word problem is solvable for polycyclic 

groups. However a construction of Mikhlailova [10], [13] shows that 

the direct product of two free groups may have unsolvable generalized 

word problem. (In view of the preceding remarks, one can see that there 

is in fact a fairly elementary group with unsolvable word problem, name-

ly, a certain generalized free product of two copies of F1 x F2 where F1 

and F2 are free.) 

In 1949 G. Higman, B. H. Neumann and H. Neumann [10], [12] intro-

duced a construction which is basic to combinatorial group theory. This 

construction is the Higman-Neumann-Neumann extension, which we shall 

shorten to HNN extension. Let G be a group, and let A and B be subgroups 

of G with~: A ~Ban isomorphism. The HNN extension of G relative to 

A, B and ~ is the group 

* -1 
G = <G,t/t at= ~(a), a E A>. 

The group G is called the base of G*, t is called the stable letter, and 

A and B are called the associated subgroups. 

The conjugacy problem for the HNN extension of finitely generated 

free groups relative to cyclic subgroups A and B has been shown to be 

solvable by Larsen [9]. Let 

v i,j, = 1> 
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where k ~ 1, s 0 f 0, sk f 0. Thus G is a free abelian group with one 

additional relation. That the conjugacy problem for an HNN extension of 

G (arising from G by adding a new generator t and defining relations 

-1 
t ait = ai+l' i = 0,1,2, ... ,k-l) is solvable has been proved by Britton 

[4]. A group G is said to be conjugate separable if, whenever x andy 

are elements of G which are not conjugate, there is a finite homomorphic 

image of G in which the images of x and y are not conjugate. Formanek 

[6] showed that polycyclic-by-finite groups are conjugate separable. A 

group G is said to be abelian-by-cyclic if G has an abelian normal sub­

group A with Q = T cyclic. Boler [1] has shown that finitely generated 
A 

torsion-free abelian-by-cyclic groups have solvable conjugacy problem. 

However, there are many examples [11] of groups with solvable conjugacy 

problem (e.g., free groups) and HNN extensions of these groups that do 

not have solvable conjugacy problem. 

The main result of this paper is that the conjugacy problem for 

each HNN extension of a finitely generated free abelian group is solva-

ble. (This is a generalization of Britton's result mentioned above.) 

Let G* = <G,tlt-l At= ~(A)> be an HNN extension of a finitely generated 

abelian group G. The proof divides naturally into two cases. 

First, for two "long words" u and v in G* (that is for words that 

contain the stable letter t), an algorithm is produced which effectively 

determines whether or not u and v are conjugate in G*. This part of the 

proof makes use of Collins' Lemma which provides normal forms for conju-

gate elements in HNN extensions. The bulk of the work at this stage in-

valves a study of normal forms for integral matrices. 

In the second case, for two short words (t-free) u and v, it is the 

case that u and v are conjugate in G* if and only if ~n(u) = v for some 
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n. Interestingly, the solution to the conjugacy problem for short words 

is more complex than one might expect. In order to decide whether or 

not u and v are conjugate, one takes values n = 1,2, •.• and checks to 

see if ¢n(u) = v for any n. In order to complete the algorithm, some 

computable upper bound for n must be determined. The search for such 

bounds is carried on primarily in the ring of polynomials with complex 

rational coefficients. Techniques from complex analysis and numerical 

analysis (The Lehmer-Schur algorithm is essential.) are required to com­

plete the work. 



CHAPTER II 

COLLIN'S LEMMA AND HNN EXTENSIONS 

' -1 Let G'~ = <G, t/t a t = q, (a), a E A> be an HNN extension. A word 

· G* · E l En h h G 1 h 1n 1s any sequence g0t ... t g sue tat g. E , E. = ±. Forte 
n 1 1 

rest of this paper, the letter g, with or without subscripts, will de­

note an element of G. ±1 
That is g contains no occurrences of t . The 

letter E with or without subscripts, will denote 1 or -1. 

Definition 2.1: 

-1 -1 
if there is no consecutive subword t g.t with g. E A or tg.t with 

-- 1 -- 1 J 

g. E B. 
J 

We shall consider another definition which will allow us to formu-

late a normal form theorem for HNN extensions. In their original paper, 

* Higman, Neumann and Neumann proved that G is embedded in G by the map 

g ~g. The rest of the Normal Form Theorem for HNN extensions was 

proved by J. L. Britton and is usually referred as Britton's Lemma [3]. 

Lemma 2.1 (Britton's Lemma): If the word w 

duced and n ~ 1, then w ~ 1 in G*. 

We need further refinement to actually get normal forms. Choose a 

set of representatives of the right cosets of A in G, and a set of repre-

sentatives of the right cosets of B in G. We shall assume that 1 is the 

representative of both A and B. If g E G, g will denote the representa-

7 
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tive of the coset Ag, and g will denote the representative of the coset 

Bg. 

Definition 2.2: 

form if: 

i) g0 is an arbitrary element of G, 

ii) if ei = -1, then gi is ~representative of ~ coset of A in G, 

iii) if ei = 1, then gi is ~representative of a coset of B in G, 

and 

iv) there is no consecutive subword te -e 
1 t . 

The following discussion and example will explain our definition of 

a normal form. The defining relations 

-1 
t at= ~(a), a E A (1) 

of the HNN extension, can be written as 

-1 -1 
t a = ~(a)t • (2) 

By conjugating both sides of (1) by t, the relations (1) can also be 

written as 

tbt-l = ~-l(b), bE B (3) 

which are equivalent to 

(4) 

These relations allow us to move an element a E A to the left of 

-1 . 
at by changing a to ~(a). Similarly, we can move bE B to the left of 

-1 
at, changing b to~ (b). By working from right to left, we can show 
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that every element of G* can be written in normal form. 

Example. * -1 2 Let F = <x,y> and let F = <x,y,t/t xt = y >be an HNN exten-

sion of F. As representatives of cosets of A = <X>, choose all freely re-

duced words on x and y which do not begin with x. As representatives of 

2 
cosets of B = <Y >, choose all freely reduced words on x and y which do 

not begin with a power of y except possibly y1 

Let 

-1 3 5 -1 3 3 
w = xyt x yty xyt x y . 

Note that w is reduced. Now we calculate the normal form of w by work­

ing from right to left. ·Since the representative of Ax3y3 is y3 and 

-1 3 
t X 

6 -1 
y t we have 

-1 3 5 7 -1 3 
w = xyt x yty xy t y • 

5 7 7 4 
Since the representative of By xy is yxy , and ty 

-1 3 2 7 -1 3 
w = xyt x yx tyxy t y • 

. -1 3 6 -1 
S1nce t x = y t , we have 

7 -1 2 7 -1 3 
w = xy t yx tyxy t y 

is a normal form. 

2 
x t, we have 

The Normal Form Theorem has two equivalent statements (I) and (II) 

below. Note that (I) is the combination of the theorem of Higman, 

Neumann, and Neumann and Britton's Lemma. 

Theorem 2.1: (The Normal Form Theorem for HNN Extensions). Let 

... 
G" -1 

<G,t/t at= ~(a), a E A> be an HNN extension. Then 

(I) The group G is embedded in G~~ .£y the map g ___,. g. If w 

-~ 
1 in c' where n ~ 1, then w is not reduced. 

(II) Every element w of G* has ~ unique representation as ~ word in 

normal form. 
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Proof: SeeR. Lyndon and P. Schupp [10]. 

If w is a word of G* we can write 

where the above sequence is not necessarily reduced. Consider opera-

tions, called t-reductions, of the form 

-1 
(i) replace a subword of the form t gt, where g E A, by Hg), or 

(ii) replace a subword of 
-1 -1 

the form tgt where g E B, by ~ (g) . 

A finite number of t-reductions leads from w to a word 

'Yl 'Yk 
w' = g't t g' 0 • . • k 

where the indicated sequence is reduced. If k > 0, Britton's Lemma says 

that w', and thus w, is not equal to 1 in G*. If k = 0, then the theorem 

of Higman, Neumann, and Neumann says that w' = 1 in G* only if w' = 1 in 

G. The process of performing t-reductions is effective if we can tell 

what words of G represent elements of A or B, and if we can effectively 

-1 
calculate the functions ~ and ~ . (This later condition will always be 

satisfied if A and B are finitely generated.) Thus we have: 

Corollary 2.1. 
.... -1 

Let G" = <G,t/t At = B,~> be an HNN extension. If 

G has solvable word problem and the generalized word problems for A and 

B in G are solvable, and ~ and ~-l are effectively calculable, then G* 

has solvable word problem. 

Lemma 2.2. 

words, and suppose that u 

... 'n. 

v in G*. Then m 

'Yl 'Y 
h0t ... t mh be reduced 

m-

nand E. = y., i = 1,2, 
-- 1 1 
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Proof: Since u = v, we have 

1 

Since u and v are reduced, the only way the indicated sequence can 

-1 
fail to be reduced is that E~ = yn and gnhm is in the appropriate sub-

group A or B. Making successive t-reductions we see that each E. = y. 1. 1. 

and n = m. 

Definition 2.3. Let z be an element of G*, and let w be any reduced 

o~. El En 
word of G~ which represents z. If w = g0t ... t gn' the length of z, 

· I I · h b f f ±l · wr1.tten z , 1.s ~ num er n o occurrences o t 1.n w. In view of the 

Lemma 2, lzl is well defined. Under this definition, all elements g of 

the base G of G* have length zero. 

El E 
Definition 2.4. An element w = g0t •.. t ngn is cyclically reduced 

El En 
if all cyclic permutations of the word g0t ... t gn _a_re_ reduced. Clear-

ly every element of G* is conjugate to a cyclically reduced element. 

Theorem 2.2. (The Torsion Theorem for HNN Extensions). Let 

* -1 G' = <G,t/t At = B,¢> be an HNN extension. Then every element of finite 

order in G* is a conjugate of an element of finite order in the base 

group G. Thus G* has elements of finite order n only if G has elements 

of order n. 

Proof: If u is an element of G*, let v 

duced conjugate of u, If n > 1, then 

m 
v 

m 
is reduced, and so by Britton's Lemma, v # 1. 

E 
n be a cyclically re-
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The conjugacy theorem for HNN extensions is due to D. J. Collins 

[10], and is usually called Collins' Lemma. Due to the importance of 

the Collins' Lemma, which plays an importans role in solving our problem, 

we exhibit the complete proof. 

Theorem 2.3. (The Conjugacy Theorem for HNN Extensions). Let 

-1 
<G,t/t At = B,¢> be an HNN extension. Let u = 

El En 
got .•. t , n > 1, 

and v be conjugate cyclically reduced elements of G. Then I u I = I v I , 
·'· and u can be obtained from v ~ taking ~ suitable cyclic permutation 

E 

v" 

of v, which ends in t.n' and then conjugating~ an element z, where 

z E A if E = -1, and z E B if E = 1. 
-n -- --n 

Proof: We will prove by induction on lei that if v* is any cyclic permu­

* -1 tation of v which ends in a t-symbol and cv c = u, then the conclusion 

of the theorem holds. If lei = 0 we have 

El En °1 °m -1 
g0t ... t = ch0t ... t c or 

1 
El En -om -ol -1 -1 

got ... t ct ... t ho c 

E 
n 

Since the only possible t-reduction is t ct 
-8 

m , we must have c E A if 

E = -1, and c E B if E = 1. By considering successive t-reductions, 
n n 

we have exactly as in the proof of Lemma 2, that n = m and, indeed, that 

o. E., i = 1,2, ... ,n. 
l. l. 

Now suppose that c has reduced form 

where k > 1. We have 
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Since u is cyclically reduced some t-reduction must be applicable to the 

right hand 

yk 01 
t ckh0t 

side of the above equation. The bnly possiblities are 
0m -1 -ok 

and t ck t For definiteness, assume that yk = -1 and 

Using the above equation, and the fact that y = -1, we have 
k 

-1 -yk 
ck t 

Replacing equations (2) and (3) in equation (1) we have 

Since the term in the middle is a cyclic permutation of v, the result 

(2) 

(3) 

follows by the induction hypothesis. 

* -1 Finally, when u = zv z where z E A or B, Lemma 2 shows that the 

+1 * sequence of t- in v is exactly the same as in u. 

Remark. If lui = 0 and v is conjugate cyclically reduced element of G, 

then lui = lvl = 0 and we have 

f e:l e:n . G*. F h h . or some z = g0t •.. t gn 1n urt ermore t ere ex1sts a sequence 

a.'s are in the appropriate subgroups A orB 
1 

e:. 1 -e:. 
1 - 1 =a and t g.a.g. t =a. 1 fori= 1,2, ... , 

n 1 1 1 1-
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Decision Problems for Finitely Generated 

Abelian Groups 

The main purpose of this section is to show that the generalized 

word problem for finitely generated abelian groups is solvable. Before 

proving results about the finitely generated abelian groups, let us re-

call some essentials in linear algebra. Part of the subject consists 

of the study of homomorphisms of finitely generated free modules, and 

the relationship between such homomorphisms and matrices. The investi-

gation of the connection between two matrices that represent the same 

homomorphism relative to different bases leads to the concepts of equi-

valence and similarity of matrices. 

Theorem 2.4. Let R be~ commutative ring with identity. Let E 

and F be free left R-modules with finite bases of n and m elements re-

spectively. Let M be the left R-module of all nxm matrices over R. 

Then there is an isomorphism of left R-modules 

Ho~(E,F) - M. 

Proof: Let {u1 , ... ,un} be a basis of E, {v1 , ... ,vm} a basis ofF and 

f E Ho~(F,E). There are elements r .. of R such that 
1] 

f (u.) 
1 

m 
L: r .. v., 

j=l 1] J 
i 1,2, ..• ,n. 

Define a map S: Ho~ (E,F) ---? M by f f--7 A, where A is the nxm matrix 

(rij). The rij are uniquely determined since {v1 , ..• ,vm} is a basis of 

F, hence S is well-defined. Obviously S is an additive homomorphism. 

If S(f) = 0, then f(u.) = 0 for-every basis element u., whence f = 0. 
1 1 

Thus S is a monomorphism. Given a matrix (r .. ) E M, define f: E ---? F 
1] 
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by f(ui) = ri1v1 + ri2v2 + .•. + rimvm (i = 1,2, ..• ,n). Since E is 

free, this uniquely determines f as an element of Ho~(E,F). By con­

struction B(f) = (r .. ). Therefore B is surjective and hence an isomor-
l.J 

phism. It is easy to verify that B(rf) = rB(f), and hence B is an R-

module isomorphism. 

Remark. If u = a1u1 + .•. +au E E (a. E R), then 
n n 1 

f(u) 
n 

f( 2: a.u.) 
i=l l. l. 

m n 

n 
L a.f(u.) = 

i=l l. l. 

m 
2: ( 2: a.r .. )v. 

. 1 . 1 l. l.J J 
2: b.v., 

j=l J J J= ].= 

n 

n m 
2: a.( 2: r .. v.) 

i=l l. j=l l.J J 

where b. = 2: a.r ... Thus if X is the lxn matrix (a1 ,a2 , ... ,an) andY 
J i=l l. l.J 

is the lxn matrix (b1 ,b2 , ... ,bm), then Y is precisely the matrix product 

XA, where A is the matrix (r .. ). 
l.J 

Definition 2.5: Two nxm matrices A and B are said to be equivalent 

if and only if there exist invertible matrices P and Q such that A = PBQ. 

Definition 2.6: Let A be~ matrix over~ commutative ring R with 

identity. Each of the following is called an elementary row (column) 

operation on A. 

i) permuting rows (columns); 

ii) multiply a row (column) of A by a unit c E R; 

iii) for r E Rand i I j, add r time row (column) j to row (column) i. 

An nxn elementary matrix (transformation) is a matrix that is obtained by 

performing exactly one elementary row (or column) operation on the iden-

tity matrix I . 
n 
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Theorem 2.5. If B is the matrix obtained from an nxm matrix A~ 

performing a finite sequence of elementary row and column operations, 

then B is equivalent to A. 

Proof: Since each row (column) operation used to obtain B from A is 

given by left (right) multiplication by an appropriate elementary matrix, 

we have B = (E ..• E1)A(F1 ... F) = PAQ with each E., F. an elementary 
p q 1 J 

matrix and P = Ep ... E1 ,Q = F1 ... Fq. Since P and Q are products of in-

vertable matrices, P and Q are invertable. 

Theorem 2.6. If A is an nxm matrix of rank r > 0 over~ Euclidean 
L 0 

domain R, then A is equivalent to~ matrix of the form (0r 0), where Lr 

is an rxr diagonal matrix with nonzero diagonal entries d1 ,d2 , •.• ,dr such 

Sketch of Proof: For a constructive solution to this problem with more 

detail refer to [8]. The following is an outline of the process: 

Permuting rows, columns and changing signs if necessary, we arrive 

at a matrix (a .. ) such that 0 < a11 < ja .. j for a .. ~ 0. Suppose 
~ - ~ ~ 

Then if we add (-k2)R(l) to R(Z) (where R(i) denotes the ith row) our 

new a 21 = r 21 • If r 21 ~ 0, it is smaller than a11 and we interchange 

the new R(Z) and R(l). We repeat the above procedure until we obtain an 

a 21 = 0. Applying the procedure to the third row, we obtain an a31 = 0. 

Continuing in this way we have a new matrix (aij) in which a 21 = a 31 = 

... = anl = 0. Next apply the procedure to the first row using column 

operations provided that each time the first column i~ replaced by an-
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other column, we apply row operations so that as before the new first 

= anl = 0. Continuing in this way, we obtain 

a new matrix (aij) in which ail = a1j = 0, i,j I 1. If now there is 

some a .. such that 
lJ 

a .. 
lJ 

add the jth column to the first column, making the new ail = aij and a11 

is unchanged. Proceeding as before, we obtain a new a11 = r ... 
lJ 

Note 

that each of the above operations which changes a11 decreases it. Hence, 

after finitely many replacements, we arrive at a matrix (a .. ) in which 
lJ 

i,j I 1, 

and a11 divides aij" Starting over again with the submatrix obtained by 

ignoring the first row and column, we arrive at a matrix (a .. ) in which 
lJ 

i,j I 1 i,j I 2, 

and a11 divides a 22 divides aij' i,j > 1. Continuing in this way, we 

finally arrive at a matrix in which a .. divides a .. , i < j <nand 
ll JJ 

a .. = 0, i I j. 
lJ 

As an illustration of the above process, let 

0 -41) be a 2x3 matrix over z. A 
2 

sively, 

0 
0 

1 
2 

0 

We then have succes-

C (3) (1) 
~c 

0 

2 
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R(2) ~ R(l) 

-:) (: 0 

:) G :) c 0 c 0 

:) 1 
2 2 

1 0 

4R(l)+R(2) ~ R( 2) 

-:) (: 0 

:) /O 

:) c 0 

c: 
2 

0) 

\1 
1 

2 0 2, 
0 0 

-2c <1 \c (2) ~ c (2) 

(: 
0 

:) c :) c 0 -:) c 2 

:) 1 
2 8 

1 0 0 

c(3) ~ c(2) 

(: 
0 

:) c :) c 0 -:) c 0 

:) 1 
2 8 

1 -2 0 

-4C( 2) c(2) ~ c(3) 

(: 
1 

:) c :) c 0 -:) c 0 :) 0 
2 2 

1 0 -2 

(: 
1 -:) c :) c 0 -:) c 0 :) 0 

2 2 
1 0 -2 

Lemma 2.3. Let G be ~ finitely generated free abelian group with 

~basis {x1 , ... ,xn} and H ~subgroup of G with~ basis {y1 , ... ,ym}. Then 

there exist a basis {u , ... ,u} of G and integers d1 ,d , ... d with 
- 1 n- - 2 n--

di ~ 0 and d1 id2 1 ••• ldn such that His generated EY d1u1 ,d2u2 , ... ,dnun. 

Proof: Define a map f: G ~ H, by 



f(x.) 
l 

m 
L: r .. x., 

. 1 l] J J= 

19 

i=l,2, ..• ,n. 

The matrix off with respect to the basis {x1 ,x2 , .•. ,xn} is A= (rij). 

The rows of A represent the generators of the subgroup H relative to the 

basis {x1 ,x2, ... ,xn}. If H f 0, then by Theorem 2.6 A may be changed 

via a finite sequence of elementary row and column operations, to a 

diagonal matrix 

D 

d 
n 

such that di ~ 0 for all i and d1 jd2 ... jdn. Furthermore Dis equivalent 

to A, that is PAQ = D for some invertible matrices P and Q. Let 

g: G --7 G be the isomorphism with matrix P-l relative to X = {x1 ,x2 , ... ,xn} 

and h: H --7 H the isomorphism with matrix Q relative to Y {y1 , ••• yn}. 

Then g(X) = {g(x1), ... ,g(xn)} is also a basis of G and P-l is the matrix 

of lG relative to the bases g(X) = {g(x1), ... ,g(xn)} and X= {x1 , ... ,xn}. 

SimilarlyQ is the matrix of lH relative to the bases h(Y) andY, whence 

P = (P-l)-l is the matrix of lG relative to X and g(X). Schematically 

we have 

UJ 
g(X) 

p 

Ul 
X 

A 

Ul 
y 

Q 

UJ 
h(Y) 
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Thus the matrix of f = lH 0 f 0 lG relative to the bases g(X) and h(Y) is 

PAQ = D, whence f(g(x.)) = d.(g(x.)) = h(y.) fori= 1,2, ..• ,n. Let 
l l l l 

ui = g(xi)' i = 1,2, .•• ,n, then G is generated by {u1 , •.. ,un} and His 

generated by {d1u1 ,d2u2 , .•. ,dnun} such that di ..:::_ 0 and d1 id2 ... 1dn. 

Lemma 2.4. Every finitely generated abelian group of rank n is 

the direct sum of r infinite cyclic groups and n-r finite cyclic groups 

Proof: Let G = <x1 , ..• ,xn/yl = O, ••. ,ym = 0> be a presentation of a 

finitely generated abelian group. Let F be the free abelian group on 

the set {x1 , ..• ,xn} and K be the subgroup ofF generated by y1 ,y2 , .•. ,ym. 

~ F 
Note that G = K' By Lemma 2.2, F is generated by elements u1 ,u2 , .•. ,un 

such that K is generated by d1u1 , •.. ,drur where di > 0 and di/di+l' 

Consequent,ly 

= ud Ef) ... (±)ud (f)u@ ... @u 
1 r 

where the rank of (U e ... <±> U) is n-r and dll d2 ... I dr. 

Lemma 2.5. A finitely generated abelian group G has solvable word 

problem. 

Proof: Let G be a finitely generated abelian group of rank n. By 

Lemma 2.3, G is generated by elements x1 , .•• ,xn with relators d1x1 , .•. , 

d x where d. > 0 and d. divides d.+l' An algorithm for the word prob-nn l- l l 

lem of G is the following. Given g E G, then g can be uniquely written 
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n 
in the form g = L: r.x. for some integers r 1 , ... ,rn. Now g :f. 0 in G if 

i=l l. l. 

and only if d.~r. for some j and r. :f. 0. 
J J J 

Corollary 2.2. The generalized word problem for a finitely gener-

ated free abelian group G is solvable. 

Proof: Let H be a subgroup of G. Then the generalized word problem for 

G relative to H is solvable if and only if the word problem is solvable 

- G for the finitely generated group K = H' 

Definition 2.7. A group G is residually finite, if for every non-

trivial element g :f. 0 of G, there is a homomorphism ~ from G into a fin-

ite group K such that ~(g) :f. 0. The choice of K and ~ depends, of 

course, on the element g. 

Definition 2.8. A group G is said to be subgroup separable if, H 

is a subgroup of G and w ~ H, then there exists an epimorphism~: G ~K 

where K is a finite group such that ~(w) ~ ~(H). 

Lemma 2.6. A finitely generated abelian group G is residually fin-

ite. 

Proof: Let us assume that G is a finitely generated abelian group with 

a presentation G = <x1 , ••• ,x /d1x1 , ••• ,d x >where d. > 0 and d. jd.+l' n nn 1- l. l. 
n 

Let g :f. 0 be a non-trivial element of G, then g = L: r.x., where d.tr. 
i=l l. l. J J 

for some j and r. :f. 0. If x. is a free generator, map G onto the cyclic 
J J 

group on y of order r.+l by sending x. ~y and x. !-+ 1, j :f.i. If d. :f. 0' 
J J l. J 

mapG onto the cyclic group on y of order d. by sending x. ~y and 
J . J 

x. ~1, j :f.i. This clearly gives the required epimorphism. 
l. 
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Lemma 2.7. A finitely generated abelian group G is subgroup separ-

able. 

Proof: Let H be a subgroup of G and g ~ H. 
G 

Let p: G ~ H be the pro-

jection map, then p(g) f 0 in the finitely generated abelian group ~· 

By Lemma 4 there exists an epimorphism f from ~ into a finite group K 

such that f (p (g)) f 0 in K. Let ~ = f o p, then ~ is an epimorphism from 

G into K such that ¢(g) ~ ~(H). 

Lemma 2.8 •. The generalized word problem is solvable for a finitely 

generated abelian group G. 

Proof: Let G = <x1 ,x2 , ••. ,x /[x.,x.] = 11;/ i,jr = l, ..• ,r = 1>, and 
· n 1 J 1 m 

let H be a subgroup of G. Since H is finitely generated abelian group, 

the set of elements in H can be effectively enumerated. We show that 

the set of elements not in H is also effectively enumerable. A homomor-

phism from G into a finite abelian group K is completely determined by 

its effect on the generators x1 , .•• ,xn. Thus a candidate for a homomor­

phism of G into K is ann-tuple (k1 , ••. ,kn) of elements of K. The map 

x. ~k. is a homomorphism if and only if each r. goes to 0. Since we 
l l l 

can solve the word problem in K, we can check this condition. Thus we 

can effectively enumerate the set ¢1 ,¢2 , .•. of all homomorphisms of G 

into finite groups. We can thus enumerate all images ~.(g) where g is 
l 

an element on the generators of G. If some ¢.(g) ~ ~.(H), then g ~ H, 
l l 

and we put g on the list of elements not in H. Since G is subgroup sep-

arable, if g is any element of G not in H, there exists some ¢. with 
]_ 

<jli(g) ¢ ~i(H). Thus we list all elements in G not in H. 
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CHAPTER III 

CONJUGACY PROBLEM FOR LONG WORDS 

Our intention in this chapter is to study the conjugacy problem for 

long words in HNN extension of finitely generated free abelian groups. 

We use the notation 

-1 
G* = <G,t/t At = B,~> 

for an HNN extension of a finitely generated free abelian group G rela-

tive to subgroups A and B of G with ~: A--? B an isomorphism. 

Before proving results about these HNN constructions, let us recall 

some terminology about elements of such groups. Let w E G* be a given 

-1 
word. If neither t nor t occurs in w, then w is called t~free (short 

E:l E:n 
word). If w is not t-free (long word), then w = w0t w1 .•. t wn where 

* E: -€ each w. is t-free. If wE G contains no subword t w.t with w. E A 
l l l 

for E: = 1 or w. E B for E: = -1, then w is called t-reduced. If all 
l 

cyclic permutations of w are t-reduced, then w is called cyclically t-
El E:n 

w0t ... t w (n ~ 0) with w. a coset representa-
n 1 

reduced. Now if w = 

tive of A if E: = -1 and w. a coset representative of B if s. = 1, then 
i J J 

w is said to be in normal form. 

Our study of conjugacy begins with considering two trivial cases. 

-'1 
Let c* = <G,t/t At = B,~> be an llliN extension of a finitely generated 

free abelian group. By Corollary 2.1, Lemma 2.5 and Corollary 2.2 the 

word problem for G* is solvable. Let u' and v' be any two elements of 

23 
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c*. We can effectively replace u' and v' by conjugates u and v which 

are cyclically reduced. If both u and v are 1, they are certainly con-

jugate in G, while if one of u or v is 1 and the other is not, they are 

not . . c* conJugate 1.n • The conjugacy problem is thus reduced to consider-

ing pairs of non-trivial cyclically reduced words. 
El E 

Let u = u0t •.• un-lt n (n ~ 1), and v be conjugate cyclically re-

duced elements of G*. Then by Collins' Lemma (Theorem 2.3) we know that 

lui = lvl -1 * and u = z v z for some z E A or z E B and cyclic permutation 

v* of v. Thus if we can decide for any cyclic permutation v* of v whether 

or not any z satisfies 

-1 
u = z v*z, 

then we can solve the conjugacy problem for all cyclically reduced ele-

ments of G* that are not t-free. 

Before proceeding with more complex words we need two lemmas. 

Lemma 3.1. Let G be the free abelian group generated~ x1 ,x2 , •.. , 

xn and H the subgroup generated~ d1x1 ,d2x2 , ... ,dnxn where di > 0 and 

di!di+l" There is an algorithm that will construct for each g in G ele­
n 

ments h of Hand c of { .z rixi!O..s_ri..s_di} such that g = h +c. 
]_=1 

Proof: Let g E G. Then g can be written uniquely in the form g 

for some integers u > 0, i = 1,2, ... ,n. By division algorithm, i-

u. = q.d. + r., 0 < r. <d., i = 1,2, ... ,n. Then 
]_ ]_ ]_ ]_ ]_ ]_ 

n n n n 

n 
L: u.x. 

i=l ]_ ]_ 

g = I: u.x. 
i=l ]_ ]_ 

L (q.d. + r.)x. = 
i=l ]_ ]_ ]_ ]_ 

I q.(d.x.) + I r.x. 
i=l ]_ ]_ ]_ i=l l ]_ 

h + c, 

n n 
where h = I q.(d.x.) E Hand L: r.x. c. 

i=l ]_ ]_ ]_ i=l ]_ ]_ 
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Lemma 3.2. Let G be a finitely generated abelian group, A and 

B subgroups of G and ~: A ~ B an isomorphism. Given g in G, there is 

_ an algorithm that will determine all a E A and z E G such that g +Hz) = 

a. 

Proof: Assume rank of G = n. By Lemma 2.3 G is generated by elements 

x1 ,x2 , ..• ,xn such that A is generated by o1x1 , ... ,onxn where oi ~ 0 and 

oi divides oi+l" 

Let M = (d .. ) be the matrix of ~ with respect to this basis. Notice 
l.J 

that the matrix M is effectively computable from the presentation of G*. 

Let g = b x + .•• + b x be a given element of G. Suppose that 
1 1 n n 

g + ~(z) = a, 

for some z and a in A, and suppose that 

for some integers a. and c., i = 1,2, ... ,n. We will find an algorithm 
l. - l. 

to enumerate c.s and a.s. 
l. l. 

Consider the equation 

+ ••• +a (oX). n n n 

Since ~ is a homomorphism, we have 

(1) 



... + c (a x )) 
n n n 

a nn X 
n 

Substituting the above equation in Equation (1), we have 

(a1o1 , ... ,a o ) 
- n n 

X 
n 

X 
n 

where the matrix N = 

-a 

0 

1 . 

a 
nn 

0 

-a 
n 

a 
nn X 

n 

-8 
1 

a 
nn 

-02 0 

o -o 
n 

is 2nxn. 

Since x1 , ... ,xn freely generate G, we have 

X 
n 

= 0 

26 
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all aln 

(cl, •.. ,cn,al, ... ,an) = (-bl, ... ,-bn ) . (2) 
a nl a nn 

-8 
1 

0 

0 -8 
n 

By Prop. 2.6 the matrix N may be changed via a finite sequence of 

elementary row and column operations to a diagonal matrix 

dl 0 

D = d2 

0 . d 
n 

0 0 0 

such that d. > 0, d. ld.+l and PNQ = D where P = (y .. ) and Q = (S .. ) are 
1 - 1 1 1] 1] 

invertable 2nx2n and nxn matrices, respectively. If U is the lx2n matrix 

(c1 ,c2 , .•. ,cn,a1 , ... ,an) and Vis the lxn matrix (-b1 , ... ,-bn)' then 

V is precisely the product U•N. Using the above observation, and the 

-1 -1 
fact that N = P DQ equation (2) becomes: 

-1 
Let UP = W, where here W is a lx2n matrix (f1 , ... ,fn,fn+l'"'"'f2n). 

Thus, equation (3) becomes 

WD = VQ 

Equivalently, 

(3) 

(4) 
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dl 0 811 

(fl, ... ,fn,fn+l'"""'f2n) 0 . d (-bl, ... ,-bn ) 
. = n 

(5) 

0 0 8nl s nn 

From Equation (5) we obtain the following system of n linear equations. 

f.d. = 
J_ J_ 

n 
I: -b. s .. , 

. 1 J Jl. J= 

are completely arbitrary. Equation (1) is valid if and only if the 

above system of n linear equations is consistant. Solving for f., 
J_ 

z with at most n 
n 

arbitrary values. Of course fn+l zn+1 , ... ,f2n z2n are all arbitrary. 

-1 
Substituting these solutions in the equation UP = W and then solving 

for U, we have 

(z1 , ... ,z ,z 1 , ... ,z 2 ) 
n n+ n 

(l2 1 ••• (l2 2 n, n, n 

Solving the above equation leads us to the following solutions. 

c. 
J_ 

~= 

2n 
I: z.a .. 

j=l J Jl. 

2n 
I: z.a. +k 

j=l J J,n 

i 1, 2, ... , n and 

k 1,2, ... ,n. 

(6) 

Theorem 3.1. 
El Em 

Let u = u0t .•. um-lt (m ~ 1) and v be cyclically 

reduced elements of the HNN group 
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* -1 G = <G,t/t At = B,~> 

with G ~ finitely generated free abelian group of rank n. There is an 

algorithm that will decide whether u and v are conjugate in G*. 

Proof: Suppose that lui = Jvl and there is a cyclic permutation v* 
E 

of v which ends in t n and has the same number of t-symbols as in u. 

Now if either of these two conditions fail, we conclude that u and v are 

not conjugate. We shall proceed by normalizing u and v*. The process 

of working from right to left yields normal forms 

and v* 

These can be done using Lemma 3.1. It remains to consider whether 

-1 * u = z v z (1) 

for any z in the appropriate subgroup A or B. For definiteness, assume 

that t: m -1 and that z E A. Thus, Equation (1) becomes 

E m -1 El E 1 .E 
h m- h l~(z)t m z ot ... t m- o/ (2) 

Step 1. Em-1 

(2) becomes 

= 1. 
Em-1 

We have t hm-l~(z) 
Em-1 

zt hm-l and hence Equation 

(3) 

To proceed we must have h 1 = g 1 . 
m- m-

If this condition fails we stop 

-1 * and conclude that u # z v z for any z E A, and this particular cyclic 

Em-2 
Permutation v* of v. If E = -1 by moving z to the left of t 

m-2 ' 

we obtain 
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(4) 

W h h h · wrl·te u 4 z-1v*z and e must ave g 2 = 2 , ot erwlse we 1 stop. Note 
m- m-

that Equation (4) is of the type of Equation (2). If sm_2 = 1, proceed 

to step 2. 

Step 2. sm-l = -1. Let hm-l~(z) = hm-l~(z)•am-l where hm-l~(z) is a 

representative of a coset of A in G and a 1 is an element of A. Since 
m-

the left hand side of Equation (2) is in normal form, we must have 

h 1~(z) = g 1 ·a 1 or 
m- m- m-

According to Lemma 3.2 elements z and a 1 can be found, and also if we 
m-

think of them as n-tupls, then some of the coordinates will be arbitrary. 

Replacing hm-l~(z) by gm-lam-l in Equation (2) and moving am-l to the 

sm-2 
left of t , we obtain 

sl sm-1 sm 
got ... g 2t g lt m- m-

(6) 

Note that again the above equation is of the type of Equation (2). Now 

if s = -1, then proceed to step 1 and if s 2 = -1, then proceed to m-2 m-

step 2 and apply Lemma 1 to find elements am_ 2 in A such that hm_2~(am-l) 

= g ·a m-2 m-2· 

Since the length of v* is finite, a finite number of steps of this 

process produces the following equation: 

(7) 

where ~(z) is an element of G, which is obtained by moving z from its 



position in Equation (1) to its position in Equation (7). 

h.s and g.s are known, the operation <Il is known precisely. 
]. ]. 

versing steps to obtain <Il, then <Il 
-1 

is known. Suppose 

where some of integers r. are possibly arbitrary, then 
]. 

-1 n 
z=<Il (L:r.x.) 

i=l ]. ]. 

n 
L: p.x. 

i=l ]. ]. 

for some p .. From Equation (7) we have 
]. 

<Il(z) 

Since E.s, 
]. 

By re-
n 

= L: r.x. 
i=l 

]. ]. 
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(8) 

Using additive notation, we have 

n 
L p.x. = 

i=l ]. ]. 

n 
L: (q.+r.)x. 

i=l ]. ]. ]. 

n 

where h0-g0 = L: q.x. for some integers q1 , ... ,qn. To decide whether 
i=l ]. ]. 

u = z-1v*z for this particular cyclic permutation v* of v, we must be 

able to find a solution to the system of equations: 

P1 ql + rl 

Pz = q2 + r2 

r . 
n 

If the above system of linear equations is inconsistent, we will check 

whether u is conjugate to any other cyclic permutation of v by an ele-

ment z in appropriate subgroups A or B. Since v has only finite number 

of cyclic permutations with the same t-symbols as in u, we can effective-
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ly decide whether u and v are conjugate in G*. 

An example may help to clarify the above. Let G be a finitely gen-

erated free abelian group, generated by {x1 ,x2 ,x3 ,x4}, and let 

2 3 4 3 
A = <x1 ,x2 ,x3> and B = <x2 ,x3,x4> be subgroups of G with isomorphism 

~:A ~B defined by ~(xi)= x~, ~(x~) = x; and ~(x3 ) = x4 . Let 

-3 9 -1 -1 -1 -1 -1 2 -1 
u =:: x1 x4 t x1 t x2t and v = x1.t x1 t x2t be elements of 

-1 
G* = <G,t/t At = B,~>, 

the HNN extension of G. We will determine whether u and v are conjugate 

in G*. Note that u and v both are in normal form. 

Since u and v have the same t-symbols, we first set 

(1) 

for some z in A. -1 
By moving z across the t we obtain 

(2) 

2 
Now let x2•a1 = x2~(z) for some a1 EA. If we use additive notation, we 

have 

(3) 

Assume 

Substituting the above equations in Equation (3) we have 
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[~ 
4 0 

~] 
xl r-~ 

0 0 

~] xl 

(cl,c2,c3) 0 3 + (rl,r2,r3) -3 0 
x2 x2 

0 0 0 -1 

x3 x3 

x4 x4 

xl 
(0,-1,0,0) 

x2 

x3 

x4 

0 4 0 0 xl xl 

0 0 3 0 

0 0 0 1 
x2 x2 

(cl,c2,c3,rl,r2,r3) (0,-1,0,0) 
-2 0 0 0 x3 x3 

0 -3 0 0 x4 x4 

0 0 -1 0 

In the more compact form, 

UM = V (4) 

where U = (c1 ,c2 ,c3,r1 ,r2,r3), M is the above 6x4 matrix and V = (0,-1, 

0,0). Performing suitable elementary row and column operations yields: 

PMQ = D (5) 

where 0 0 0 0 0 1 

1 0 0 0 1 0 

p 0 0 1 0 0 0 
= 

0 0 0 1 0 0 

3 0 0 0 4 0 

0 1 0 0 0 3 
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0 0 0 1 

Q 
0 1 0 0 , and = 
1 0 0 0 

0 0 1 0 

-1 0 0 0 

0 1 0 0 

D 0 0 1 0 

0 0 0 -2 

0 0 0 0 

0 0 0 0 

Now Equation (4) becomes 

UP-lDQ-l = v (6) 

Let UP -1 = W, where w is a lx6 matrix (w1 ,w2 ,w3 ,w4 ,w5 ,w6). Then Equa-

tion (6) becomes 

WD = VQ (7) 

Equivalently 

-1 0 0 0 

0 1 0 0 0 0 0 1 

(wl,w2,w3,w4,w5,w6) 
0 0 1 0 = (0,-1,0,0) 0 1 0 0 (8) 
0 0 0 -2 1 0 0 0 

0 0 0 0 0 0 1 0 

0 0 0 0 

From Equation (8) we obtain the following solutions 

wl = 0 

w2 = -1 

w3 = 0 
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0 

p 

q 

where p and q are arbitrary. Substituting these solutions in the equa­

tion UP-l =Wand then sol~ing for U, we have 

0 0 0 0 0 1 

1 0 0 0 1 0 

(cl,c2,c3,rl,r2,r3) (0,-l,O,O,p,q) 0 0 1 0 0 0 (9) 
0 0 0 1 0 0 

3 0 0 0 4 0 

0 1 0 0 0 3 

Solving the above equation leads us to the following solutions: 

cl = -1 + 3p 

c2 q 

c3 0 

rl = 0 

r2 = -1 + 4p 

r3 3q 

Thus 

z = (-1+3p)(2x1) + q(3x2) and 

(10) 

a1 = (-1 + 4p)(3x2) + 3qx3 

with p and q arbitrary integers. Now we proceed normalizing right hand 

side of Equation (2). By replacing ¢(z) 
-1 

= x2 a1 in Equation (2) and 

-1 
moving a1 to the left of t , Equation (2) becomes: 
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(11) 

Let x1 •a2 = x1~(a1 ) for some a 2 EA. Using additive notation and apply­

ing Equation (10), we have 

= (-1+4p)(3x3) + 3qx4 E A 

so q = 0 and a 2 = (4p-1)(3x3). Replacing a2 by ~(a1 ) in Equation (11) 

-1 and moving a2 across t , we have 

(12) 

Let ~(z) = ~(a2 ) = ~((4p-1)(3x3 )) = (4p-1)(3x4), then 

~(z) = ~(~(x2+~(z)) = 3(4p-l)x4 , 

= 2(3p-l)x1 . 

From Equation (12) we have 

or additively 
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-2(3p-l)x1 + x1 + 3(4p-l)x4 • 

Equating the appropriate terms, we obtain the following system of two 

linear equations: 

9x4 = 3(4p-l)x4 . 

The system is consistent and has only one solution p = 1. Therefore, 



CHAPTER IV 

LEHMER-SCHUR ALGORITHM 

In this chapter we will discuss the results necessary to prove the 

conjugacy problem for short words (t-free) in an HNN extension of a 

finitely generated free abelian group. Our aim is to find an algorithm 

to determine whether a given complex polynomial A(z) with rational coef­

ficients divides the polynomial zNP(z) - Q(z) for any N, where P(z) and 

Q(z) are given complex polynomials over the rationals. To search for 

this N, the Lehmer-Schur algorithm is essential. It will be used to 

approximate the roots of complex polynomials with real coefficients. 

Theorem 4.1. (Lehmer-Schur). There is an algorithm that will con-

struct for any polynomial P(z) with rational coefficients and for any 

8 > 0, a rational s > 0 with s < 8 and a collection B. of balls of radius --- ]_-

s in the complex plane with the following properties: 

i) 

ii) 

Proof: 

Each zero of P(z) lies in some Bi. 

Each B. contains at least~ zero of P(z). 
l. 

The proof is given in [15]. 

We shall refer to the balls B. given by Theorem 4.1 as the s-Schur 
l. 

circles for P(z). 

Lemma 4.1. Let P(z) be a polynomial with coefficients from Q[i]. 

38 
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There is ~ algorithm that will determine if all zeros of P(z) are real. 

Proof: First of all we assume this is a known algorithm for polynomial 

of degree smaller than P. With no loss of generality we may assume that 

the leading coefficient of Pis 1. If a1 ,a2 , .•. ,an are the zeros of P(z) 
n 

then P(z) = IT (z-a.). Clearly then, if P(z) has any complex coefficient 
i=l 1. 

then it has at least one complex zero. Proceed assuming all coefficients 

are rational. 1 1 
Fore= 1,2'4'"""' construct e-Schur circles for P(z). 

If P(z) has a complex zero eventually an E-Schur circle will be con-

structed that misses the real axis. At the same time this search for 

nonreal zeros is being carried out, we simultaneously test to try and lo­

cate real zeros of P(z). Let Q(z) = G.C.D(P(z),Q(z)) and S(z) = ~~:~ . 

Then S has no multiple zeros (all zeros are of multiplicity 1). If a 

is a real number and S(a) = 0, then S crosses the x-axis at x = a. Sup-

pose that the deg S = k, then S has all real zeros if and only if S has 

k sign changes on - oo < x < 00 • For each N look at sign changes in 

N 2N (N+l)-2N+l 
~ = {P(~), P( N+l ), ... } 

2 2 

If S has all real zeros eventually we'see k sign changes in~· If this 

occurs than P has all real zeros if and only if Q does. But deg Q < 

deg P, and so it can be determined if all zeros of Q(Z) are real. 

Lemma 4.2. Let P(z) be a polynomial with coefficients in Q[i]. 

There is an algorithm that will determine if all zeros of P(z) lie on 

I z I = 1. 

Proof: Choose a E Q[i] such that lal =·1, a I 1, a I i and P(a) I 0. 

We will find a mobius transformation which maps the lower half of the 
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complex plane onto the unit circle in such a way that z = 0 is mapped 

into i and z = 1 is mapped into 1 while the point at infinity is mapped 

into a. 

that a = 

is 

cr(z) 

From cr(z) = 

a, b 1 - a 
i + 1 

1-a 
az +ill 

1-a 
z + -;--1 

~-

az + b 
z + c 

and c 

we have i b 1 = 
a + b and So =- a = a. 

c' 1 + c 
1 - a Hence the required transformation 
i 1. -

1-a n 
Suppose that the degree of P(z) is n, and let S(z) = (z + i-l) P(cr(z)). 

Then S(z) is a polynomial with coefficients in Q[i]. We claim that all 

zeros of S(z) are real if and only if all zeros of P(z) are ·an \zj = 1. 

Suppose that all zeros of S(z) are real. Let S be a zero of P. 

-1 Since P(cr(cr (S)) -1 1 P(S) = 0, cr (S) is a zero of S. Thus cr- (S) is a 

real number. Since cr maps the real line onto the jzj = 1, cr(cr-1 (S)) S 

is on the unit circle. 

Now suppose that all zeros of P are on jzj = 1. Let y be a zero of 

S, then P(cr(y)) = 0. Hence cr(y) is a zero of P and cr(y) is on the unit 

circle. Therefore y is a real number. 

Lemma 4.3. Let P(z) be~ polynomial over the rationals with no zero 

on I z j = 1. 

that jP(z)j 

There is an algorithm that will construct ~ positive s such 

> s for all z on the unit circle. 

Proof: First of all use the Lehmer-Schur algorithm to put the zeros of 

P inside a-bails that miss the unit circle. Let P(z) = arr(z-a.) where . ~ 
~ 

ja.j > jc.j- 8, 
~ ~ 

c. 
1 z-a .1 > 1 z-c .1 - o > 1~- c .1 - 8 

~ ~ I C-: I ~ 
~ 



for all z with lzl = 1 (see Figure 1). Thus IP(z) I = iaiT(z-a.)i = 
. 1 

1 

z on lzl = 1. 
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Corollary 4.1. Let P(z) be~ polynomial with coefficients in Q and 

suppose that P(z) f 0 for all z on the circle lz-z0 1 = R. Then~ posi-

tive lower bound for IP(z) I on lz-z0 1 R can be effectively computed. 

Proof: Note that any point a on the circle lz-z0 1 = R is of the form 

a= z0 + SR for someS with lsi = 1. Suppose that P has no zero on the 

circle lz-z0 1 =Rand let Q(z) = P(z0+Rz). We claim that Q has no zero 

on the unit circle.· Suppose that Q(S) = 0 = P(z0+RS) with lsi = 1, then 

z0 + RS is on the circle lz-z0 1 R. This contradicts P(z) f 0 on 

lz-zol = R. According to Lemma 4.3 it is possible to compute an E: > 0 

such that IPCz 0+Rz) I IQCz) I > E: for all z on lzl = 1. Thererore 

I P Cz) I > E: for all z on lz-zol = R. 

Definition 4.1. A circular domain is a compact, connected subset 

of complex plane whose boundary components consist of circles. 

Corollary 4.2. Let P(z) be ~polynomial with rational coefficients. 

lf P(z) does not vanish on a circular domain Q, then~ positive lower 

bound for IP(z) I on Q ~be effectively computed. 

Proof: Since P has no zero on Q, i is analytic on Q. By the Maximum 

Modulus Theorem ~ attains its maximum on the boundary of Q, that is, P 

reaches its minimum on aQ. Corollary 4.1 can be used to compute lower 

bounds £. for IPI on the boundary components of Q. Clearly E: = min{E.} 
1 1 

is the required lower bound for IPI on Q. 

Definition 4.2. Let A, P and Q be complex polynomials with rational 
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coefficients. Suppose that A, P and Q are relatively prime in pairs. 

We say P and Q are A-K incompatible if A(z) does not divide zNP (z) - Q (z) 

for any N .:_ K. 

Remark: Let A(t), P(t) and Q(t) be given polynomials with deg P(t) 

and deg Q(t) less than deg A(t). To decide whether A(t) divides 

tNP(t) - Q(t) for any N, we may assume that A, P and Q are relatively 

prime in pairs. First if G c D (A,P,Q) = R, with deg R > 0, then 

A(t) jtNP(t)-Q(t) if and only if AlltNPl - Q1 >'here A R = 
1 

A, p R = 
1 

p 

and Q1R = Q and G C D (Al,Pl,Ql) 1. Let us assume G C D (A,P,Q) = 1. 

Now if G C D (P ,Q) R with deg R > 0, then AltNP-Q if and only if 

AIR(tNPl-Ql) where p = RP1 and Q = RQi. But (A, R) = 1, since 

G C D (A,P,Q) = 1. Thus AltNP-Q if and only if AI 
N 

t Pl-Ql and 

(P l'Ql) = 1. So we may assume (P,Q) 1. 

Suppose G C D (A,P) R with deg R > 0. If AltNP-Q then R must 

divide Q since R divides A and P, contradicting G C D (A,P,Q) = 1. 

Finally suppose that G CD (A(t),Q(t)) = tK R(t) with deg R(t) > 0 

and (R(t),t) = 1. Then A(t) ltNP(t) - Q(t) if and only if Al (t)R(t)j 

N-K K K 
t -~(t)- Q1 (t)R(t) where A(t) =tAl (t)R(t) and Q(t) = t Q1 (t)R(t). 

Thus R(t) must divide P(t). Contradicting (A(t),P(t),Q(t)) = 1. 

Theorem 4.1. Suppose that A, P and Q are rational polynomials that 

are relatively prime in pairs. Suppose A has a zero not on lzl = 1. 

Then an integer K can be effectively computed so that P and Q ~ A-K 

incompatible. 

Proof: 
1 1 

Make s-Schur circles for A, P and Q for s = 1,2'4'···· Since 

A, P and Q are relatively prime in pairs we eventually find balls 
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{B (C.)}~ 1 , {B (D.)}~ 1 and {B~(Ek)}kr __ 1 containing zeros of A, P and Q 
E 1 1= E J J= ~ 

respectively, in which their intersection is empty, and at least one 

B (C.) misses lzl = 1. If necessary reduce e: such that the Schur circles 
E 1 

of zeros of A, P and Q off the unit circle do not intersect lzl 1. 

Choose R large enough such that all the e:-Schur circles of A, P and Q 

lie inside the annulus 0 ~ lzl ~ R. 

Case 1. Suppose A(zA) = 0 and lzAI > 1. Let n = {zll ~ lzl 2 R} -

. {zllz-D.I < e:, j = l, •.• ,p}. If P has a zero on the unit circle let 
J 

o = ~2 [min{!c. !, !n.!}J - e:- 1} . 
1 J 

lc.l>l 
1 

ln.l>l 
J 

Then 28 is the distance between the unit circle and the closest Schur 

circles of A and P outside the unit circle. Thus the annulus 1 ~ lzl ~ 

l+o does not intersect any Schur circle of A and P outside lzl = 1. Now 

let nl = n,{zll ~ lzl < l+o}, then nl is a circular domain whose boundary 

components are the circles lzl = R, lzl = l+o and Schur circles of P 

outside lzl = 1. The shaded area below indicates the circular domain 

n1 (see Figure 2). Since P has no zero on n1 , a positive lower bound 

m for !PI on n1 can be computed. 

Suppose that Q(~) = a zp + a 1zp-l + 
p p-

. . . + Then 
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< m. Claim: P and Q are A-K incom-We choose K such that M 
(l+o)K 

patable. Obviously A has a zero on r21 . If N > K then ZNP(z) - Q(z) does 

N 
not vanish on r21 • For suppose a. E r21 and a. P(a.) - Q(a.) = 0, then 

jP(a.)j 
M --=-< 

(l+o)N 

M­

(l+o)K 
< m. 

This is not possible since jP(z)j > m on Q. 

Case 2. Suppose A(zA) = 0 and 0 < lzsl < 1. Let Q = {zjo..:s_lzl..:s_l}­

{zjjz-Ekl < s, k = 1,2, ••• ,r}, and 8 =_~1- [min{jcil' jEkj}- s]}. 

jc.l <1 
l. 

jEkj<l 

Then 28 is the distance between the unit circle and the closest Schur 

circles of A and Q inside the unit circle. Thus the annulus 1-o ~I z j.::_l 

does not intersect any Schur circles of A and Q inside lzl = 1. Now let 

r21 = Q,{z !1-o < I z j..:s_l~, then r21 is a circular domain containing all the 

zeros of A inside jzj = 1, and missing the Schur circles of Q inside 

I z I 1. The boundary components of r21 are the circles I z I = 1- 8 and 

the Schur circles of Q inside jzj = 1. The shaded area below indicates 

the circular domain r21 (see Figure 3). Since Q does not vanish on r21 , 

a positive lower bound m for jQj on r21 can be computed. Let M be an 

upper bound for jPj on r21 , and choose K such that (1-o)~ < m. We claim 

that P and Q are A-K incompatible. Since A has a zero on r21 , it suffices 

to show that ZNP(z) - Q(z) does not vanish on r21 for N > K. Suppose that 

N a. E r21 and a. P(a.) = Q(a.), then 

N N N . K 
jQ(a.) I = Ia. P(a.) I = Ia. I jP(a.) I < (1-o) M..::. (1-o)-11 < m. 

But jQj > m on Q. 
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Theorem 4.2. Let A, P and Q be complex polynomials with rational 

coefficients. Suppose that A, P and Q are relatively prime in pairs. 

It is possible to construct a polynomial Q(z) such that if A(z) divides 

zNP(z) - Q(z) for any N, then A(z) divides zN- Q(z). (Q is independent 

of N). 

Proof: Since (A,P) = 1, there exist polynomiais Rand S in Q[z] such 

AR + PS = 1. (1) 

Suppose that A(z) divides zNP(z) - Q(z) for some N, then A(z) obviously 

divides 

(zNP(z) - Q(z))S(z) N = z P(z)S(z) - Q(z)S(z). (2) 

From Equation (1) PS = 1 - AR. By replacing 1 - AR for PS in Equation 

(2) it follows that A(z) divides zN- zNA(z)R(z) - Q(z)S(z). Thus A must 

N 
divide z - Q(z) where Q(z) = Q(z)S(z). 

Theorem 4.3. Let A, P and Q be as in Theorem 4.2. Suppose that 

all zeros of A are on the unit circle and A has a repeated zero. Then 

an integer K can be effectively computed so that P and Q are A-K incom-

patible. 

Proof: Suppose that A has a multiple zero on the unit circle and that 

A(z) divides zNP(z) - Q(z) for some N. By Theorem 4.2 A(z) divides 

N 
z S(z) for some S(z). Since A has a multiple zero, NzN-l- S'(z) 

for some z with lzl = 1. Thus we have 

ls'(z)l 
N 

0 
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N 
Now choose K such that K > maxiS'(z) I. Then for N ~ K, z - X(z) has no 

I zl=l N 
multiple zero on the lzl = 1. Thus \(z) does not divide z P(z) - Q(z) 

for N > K. 



CHAPTER V 

DECOMPOSITION OF SINGLE LINEAR TRANSFORMATION 

In this chapter we will investigate the structure of a finite di-

mensional vector space A over a field K relative to a linear transfer-

mation A ~A. The linear transformation induces a decomposition of 

A as a di-rect sum of certain K[ t] -modules. 

Let K be a field and~: A ~A a linear transformation of an n-di-

mensional K-vector space A. Then ~ induces a K[t]-module structure on 

A as follows. 

f(~)(u). 

If f = Lk.ti is a polynomial in K[t] and u E A, then 
l. 

0 i 
Ho~(A,A) (where ~ = lA as usual) and fu = Lki~ (u) = 

Theorem 5 .1. Let ~: A ~A be !! linear transformation of an n-di­

mensional vector space A over a field K. Then A = K[t] ffi K[t] ~ 
-- <Al> <Az> 

E9 !It~ where A.1 ,A.2 , ••• ,A.n E K["t] such that each A.i is monic and 
n 

A.liA.zl··· IA.n. 

Proof: Let {x1 , .•• ,xn} be a basis of A and M = (a .. ) be the matrix of 
l.J 

~ relative to this basis. Let F be a free K[t]-module with the standard 

basis {E.}~ 1 • Let TI: F ~A be the unique K[t]-module homomorphism· 
l. l.= 

such that TI(E.) = x. fori= 1,2, •.• ,n, and let~: F ~F be the unique 
l. l. . 

n 

K[t]-module homomorphism such that ~(u.) = tE. - La .. E .• Then the ma-
l. l. j=l l.J J 

trix of ~ relative to the basis {E.} is ti - M. 
l. n 

We claim that the sequence of K[t]-module 
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is exact. Clearly n is a K[t]-module epimorphism. Since M is the ma-

trix of ~ and the K[t]-module structure of A is induced by ~' 

n(tE.) = tn(E.) = tx. = ~(x1.) = 1. 1. 1. 

Consequently, for each i 

n 

n 
l: a .. x .. 

. 1 l.J J J= 

n 
mjJ(E.) 1. TI ( tE . - l: a .. E . ) 

1. j=l l.J J 
n(tE.)- l: a .. n(E.) 

n n 
l: a .. x.- l: a .. x. = 0, 

j=l l.J J j=l l.J J 

1. j=l l.J J 

whence Im ~ c ker n. To show that ker n c Im ~' it suffices to prove 
n 
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that every element w ofF is of the form w = ~(v) + l: k.E. (vEF, k. EK). 
j=l J J J 

For in this case if w E ker n, then 

0 n(w) n(~(v)) + nl:k.E. = 0 + l:k.x .. 
J 1. J J 

Since {x.} is a basis of A, k. 
J J 

0 for all j, consequently, w = ~(v) and 

hence ker n c Im ~. Since every element of F is a sum of terms of the 

form fE. with f E K[t], we need only show that for each i and r, there 1. 
n 

r exist v. and k. E K such that t E.= ~(v. ) + l: k.E .• For each i and 
1.r J n 1 n 1.r j=l J J n 

r = 1, we have tE. = tE.- l: a .. E.+ l: a .. E.= ~(E.)+ l: a .. E .. Pro-
1. 1. j=l l.J J j=l l.J J 1. j=l l.J J 

ceeding inductively assume that for each j there exist v. 1 E F and J,r-
r-1 n 

k. E K such that t E. = ~(v. 1) + l: k. E • 
J ' P J J ' r- 1 J ' P P p= 

Then for each i 

r-1 r-1 n r 
a .. E.) t E. = t (tE.) t (~(E.) + l: 1. 1. 1. j=l l.J J 

r-1 r-1 = ~(t E.) + l:a • • t E. 1. j l.J J 



r-1 
Ia .. (\jJ(v. 1 ) Ik. t: ) = \jJ(t t:.) + + 1 . 1J J, r- . p JP p J 

r-1 + Ia .. 1jJ(v. 1 ) Ia .. k. = \jJ(t s.) + I E: 1 . 1J J, r-
j 

1] JP p 
J p 

r-1 
= \jJ(t t:. + Ia .. v. 1 ) + I(Ia .. k. )t: 

1 1J J,r- . 1J JP p 
p J 

n 
r 

Thus t t:. = \jJ(v. ) + I c s with v. 
1 1, r p=l p p 1, r 

r-1 = t E. +~a .. v. 1 E F and 
1 . 1J J, r-

J \jJ 'IT 
c = Ia .. k. E K and the induction is complete. 

P j 1] JP 
~ F F 

A -? 0 is exact and hence A = k = ----1 ,1, • er TI m 'I' 

Therefore F ---'-7 F -? 

Since K[t] is a principal ideal domain, Theorem 2.6 shows that 

tl -M, the matrix of \jJ relative to the basis {s.}, is equivalent to a 

n A 001 - 1 

diagonal matrix D ~ [ 0
1 ~2 ~n with A1 , ••. ,An E K[t] such that 

We may assume each A. is monic (if necessary, perform 
1 

suitable elementary row operations on D). Clearly the determinant 

lti -MI in K[t] is monic polynomial of degree n. In particular, 
n 
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det. I ti - M I I: 0, whence det. I D I I: 0. Consequently, all the diagonal 
n 

entries of D are nonzero. Since D is equivalent to ti - M, D is the 
n 

matrix of \jJ relative to some pair of ordered bases {y1 , ..• ,yn} and 

{o1 ,o2 , .•. ,on} ofF (exactly as in the proof of Lemma 2.3). This means 

that \jJ(yi) = \oi for each i and 0-1o1 , ..• ,Anon} spans Im \jJ. Thus 

A 

ffi K[t]A 8 • Co~sequently 
n n 

F F K[t]o1 ffi ••• ffi K[t]on 
--~- = ---- = ~~~~--------~-7~~ 
ker TI Im \jJ K[t]A1o1 ffi ••• ffi K[t]Anon 

K[t]o 
n 

e1 K[t]A 8 
n n 

_ K[t]o1 
= K[t]Al ol ffi ••• 
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A2 = ... = At 

K[t] K[t] 
<A.>= (1) = 

~ 

1 and At+1 , ... ,An are nonconstant. Thus fori~ t, 

0 d f · K[ t] - A · 1· K[ ] d 1 f d an or ~ > t, -,- = . ~s a eye ~c t -mo u e o or er 
<A.> ~ 

~ 

A •• 
~ 

Therefore A is the direct sum of nonzero torsian cyclic K[t]-sub-

modules At+1 , ... ,An of orders At+1 , ... ,An respectively, such that 

At+liAt+ZI .•. !An. Since the K[t]-module structure of A is induced by cjl, 

0 = A.•A. = A.(cjl)A .. 
~ ~ ~ ~ 

We remark that any one of the cyclic submodules in the direct sum 

of A such as AK[[\ can be further decomposed into the direct sum of 
< . t > 

~ 

cyclic submodules according to the prime power factorization of the or-

der A. (t). 
~ 

al ak 
If Ai(t) = (t-c1 ) ... (t-ck) , then 

K[t] K[t] 
<A.(t)>~ ( )al 

~ < t-c. > 
~ 

fB ••• 

Definition 5. 2: The nth invariant factor A ( t) of ti -A, is called 
n n 

a minimal polynomial of cp or M. Det I ti -AI is called the character­
n 

istic polynomial of cp or M. 

Lemma 5.1. If in Theorem 4.1 each A. has distinct roots, then M is -- ~--

similar!£~ diagonal matrix. 

Proof: Assume that the minimal polynomial A (t) is a product of distinct 
m d 

(t-c1 ),(t-c2), ... ,(t-ck). Then det lnl = (t-c1 ) 1 linear factors 
dk 

(t-ck) where d1 + d2 ~ ... + dk = n. Thus we have 

A 
K[ t] 

Ei1 ••• EB 
K[ t] - El Ei1 ••• EB Ek where dimension = = 

dl dk 
<(t-c1) > <(t-ck) > 

of E. is d .• Let N be a diagonal matrix which has for its diagonal en-
~ ~ 
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tries the scalers c., each repeated d. times. Then the matrix N has the 
1 1 

block form 

clil 0 0 

0 c2I2 
N . 

0 . 
ckik 

where I. is the d. x d. identity matrix. 
J J J 

for E. such that matrix of ~IE. relative 
1 1 k 

E2 ffi ••• ffi Ek, it follows that .y = U Y. 
i=l 1 

Now for each i let Y. be a basis 
1 

-Y. is c. I .. Since E1 EB to E = 
1 1 1 

is a basis of E. The basis 

Y1 , ••• ,Yk collectively string together to form the sequence of columns 

of a matrix P: 

Since Y contains n linearly independent vectors, P is a nxn invertible 

-1 matrix and P MP N is diagonal. 

Definition 5.3: The scalers c1 ,c2, ... ,ck are called the eigenvalues 

of the matrix M. 

Lemma 5.2. Let A be~ nonsingular integral matrix that is diagonal-

izable over the complex numbers. Suppose further that each eigenvalue 

of A has norm 1. K Then for some K, A = I. 

Proof: -1 We have A = RDR where 

D , I a .1 
1 

1. 
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-1 
(x .. ) and R = (y .. ) and let M1 1J 1J 

and M2 be upper bounds for the Let R = 

entries of IRI and IR-1 1 respectively. That is I xij I .::_ M1 and I Y ij I .::_ M2 

for all i and j. 
K N K 

and the entries of A are L ~.a. y. , 
i=l k1 1. 1.p 

1 < k < N, 1 < p < N. Then 

N 
K I L xk.a. y, 

. l 1 1 1p 
1= 

N K 
I< L l~.l!a.l IY. I 

i=l 1 1 1p 

2 K 
Consider the matrices A,A , ... ,A, .•.. There are only 

finitely many matrices that can be made from integers of absolute value 

smaller than N·M. Thus for some P, Q, 

0, P-Q 
A I. 

Conjugacy Problem for Short Words 

We now turn to a discussion of conjugacy problem for short words of 

HNN extension of a finitely generated abelian group. 

Theorem 5.2. * -1 Let G = <G,t/t At = B> be an HNN extension of.§:_ fin-

itely generated free abelian group G. Then two words u and v in G* with 

lui = lvl = 0 are conjugate in G* if and only if ¢N(u) = v for some N. 

Proof: Suppose that u and v are conjugate in G* and lui lvl = 0. Then 

(1) 

€1 En 
for some w = z0t ... zn-lt in G*. Since vis t-free, some t-reduction 

must be applicable to the right hand side of the above equation. The 
E: -€ 

only possible t-reduction is n n thus we must have u E A if € = -1 t ut 
' n ' 

and u E Bif E: = 1. Let us assume that € = -1 and that u E A. Then 
n n 



Equation (1) becomes: 

E: -E: 
If s 1 = 1, then the term t n-l~(u)t n-l can be replaced by u and 

n-

Equation (2) becomes 

If s = -1, we must have ~(u) E A and in this case Equation (2) re-n-1 

duces to: 

v 
sl E:n-2 2 -sn-2 -1 -sl -1 

zot ... z 3t ~ (u)t z 3 ... t z n- n-
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(2) 

(3) 

(4) 

Note that Equation (3) is of the type of Equation (1). By considering 

m 
successive t-reduction, we have v = ~ (u) for some m. 

m 
Now suppose that ~ (u) = v for some m, where u and v are t-free. 

m Clearly u,~(u), ..• ,~ (u) must all be in A. Let w 
E:l sm 

zot ... zm-lt 

where s. = -1 fori= 1,2, ... ,m. Then 
l. 

-1 
wuw 

Lemma 5.3. Let G be~ finitely generated abelian group, A and B 

subgroups of G and~: A~ B ~homomorphism. Let a EA. There is an 

algorithm that will produce either an integer K such that ~K(a) ~ A, or 

~subgroup C of A such that ~(C) c C and a E C. 

Proof: 
N 2 N 

If {a,~(a), ..• ,~ (a)} c A, put UN= <a,¢(a),¢ (a), ..• ,¢ (a)>. 
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We have U. c U.+l' If ~n(a) E A for each n, then U = 
~- ~ 

U U. is a 
i=l ~ 

finite-

ly generated subgroup of A. 

This happens if and only if 

UN for all 
0 

The algorithm for each N proceeds as follows. Check that a,~(a), .•• , 

N+l 
Then check if cp (a) E UN. Eventually either cpK(a) ~ A, 

Theorem 5.3. Let u and v be t-free words of the HNN group 

with G a finitely generated free abelian group. There is an algorithm 

that will determine whether u and v ~conjugate in G*. 

Proof: Let u and v be elements of G* with lui = lvl = 0 .. Then u and v 

are conjugate if and only if u and v are in appropriate subgroups A or 

N B and cp (u) = v for some N. According to Lemma 5.3, there is an algor-

ithm that will produce an integer K such that ~K(u) ~ A or a subgroup C 

of A such that ¢(C) ~ C and u E C. If such K exists, it is sufficient to 

check the values n = 1,2, •.. ,K-l to see if cpn(u) = v. Thus let us assume 

there is a subgroup C of A containing u such that cp(C) c C. The monomor-

phism epic: C ~ C induces an action of Z[t] on C which gives C the struc-

ture of Z[t]-module. If we write C additively, then t•c =¢(c) and 

P(t)•c = P(~(c)) forcE C and P(t) E Z[t]. Tensoring with the field of 

rational number·s, we obtain a Q[t)-module C 02 Q via t•(c~l) = t•c®l. 

If Cis generated as a Z-module by x1 , ... ,xn' then C ®2 Q is generated as 

a Q-module by x1 ':91, •.. ,xn 01. 
n 

There is an isomorphism a.: C 02 Q ;; 

EB Q under the map (c1 , .•• ,en) ®a;...-,. (ac1 , ... ,acn). 
i=l 

We have by Theorem 
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5.1 

where A.i E Q[t] and A.ijA.i+l" Since the map c ~ c®l defines an embed­

ding of C into C ~ Q, u and v can be identified by polynomials P(t) = 

(P1 (t), ••• ,P (t) and Q(t) = (Q1 (t), ••• ,Q (t)) where P. (t) and Q. (t) 
n n l. l. 

are 

in Q~t] with degree P. and degree Q. less than degree A.. for each 
<A.> ·]. ]. ]. 

l. N=- - N=- -
i. Note that t P(t) = Q(t) if and only if t P.(t) = Q.(t) for each i. 

l. l. 

N=- -
each i. Thus t P(t) = Q(t) if That is tNP.(t)- Q.(t) = 0 in Q[t] for 

l. l. <A.> 
l. 

and only if tNP.(t) - Q1.(t) is a multiple of A..(t) for each i. Now if 
l. l. 

¢N(u) = v for some N, then A..(t) divides tNP.(t) - Q.(t) for each i since 
l. l. l. 

N N=-
= t •u = t P(t) = Q(t) : v. To complete the algorithm we will find 

a lower bound K for N such that A..(t) does not divide tNP.(t) - Q.(t) 
l. l. l. 

for some i and all N > K. 
N 

Then it follows that ¢ (u) # v for N ~ K 

By the Remark after the Definition 4.2, we may assume that A.., P. and Q1. l. l. 

are relatively prime in pairs for each i. 

Case 1. If A..(t) has a zero off the unit circle for some i, then 
l. 

by Theorem 4.1 an integer K can be found such that A..(t) does not divide 
l. 

N 
t P.(t) - Q.(t) for N > K. 

l. l. -

It now remains that all the zeros of A..(t) are on the unit circle 
l. 

for each i. 

Case 2. A..(t) has a multiple zero on the unit circle for some i. 
l. 

By applying Theorem 4.3 the result follows. 

Case 3. Each A.. has distinct zeros. According to Lemma 5.2 there 
l. 



59 

exists an integer K such that (¢iC)K(u) = u. Thus if (¢ic)n(u) I v for 

~\I 
n = 1,2, ... ,K, then (¢ ic/ (u) I v for any N ~ K. 
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