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I	thought	it	might	be	appropriate	to	translate	the	title	of	our	paper	and	explain	what	the	
whole	exercise	is	about.

1.	That’s	why	we’re	here!
2.	We	researched	the	latest	ACM	accreditation	guidelines	and	found	that	parallel	
computing	is	suggested	in	multiple	areas	of	the	CS	curricula.
3.	That	is	what	we	meant	by	interdisciplinary.
4.	Small	liberal	arts	colleges	are	notorious	for	not	showering	money	on	the	sciences.
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This	is	where	the	3-semester	part	came	in.

Course	1:	We	needed	a	crash	course	in	C	that	was	tailored	to	parallel	thinking,	so	we	
tweaked	a	standard	introductory	C	course.
Course	2:	After	some	MPI	success	it	seemed	like	a	good	idea	to	introduce	CUDA.	
Course	3:	After	a	year	of	fairly	intense	programming,	we	felt	like	students	could	use	
some	validation	as	to	why	we	do	this	in	the	first	place.	We	just	happened	to	have	a	real	
research-level	math	problem	at	hand.
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This	is	the	Oklahoma	Supercomputing	Center	for	Research	and	Education’s	old	
supercomputer,	Sooner.	It’s	been	replaced	by	Boomer	.	.	.
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