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## CHAPTER I

## INTRODUCTION AND PRELIMINARIES

### 1.1 Introduction

Let N be a positive integer valued random variable which says when to stop sampling when a sequential procedure is considered. This N will be referred to as the stopping time and will usually depend on the variability in the population from which we actually sample. Two situations may arise:
(i) No assumptions are made about the distribution from which we sample, other than having requirements for finiteness of certain moments.
(ii) The population is known to be a member of a certain family of distributions.

To estimate the variability, different estimators are usually used in these two situations. In this study, we will first consider a general nonparametric setting which will be useful for situation (ii). Earlier, similar approaches, utilizing Sen's (1960) estimator, had been developed for situation (i). This will become clear from the papers to which we have referred. In order to review the state of the art in the areas of sequential nonparametrics, one may also look at the books by Wald (1947), Puri and Sen (1971), and Sen (1981).

The ground work of this study will be a general stopping time N de-
fined in terms of U-statistics. One major interest will be in deriving many asymptotic properties which are closely related to the asymptotic properties of U-statistics. In the first part of Chapter II we will investigate our proposed stopping time N along the lines of Sproule (1969, 1974), Ghosh and Mukhopadhyay (1979), and Sen and Ghosh (1981). The major finding will be the limiting distribution of the stopping time N , where our tools will be a slight generalization of a result in Ghosh and Mukhopadhyay (1975).

Recently, problems related to rates of convergences for randomly stopped U-statistics have received much attention. Some basic results are due to Landers and Rogge (1976), Ghosh and DasGupta (1980), and Ghosh (1980). In the last part of Chapter II we utilize some of these results and our new extensions to obtain various new rates of convergence. To do this we naturally need to impose conditions of finiteness of some moments.

Csenki (1980) used the results of Landers and Rogge (1976) for suitably normalized randomly stopped means to derive the rate of convergence of the coverage probability for Chow and Robbins' (1965) fixed-width sequential confidence interval procedure. Mukhopadhyay (1981) generalized this result by applying the results of Ghosh and DasGupta (1980) to Sproule's (1969, 1974) sequential procedure. In the first part of Chapter III we apply the same theorem of Ghosh and DasGupta (1980) to our stopping time, and obtain similar results relevant for situation (ii).

Motivated by the results of Mukhopadhyay $(1980,1982)$, we then define an alternative two-stage procedure in the second part of Chapter III. This procedure to construct a fixed-width confidence interval for the mean of a U-statistic is further compared with the purely sequential
procedure discussed previously in Chapter III. In a certain sense, the purely sequential scheme comes out ahead of the proposed two-stage procedure. Our Chapter IV is devoted to some of the more technical proofs, and Chapter $V$ deals with some examples where we consider sampling from Bernoulli (p), Poisson ( $\delta$ ), Gamma $(\delta, \beta)$ and $N\left(\mu, \sigma^{2}\right)$ populations, respectively.

### 1.2 Notation and Preliminary Results

Let $X_{1}, X_{2}, \ldots$ be a sequence of independent and identically distributed random variables having distribution function $F(\cdot)$, where $F(\cdot)$ belongs to a family $G$ of distribution functions. Let $\phi\left(X_{1}, \ldots, X_{r}\right)$ be a symmetric kernel of degree $r$. Now for $n \geq r$, U-statistics are defined as follows:

$$
U_{n}=\left(\begin{array}{l}
\left.\mathrm{n}_{\mathrm{r}}\right)^{-1} \sum_{\mathrm{n}, \mathrm{r}} \quad \phi\left(\mathrm{X}_{\alpha_{1}}, \ldots, \mathrm{X}_{\alpha_{r}}\right) .
\end{array}\right.
$$

where $\sum_{\mathrm{n}, \mathrm{r}}$ is the summation over all combinations $\left\{\alpha_{1}<\ldots<\alpha_{r}\right\}$ formed from the integers $\{1,2, \ldots, n\}$. Furthermore, we define

$$
\begin{aligned}
& \theta=E\left\{\phi\left(X_{1}, \ldots, X_{r}\right)\right\}, \\
& \phi_{c}\left(x_{1}, \ldots, x_{c}\right)=E\left\{\phi\left(X_{1}, \ldots, X_{r}\right) \mid X_{1}=x_{1}, \ldots, X_{c}=x_{c}\right\}, \\
& \xi_{c}=\operatorname{Var}\left\{\phi_{c}\left(X_{1}, \ldots, X_{c}\right)\right\}, \quad c=1,2, \ldots, r .
\end{aligned}
$$

As an illustration, we will give two examples on U-statistics. Let first $G$ be a class of distribution functions $F$, for which the expectation $(\theta)$ and the variance $\left(\sigma^{2}\right)$ exist. That is, $\theta=E_{F}\left(X_{1}\right)$ and $\sigma^{2}=\operatorname{Var}_{F}\left(X_{1}\right)$ for all $F \in G$. Then

$$
U_{n}=\binom{n}{1}^{-1} \sum_{n, 1} X_{\alpha_{i}}=\frac{1}{n} \sum_{i=1}^{n} X_{i}=\bar{x}
$$

is a U-statistic, where $\phi\left(\mathrm{X}_{\mathrm{i}}\right)=\mathrm{X}_{\mathrm{i}}, \phi_{1}\left(\mathrm{X}_{1}\right)=\mathrm{X}_{1}$, and $\xi_{\mathrm{c}}=\operatorname{Var}\left(\phi_{1}\left(\mathrm{X}_{1}\right)\right)=\sigma^{2}$. Next, let $G$ be a class of distributions for which $E_{F}\left|X_{1}\right|^{4}$ exists. Consider $\phi\left(X_{i}, X_{j}\right)=\frac{1}{2}\left(X_{i}-X_{j}\right)^{2}$. This is a symmetric kernel of degree 2 , and $E_{F}\left\{\phi\left(X_{i}, X_{j}\right)\right\}=\sigma^{2}$ for all $F \in G$. Now,

$$
\begin{aligned}
U\left(x_{1}, \ldots, x_{n}\right) & =\binom{n}{2}^{-1} \sum_{n, 2} \frac{1}{2}\left(x_{\alpha_{1}}-x_{\alpha_{2}}\right)^{2} \\
& =\frac{1}{2}\left(\frac{n}{2}\right)^{-1} \sum_{1 \leq i<j \leq n}\left(x_{i}-x_{j}\right)^{2} \\
& =\frac{1}{(n-1) n}\left(\sum_{i=1}^{n} x_{i}^{2}-\left(\sum_{i=1}^{n} x_{i}^{2}+\underset{1 \leq i<j \leq n}{2 \sum} x_{i} x_{j}\right)\right) \\
& =\frac{1}{n-1} \sum_{i=1}^{n}\left(x_{i}-\bar{x}\right)^{2},
\end{aligned}
$$

which shows that the familiar sample variance is also a U-statistic. Here $\theta=\sigma^{2}$, with

$$
\begin{aligned}
& \phi_{1}\left(\mathrm{x}_{1}\right)=\mathrm{E}\left\{\frac{1}{2}\left(\mathrm{x}_{1}-\mathrm{X}_{2}\right)^{2}\right\}=\frac{1}{2}\left(\mathrm{x}_{1}^{2}-2 \mathrm{x}_{1} \mathrm{EX}_{2}+\mathrm{EX}_{2}^{2}\right), \quad \text { and } \\
& \xi_{1}=\operatorname{Var}\left\{\phi_{1}\left(\mathrm{X}_{1}\right)\right\}=\operatorname{Var}\left\{\frac{1}{2}\left(\mathrm{X}_{1}^{2}-2 \mu \mathrm{X}_{1}\right)\right\}, \text { where } \mu=\operatorname{EX}_{2} .
\end{aligned}
$$

Now, let us return to the general theory. Hoeffding (1948) proved that $n^{\frac{1}{2}}\left(U_{n}-\theta\right) \xrightarrow{L} N\left(0, r^{2} \xi_{1}\right)$ as $n \rightarrow \infty$, if $\xi_{1}>0$ and $E\left(\phi^{2}\right)<\infty$. For a similar result when the sample size is a random variable, we state the following theorem which is due to Sproule $(1969,1974)$.

Theorem 1.1: Let $\left\{n_{v}\right\}$ be a nondecreasing sequence of positive integers tending to ${ }^{\infty}$ as $\nu \rightarrow \infty$, and let $\left\{N_{\nu}\right\}$ be a sequence of proper positive integer valued random variables. Assume that $\xi_{1}>0$ and $\mathrm{E}\left\{\phi^{2}\right\}<\infty$. If

$$
\begin{aligned}
& n_{v}^{-1} N_{v} \xrightarrow{P} 1 \text { as } v \rightarrow \infty \text {, then } \\
& \quad N_{v}^{\frac{1}{2}}\left(U_{N_{v}}-\theta\right) \xrightarrow{L} N\left(0, r^{2} \xi_{1}\right) \text { as } v \rightarrow \infty .
\end{aligned}
$$

Corollary 1.1: Theorem 1.1 still holds when $\left\{n_{v}\right\}$ is a sequence of nondecreasing positive real numbers.

Proof: Let $\varepsilon>0$ be given, and let $v$ be big enough such that $n^{-1}<$ $\min \left(\frac{\varepsilon}{2}, \frac{1}{2}\right)$. Then

$$
\begin{aligned}
P\left\{\left|N_{v}\left(n_{v}-1\right)^{-1}-1\right|>\varepsilon\right\} & =P\left\{\left|N_{\nu} n_{v}^{-1}+n_{v}^{-1}-1\right| \cdot\left|1-n_{v}^{-1}\right|^{-1}>\varepsilon\right\} \\
& \leq P\left\{\left|N_{\nu} n_{v}^{-1}-1\right|>\varepsilon\left|1-n_{v}^{-1}\right|-\frac{\varepsilon}{2}\right\} \\
& \leq P\left\{\left|N_{v} n_{v}^{-1}-1\right|>n\right\}
\end{aligned}
$$

for some $\eta>0$. Now, since $N_{v} n_{v}^{-1} \leq N_{v}\left[n_{v}\right]^{-1} \leq N_{v}\left(n_{v}-1\right)^{-1}, N_{v}\left[n_{v}\right]^{-1} \xrightarrow{P} 1$, and the corollary then follows from the theorem. (Here [x] means the largest integer smaller than x .)

In the sequel, we write

$$
\xi^{*}= \begin{cases}\xi & \text { if } \xi \geq 1  \tag{1.1}\\ 2 \xi-1 & \text { if } \frac{1}{2} \leq \xi<1\end{cases}
$$

The following theorem is due to Sen and Ghosh (1981).

Theorem 1.2: Assume $E\left\{|\phi|^{2 \xi}\right\}<\infty$ for some $\xi \geq \frac{1}{2}$. Then for all $n \geq r$, there exists $k(>0)$ such that

$$
E\left\{\left|U_{n}-\theta\right|^{2 \xi}\right\} \leq \mathrm{kn}^{-\xi^{*}},
$$

where $k$ does not depend on $n$.

Corollary 1.2: Let $\left\{\varepsilon_{n}\right\}$ be a sequence of positive real numbers converging to zero and $c(>0)$ be an arbitrary constant. Assume $E\left\{|\phi|^{2 \xi}\right\}<\infty$ for $\xi \geq \frac{1}{2}$, and let $\alpha(>0)$ be given. Then there exists $k(>0)$ such that for all $n \geq r$, we have

$$
P\left\{\left|U_{n}^{\alpha}-\theta^{\alpha}\right|>c \varepsilon_{n}\right\} \leq k\left(n \varepsilon_{n}^{2}\right)^{-\xi^{*}},
$$

where $k$ does not depend on $n$, and $\xi^{*}$ is defined in (1.1).

Proof: We will need the following lemma to prove Corollary 1.2.

Lemma 1.1: Let $\alpha(>0)$ and $\delta(>0)$ be constants, and let $x \in(0, \infty)$. For any $\theta(>0)$ we can find a constant $k(>0)$ such that $\left|x^{\alpha}-\theta^{\alpha}\right|>\varepsilon$ implies that $k|x-\theta|>\varepsilon$ for all $\varepsilon \in(0, \delta)$. Here $k$ may depend on $\theta$ and $\delta$, but not on $\varepsilon$.

The lemma is readily proved by the help of the Taylor expansion of $x^{\alpha}$. Now, a proof of Corollary 1.2 can be established by using Lemma 1.1 and Theorem 1.2.

The following well-known Lemmas 1.2 and 1.3 are proved in Michel and Pfanzag1 (1971). Let $\Phi(\cdot)$ be the distribution function of a standard normal random variable. For brevity we write only $\sup _{\mathrm{x}}$ instead of $\sup _{x \in(-\infty, \infty)}$.

Lemma 1.2: Let $\left\{X_{n}\right\}$ and $\left\{Y_{n}\right\}$ be sequences of random variables. Assume that for a sequence $\left\{a_{n}\right\}$ of real numbers tending to zero, $\sup _{x} \mid P\left\{X_{n} \leq x\right\}-$ $\Phi(x) \mid=0\left(a_{n}\right)$, and $P\left\{\left|Y_{n}-1\right|>a_{n}\right\}=0\left(a_{n}\right)$. Then we have

$$
\sup _{x}\left|P\left\{X_{n} \leq x Y_{n}\right\}-\Phi(x)\right|=0\left(a_{n}\right)
$$

Lemma 1.3: Let $\left\{X_{n}\right\},\left\{Y_{n}\right\}$ and $\left\{a_{n}\right\}$ be as in Lemma 1.2. If

$$
\begin{aligned}
& \sup _{X}\left|P\left\{X_{n} \leq x\right\}-\Phi(x)\right|=0\left(a_{n}\right) \text { and } P\left\{\left|Y_{n}\right|>a_{n}\right\}=0\left(a_{n}\right) \text {, then } \\
& \sup _{X}\left|P\left\{X_{n}+Y_{n} \leq x\right\}-\Phi(x)\right|=0\left(a_{n}\right) .
\end{aligned}
$$

The following lemma serves as a tool in proving some of the results of section 2 .

Lemma 1.4: Let $\left\{Y_{n}\right\}$ be a sequence of random variables where $P\left\{Y_{n}=0\right\}=0$ for every $n$, and $\left\{\delta_{n}\right\}$ and $\left\{\varepsilon_{n}\right\}$ be sequences of real numbers tending to zero. If for arbitrary $c_{1}(>0)$ we have $P\left\{\left|Y_{n}-1\right|>c_{1} \varepsilon_{n}\right\}=0\left(\delta_{n}\right)$, then we can conclude that $P\left\{\left|Y_{n}^{-1}-1\right|>c_{2} \varepsilon_{n}\right\}=0\left(\delta_{n}\right)$, where $c_{2}(>0)$ is also arbitrary.

Proof: Let $n$ be large enough such that $c_{1} \varepsilon_{n}<\frac{1}{2}$. Then, $\left|Y_{n}-1\right|<c_{1} \varepsilon_{n}$ implies that

$$
\left|Y_{n}^{-1}-1\right|<c_{1} \varepsilon_{n}\left|Y_{n}\right|^{-1}<c_{1} \varepsilon_{n}\left(1-\varepsilon_{n} c_{1}\right)^{-1}<2 c_{1} \varepsilon_{n} .
$$

Thus, for $c_{2}=2 c_{1}$,

$$
P\left\{\left|Y_{n}^{-1}-1\right|>c_{2} \varepsilon_{n}\right\} \leq P\left\{\left|Y_{n}-1\right|>\frac{1}{2} c_{2} \varepsilon_{n}\right\}=0\left(\delta_{n}\right) .
$$

Now, $c_{2}(>0)$ can be chosen arbitrarily since $c_{1}$ is arbitrary ( $>0$ ).

Remark 1.1: The Lemma 1.4 is easily generalized to the following: If $P\left\{\left|Y_{n}-\theta\right|>c_{1} \varepsilon_{n}\right\}=O\left(\delta_{n}\right)$ holds for a constant $\theta \neq 0$, then $P\left\{\left|Y_{n}^{-1}-\theta^{-1}\right|>\right.$ $\left.c_{2} \varepsilon_{n}\right\}=O\left(\delta_{n}\right)$ holds under the conditions of Lemma 1.4.

## CHAPTER II

A GENERAL STOPPING TIME AND ITS ASYMPTOTIC PROPERTIES

### 2.1 Definition of $\mathrm{N}_{v}$

Assume the following:
$\left\{U_{n}, n \geq r\right\}$ is a sequence of $U$-statistics and $U_{n} \geq 0$ w.p. 1 ;
$\mathrm{E}\left\{\mathrm{U}_{\mathrm{n}}\right\}=\theta<\infty$ and $\mathrm{E}\left\{\phi^{2}\right\}<\infty$;
$\alpha(>0), \gamma(>0), \delta(>0)$ and $t(\geq 0)$ are all constants;
$\left\{\psi_{\nu}, \nu=1,2, \ldots\right\}$ is a sequence of nondecreasing real numbers $(>0)$
where $\psi_{\nu} \rightarrow \infty$ as $\nu \rightarrow \infty$.
Now, we define our stopping time as

$$
\begin{equation*}
N_{v}=\inf \left\{n \geq n_{o} ;(n+t)^{\delta} \geq \psi_{v}\left(U_{n}^{\alpha}+n^{-\gamma}\right)\right\} \tag{2.1}
\end{equation*}
$$

$v=1,2, \ldots ; n_{o}(\geq r)$ is an integer and can be thought of as the starting sample size.
2.2 Some Important Convergence Results for $N_{v}$

Some of the important convergence results are stated in the next four lemmas. The following lemma easily follows from the definition of $N_{\nu}$ in (2.1).

Lemma 2.1: For the stopping time $N_{v}$ defined in (2.1), we have

$$
\begin{aligned}
& \mathrm{P}\left\{\mathrm{~N}_{v}<\infty\right\}=1 \text { for } v=1,2, \ldots ; \\
& \mathrm{N}_{v_{1}} \leq \mathrm{N}_{v_{2}} \text { w.p. } 1 \text { if } v_{1} \leq v_{2} \\
& \mathrm{~N}_{v} \rightarrow \infty \text { w.p. } 1 \text { as } v \rightarrow \infty
\end{aligned}
$$

Proof: From the definition (2.1) of $N_{v}$, we get

$$
\begin{aligned}
P\left\{N_{\nu}=\infty\right\} & =\lim _{n \rightarrow \infty} P\left\{N_{\nu}>n\right\} \\
& \leq \lim _{n \rightarrow \infty} P\left\{\left((n+t)^{\delta} \psi_{\nu}^{-1}-n^{-\gamma}\right)^{\frac{1}{\alpha}}<U_{n}\right\} \\
& =0
\end{aligned}
$$

since $\left((n+t)^{\delta} \psi_{\nu}^{-1}-n^{-\gamma}\right)^{\frac{1}{\alpha}} \rightarrow \infty$ and $U_{n} \xrightarrow{P} \theta$ as $n \rightarrow \infty$. This proves the first part of the lemma. Next, for the second part of the lemma, $\nu_{1} \leq \nu_{2}$ implies that $\psi_{\nu_{1}}\left(U_{n}^{\alpha}+n^{-\gamma}\right) \leq \psi_{\nu_{2}}\left(U_{n}^{\alpha}+n^{-\gamma}\right)$. Now $N_{\nu_{2}}$ is one integer $\geq n_{o}$ such that $(n+t)^{\delta} \geq \psi_{\nu_{1}}\left(U_{n}^{\alpha}+n^{-\gamma}\right) . \quad N_{\nu_{1}}$ is the infimum of all such integers, which gives $N_{v_{1}} \leq N_{\nu_{2}}$ w.p. 1. For the last part of the lemma, we will prove the almost sure convergence of $N_{\nu}$ by showing that $\lim _{\nu_{1} \rightarrow \infty} P\left\{\operatorname{Sup}_{\nu \leq \nu_{1}} N_{\nu} \leq\right.$ $k\}=0$ for all $k>0$. Utilizing the increasing property of $N_{v}$ and the definition (2.1), we can conclude the following:

$$
\begin{aligned}
& \lim _{\nu_{1} \rightarrow \infty} P\left\{\operatorname{Sup}_{\nu \leq v_{1}} N_{v} \leq k\right\} \\
& =\lim _{v_{1} \rightarrow \infty} P\left\{N_{v_{1}} \leq k\right\} \\
& =\sum_{i=n_{0}}^{[k]} \lim _{v_{1} \rightarrow \infty} P\left\{N_{v_{1}}=i\right\} \\
& \leq \sum_{i=n_{0}}^{[k]} \lim _{v_{1} \rightarrow \infty} P\left\{(i+t)^{\delta} \geq \psi_{v_{1}}\left(U_{i}^{\alpha}+i^{-\gamma}\right)\right\}
\end{aligned}
$$

$$
=0 .
$$

The following explains the last step: There exists an integer $\nu^{\prime}(k)$ such that $\psi_{\nu_{1}}>(k+t){ }^{\delta} k^{\gamma}$ for all $\nu_{1}>\nu^{\prime}(k)$. Then, $(i+t)^{\delta}<\psi_{\nu_{1}} i^{-\gamma}$ for all $v_{1}>v^{\prime}(k), i=n_{0}, \ldots, k$. Since $U_{i} \geq 0$ w.p. 1 , this implies $(i+t)^{\delta}<$ $\psi_{\nu_{1}}\left(U_{i}^{\alpha}+i^{-\gamma}\right)$ for all $v_{1}>v^{\prime}(k), i=n_{0}, \ldots, k$ and this gives the last equality

Lemma 2.2: For the stopping time $N_{v}$ defined in (2.1), we have

$$
\begin{aligned}
& \mathrm{U}_{\mathrm{N}_{v}} \rightarrow \theta \quad \text { w.p. } 1 \text { as } \quad v \rightarrow \infty ; \\
& \mathrm{U}_{\mathrm{N}_{v}-1} \rightarrow \theta \quad \text { w.p. } 1 \text { as } \quad v \rightarrow \infty .
\end{aligned}
$$

Proof: Let a subset of the sample space be defined as $A=\left\{\lim _{n \rightarrow \infty} U_{n}=\theta\right.$, $N_{v}$ is non-decreasing in $\left.v, \lim _{v \rightarrow \infty} N_{v}=\infty\right\}$. Consider an element $w \in A$. For this $w$, the following arguments will hold: For all $\varepsilon>0$, there exists an integer $n^{\prime}(\varepsilon)>0$ such that $\left|U_{n}-\theta\right|<\varepsilon$ for all $n>n^{\prime}(\varepsilon)$. Also there exists a $\nu^{\prime}(\varepsilon)>0$ such that $P\left\{N_{\nu} \leq n^{\prime}(\varepsilon)\right\}=0$ for all $\nu>\nu^{\prime}(\varepsilon)$. That is, $\left|U_{N_{v}}-\theta\right|<\varepsilon$ for all $\nu>v^{\prime}(\varepsilon)$ which shows that $\lim _{v \rightarrow \infty} U_{N_{v}}=\theta$ for the fixed w. Since $w$ was chosen arbitrarily in $A, \lim _{v \rightarrow \infty} U_{N_{v}}=\theta$ for all $w \in A$. Hoeffding (1961) showed that $U_{n} \rightarrow \theta$ w.p. 1 , which together with Lemma 2.1 prove that $P\{A\}=1$. This concludes the proof of the first part of the lemma. The second part follows by the same type of arguments.

Lemma 2.3: For the stopping time $N_{v}$ defined in (2.1), we have

$$
N_{v} /\left(\psi_{v}^{1 / \delta} \theta^{\alpha / \delta}\right) \rightarrow 1 \text { w.p. } 1 \text { as } v \rightarrow \infty .
$$

Proof: From the stopping time (2.1) we obtain the basic inequality,
namely,

$$
\begin{align*}
\psi_{v}^{1 / \delta}\left(U_{N_{v}}^{\alpha}+N_{v}^{-\gamma}\right)^{1 / \delta}-t \leq N_{v} \leq & \psi_{v}^{1 / \delta}\left(U_{N_{v}-1}^{\alpha}+\left(N_{v}-1\right)^{-\gamma}\right)^{1 / \delta}+ \\
& \left(n_{0}+t-1\right) . \tag{2.2}
\end{align*}
$$

Now, dividing all over by $\psi_{\nu}^{1 / \delta} \theta^{\alpha / \delta}$ and applying Lemmas 2.1 and 2.2, we can complete the proof of Lemma 2.3.

Lemma 2.4: Consider the stopping time $N_{\nu}$ defined in (2.1). If
$E\left\{|\phi|^{2 \xi}\right\}<\infty$ for some $\xi>m \geq 1$, then we have
$\lim _{\nu \rightarrow \infty} \operatorname{E}\left\{\left(N_{\nu} /\left(\psi_{\nu}^{1 / \delta} \theta^{\alpha / \delta}\right)\right)^{m}\right\}=1$.
A proof of this lemma is given in section 4.1.

### 2.3 Asymptotic Distribution of the Stopping Time $N_{v}$

In this section, our main tool will be a slight generalization of a result in Ghosh and Mukhopadhyay (1975), stated as our Theorem 2.1. Theorem 2.2 and Corollary 2.1 are both used to show that our stopping time $N_{V}$ satisfies the assumptions of Theorem 2.1. An application of Theorem 2.1 then gives us our main result of this section which is stated as Theorem 2.3.

Theorem 2.1: Consider a sequence $\left\{N_{v}^{*}\right\}$ of positive integer valued random variables defined by $N_{v}^{*}=\inf \left\{n \geq n_{0} ; n \geq b_{v} T_{n}-t\right\}$ where $n_{0} \geq 1,\left\{b_{v}\right\}$ is a sequence of positive real numbers tending to infinity as $\nu \rightarrow \infty,\left\{T_{n} ; n \geq n_{0}\right\}$ is a sequence of statistics such that $P\left\{T_{n}>0\right\}=1$ for all $n \geq n_{0}$, and $t \in(-\infty, \infty)$ is a constant. Now, if for all $x \in(-\infty, \infty)$,
$\lim _{v \rightarrow \infty} P\left\{N_{v}^{* \frac{1}{2}}\left(T_{N_{V}^{*}}-c\right) \leq d x\right\}=\Phi(x)$, and
$\lim _{v \rightarrow \infty} P\left\{N_{v}^{* \frac{1}{2}}\left(T_{N_{V}^{*}-1}-c\right) \leq d x\right\}=\Phi(x)$
for some constants $c(>0)$ and $d(>0)$, then we have
$\lim _{v \rightarrow \infty} P\left\{c^{\frac{1}{2}}\left(N_{v}^{*}-c b_{v}\right) \leq x d b_{v}^{\frac{1}{2}}\right\}=\Phi(x)$ for all $x \in(-\infty, \infty)$.

If we use $t=0$ in the definition of $N_{v}^{*}$, then we end up with the situation as in Ghosh and Mukhopadhyay (1975). The proof for the case $t \neq 0$ can be given along the same lines as in Ghosh and Mukhopadhyay (1975).

The following theorem is a slightly modified version of a theorem stated in Rao (1973), and this can be proved in a similar way.

Theorem 2.2: Let $\left\{Y_{n}\right\}$ be a sequence of positive random variables such that $Y_{n}^{-1} \xrightarrow{P} 0$. Let $g(\cdot)$ be a real valued function defined on $(-\infty, \infty)$ and assume $g^{\prime}(\cdot)$ exists. Let $\left\{T_{n}\right\}$ be a sequence of random variables, and $\sigma(>0)$ and $c \in(-\infty, \infty)$ be constants. Now if $Y_{n}\left(T_{n}-c\right) \xrightarrow{L} N\left(0, \sigma^{2}\right)$ as $n \rightarrow \infty$, then we have

$$
Y_{n}\left(g\left(T_{n}\right)-g(c)\right) \xrightarrow{L} N\left(0,\left(\sigma g^{\prime}(c)\right)^{2}\right) \text { as } n \rightarrow \infty \text {, if } g^{\prime}(c) \neq 0 \text {. }
$$

In Rao (1973) this result is given for $Y_{n}=n^{\frac{1}{2}}$. We have stated and proved a version giving the rate of convergence in our Theorem 2.5.

Corollary 2.1: Let $N_{v}$ be as in (2.1) and $g(\cdot)$ be as in Theorem 2.2. Now if $N_{v}^{\frac{1}{2}}\left(T_{N}-c\right) \xrightarrow{L} N\left(0, \sigma^{2}\right)$ as $v \rightarrow \infty$, then we have

$$
N_{v}^{\frac{1}{2}}\left(g\left(T_{N_{\nu}}\right)-g(c)\right) \xrightarrow{L} N\left(0,\left(\sigma g^{\prime}(c)\right)^{2}\right) \text { as } \nu \rightarrow \infty \text {. }
$$

Proof: The result follows immediately, recalling the properties of $N_{v}$
given in Lemma 2.1 .

Theorem 2.3: Assume $\gamma>\frac{1}{2}$ in the definition of $N_{\nu}$ given in (2.1). Then we have

$$
\left(c / b_{v}\right)^{\frac{1}{2}}\left(N_{v}-c b_{v}\right) \xrightarrow{L} N\left(0, d^{2}\right),
$$

as $\nu \rightarrow \infty$, where $c=\theta^{\alpha / \delta}, b_{\nu}=\psi_{\nu}^{1 / \delta}$ and $d=r \xi_{1}^{\frac{1}{2}} \alpha \delta^{-1} \theta^{\alpha / \delta-1}$.

Proof: Our stopping time (2.1) can be written as $N_{v}=\inf \left\{n \geq n_{0} ; n \geq\right.$ $\left.\psi_{v}^{1 / \delta}\left(U_{n}^{\alpha}+n^{-\gamma}\right)^{1 / \delta}-t\right\}$, which shows that $N_{v}$ is of the form considered in Theorem 2.1 with $T_{n}=\left(U_{n}^{\alpha}+n^{-\gamma}\right)^{1 / \delta}, b_{v}=\psi_{\nu}^{1 / \delta}$. We will show that the assumptions in Theorem 2.1 are satisfied by this $N_{\nu}$. From Corollary 1.1 we get $\left\{N_{\nu}^{\frac{1}{2}}\left(U_{N_{\nu}}-\theta\right) /\left(r \xi_{1}^{\frac{1}{2}}\right)\right\} \xrightarrow{L} N(0,1)$ as $\nu \rightarrow \infty$, and thus by Corollary 2.1 we obtain

$$
\begin{aligned}
& \left\{N_{v}^{\frac{1}{2}}\left(U_{N}^{\alpha}-\theta^{\alpha}\right) /\left(r \xi_{1}^{\frac{1}{2}} \alpha \theta^{\alpha-1}\right)\right\} \xrightarrow{L} N(0,1) \text { as } v \rightarrow \infty \text {. Furthermore, } \\
& \left\{N_{v}^{\frac{1}{2}}\left(U_{N}^{\alpha}+N_{v}^{-\gamma}-\theta^{\alpha}\right) /\left(r \xi_{1}^{\frac{1}{2}} \alpha \theta^{\alpha-1}\right)\right\} \xrightarrow{L} N(0,1) \text { as } v \rightarrow \infty \text {, since } \\
& \left\{N_{v}^{-\gamma} N_{v}^{\frac{1}{2}} /\left(r \xi^{\frac{1}{2}} \alpha \theta^{\alpha-1}\right)\right\} \xrightarrow{P} 0 \text { as } v \rightarrow \infty \text { for } \gamma>\frac{1}{2} .
\end{aligned}
$$

Applying the Corollary 1.1 once more, we now obtain

$$
\left\{N_{v}^{\frac{1}{2}}\left(\left(U_{N_{v}}^{\alpha}+N_{v}^{-\gamma}\right)^{1 / \delta}-\theta^{\alpha / \delta}\right) /\left(r \xi_{1}^{\frac{1}{2}} \alpha \theta^{\alpha-1} \delta^{-1} \theta^{\alpha(1 / \delta-1)}\right)\right\} \xrightarrow{L} N(0,1) \text {, as }
$$

$v \rightarrow \infty$, which actually translates to $\left\{N_{v}^{\frac{1}{2}}\left(T_{N_{v}}-c\right) / d\right\} \xrightarrow{L} N(0,1)$ as $v \rightarrow \infty$. Now, $\left\{\left(N_{\nu}-1\right) /\left(\psi_{\nu}^{1 / \delta} \theta^{\alpha / \delta}\right)\right\} \xrightarrow{P} 1$ as $\nu \rightarrow \infty$, and using the same type of arguments, we conclude that

$$
\begin{aligned}
& \left\{\left(N_{\nu}-1\right)^{\frac{1}{2}}\left(T_{N_{\nu}}-1-c\right) / d\right\} \xrightarrow{L} N(0,1) \text { as } \nu \rightarrow \infty \text {. Then we also get } \\
& \left\{N_{\nu}^{\frac{1}{2}}\left(T_{N_{\nu}}-1-c\right) / d\right\} \xrightarrow{L} N(0,1) \text { as } \nu \rightarrow \infty \text {, since }
\end{aligned}
$$

$$
\left\{\mathrm{N}_{v} /\left(\mathrm{N}_{v}-1\right)\right\}^{\frac{1}{2}} \xrightarrow{\mathrm{P}} 1 \text { as } \nu \rightarrow \infty
$$

Now, Theorem 2.1 can be applied to conclude the desired result.

### 2.4 Rates of Convergences for the <br> Stopping Time $\mathrm{N}_{v}$

The structure of this section will be the same as it was in Section 2.3. We first state a theorem that will serve as our main tool (Theorem 2.4). This gives the corresponding rate of convergence results for

Theorem 2.1 and it is a slight generalization of a result of Ghosh (1980). Theorem 2.5 gives us the rate of convergence for Theorem 2.2. The next four theorems and the corollary give us more insight about $N_{V}$. The main purpose of having these results, however, is that they enable us to show in the end that our stopping time $N_{v}$ satisfies the assumptions of Theorem 2.4. This in turn gives us Theorem 2.9 which is the main result of this section.

Theorem 2.4: Let $N_{v}^{*}, b_{v}$ and $T_{n}$ be defined as in Theorem 2.1 and 1et $\left\{\varepsilon_{\nu}\right\}$ be $\underline{a}$ sequence of positive real numbers such that $\varepsilon_{v} \geq b_{v}^{-1}$. Now, if

$$
\begin{aligned}
& P\left\{\left|N_{v}^{*}\left(c b_{v}\right)^{-1}-1\right|>\varepsilon_{v}\right\}=0\left(\varepsilon_{v}^{\frac{1}{2}}\right), \\
& \sup _{x}\left|P\left\{N_{v}^{* 1 / 2}\left(T_{N_{N}}-c\right) \leq d x\right\}-\Phi(x)\right|=0\left(\varepsilon_{v}^{\frac{1}{2}}\right), \text { and } \\
& \sup _{X}\left|P\left\{N_{v}^{* 1 / 2}\left(T_{N_{V}^{*}-1}-c\right) \leq d x\right\}-\Phi(x)\right|=0\left(\varepsilon_{v}^{\frac{1}{2}}\right),
\end{aligned}
$$

for some constants $c(>0)$ and $d(>0)$, then we have

$$
\sup _{x}\left|P\left\{c^{\frac{1}{2}}\left(N_{v}^{*}-c b_{v}\right) \leq x d b_{v}^{\frac{1}{2}}\right\}-\Phi(x)\right|=0\left(\varepsilon_{v}^{\frac{1}{2}}\right)
$$

This slight generalization does not call for any special difficulty in
the proof, and thus the proof can follow the same lines as in Ghosh (1980). We omit any further details on this.

In the next theorem we will consider a real-valued function $g(\cdot)$ having the following properties:
(i) $g(\cdot)$ is defined on ( $\mathrm{a}, \mathrm{b}$ ), $-\infty \leq \mathrm{a}<\mathrm{b} \leq \infty$,
(ii) $g(\cdot)$ is continuous,
(iii) $g^{\prime}(c) \neq 0$ for some $c \in(a, b)$,
(iv) $g^{\prime \prime}(\cdot)$ exists and is bounded in a neighborhood around $c$.

Theorem 2.5: Assume that a function $g(\cdot)$ has all the properties (i) (iv) for an interval ( $a, b$ ) and a constant $c \in(a, b)$. Let $\left\{Y_{n}\right\}$ be a sequence of positive random variables and let $\left\{\varepsilon_{n}\right\}$ be a sequence of decreasing positive real numbers. Furthermore, let $\left\{T_{n}\right\}$ be a sequence of random variables taking on values in ( $a, b$ ). Now, if

$$
\begin{aligned}
& \sup _{x}\left|P\left\{Y_{n}\left(T_{n}-c\right) \leq \sigma x\right\}-\Phi(x)\right|=0\left(\varepsilon_{n}\right) \text {, for some } \sigma>0 \text {, and } \\
& P\left\{Y_{n}\left(T_{n}-c\right)^{2}>k \varepsilon_{n}\right\}=0\left(\varepsilon_{n}\right),
\end{aligned}
$$

for every $k>0$, then we have

$$
\sup _{x}\left|P\left\{Y_{n}\left(g\left(T_{n}\right)-g(c)\right) \leq x \sigma g^{\prime}(c)\right\}-\Phi(x)\right|=0\left(\varepsilon_{n}\right) .
$$

Proof: Let $R_{n}(y, c)$ be defined through

$$
g(y)-g(c)=(y-c)\left(g^{\prime}(c)+R_{n}(y, c)\right) \text { for } y \neq c \text {, and }
$$

$R_{n}(c, c)=0$. Then, we can write the following:

$$
\begin{equation*}
\frac{Y_{n}\left(g\left(T_{n}\right)-g(c)\right)}{\sigma g^{\prime}(c)}=\frac{Y_{n}\left(T_{n}-c\right)}{\sigma}+Y_{n}\left(T_{n}-c\right) R_{n}\left(T_{n}, c\right) . \tag{2.3}
\end{equation*}
$$

Using Taylor's expansion and the property (iv), one can see that there exists $\delta>0$ such that for all $\mathrm{y} \in[\mathrm{c}-\delta, \mathrm{c}+\delta]$, we can write

$$
\left|R_{n}(y, c)\right|=\left|\frac{1}{2} g^{\prime \prime}(z)(y-c)\right| \leq k|y-c|
$$

for some $k>0$ and $z$ lying between $y$ and $c$. Now, we obtain

$$
\begin{aligned}
& P\left\{\left|Y_{n}\left(T_{n}-c\right) R_{n}\left(T_{n}, c\right)\right|>\varepsilon_{n}\right\} \\
& \leq P\left\{Y_{n}\left(T_{n}-c\right)^{2} k>\varepsilon_{n},\left|T_{n}-c\right|<\delta\right\} \\
& \quad+P\left\{\left|Y_{n}\left(T_{n}-c\right) R_{n}\left(T_{n}, c\right)\right|>\varepsilon_{n},\left|T_{n}-c\right| \geq \delta\right\}, \\
& \leq P\left\{Y_{n}\left(T_{n}-c\right)^{2}>k^{-1} \varepsilon_{n}\right\}+P\left\{\left|T_{n}-c\right| \geq \delta\right\} .
\end{aligned}
$$

Also,

$$
\begin{aligned}
& P\left\{\left|T_{n}-c\right| \geq \delta\right\}=P\left\{Y_{n}\left(T_{n}-c\right)^{2} \geq \delta\left|Y_{n}\left(T_{n}-c\right)\right|\right\} \\
& \leq P\left\{Y_{n}\left(T_{n}-c\right)^{2} \geq \delta \sigma \varepsilon_{n},\left|Y_{n}\left(T_{n}-c\right)\right| \geq \varepsilon_{n} \sigma\right\} \\
& \quad+P\left\{\left|Y_{n}\left(T_{n}-c\right)\right|<\varepsilon_{n} \sigma\right\} \\
& =O\left(\varepsilon_{n}\right)+P\left\{\left|Y_{n}\left(T_{n}-c\right)\right|<\varepsilon_{n} \sigma\right\} .
\end{aligned}
$$

Again, we have

$$
\begin{aligned}
& P\left\{\left|Y_{n}\left(T_{n}-c\right)\right|<\varepsilon_{n} \sigma\right\} \\
& =P\left\{Y_{n}\left(T_{n}-c\right)<\varepsilon_{n} \sigma\right\}-P\left\{Y_{n}\left(T_{n}-c\right)<-\varepsilon_{n} \sigma\right\} \\
& \leq\left|P\left\{Y_{n}\left(T_{n}-c\right)<\varepsilon_{n} \sigma\right\}-\Phi\left(\varepsilon_{n}\right)\right|
\end{aligned}
$$

$$
\begin{aligned}
& +\left|P\left\{Y_{n}\left(T_{n}-c\right)<-\varepsilon_{n} \sigma\right\}-\Phi\left(-\varepsilon_{n}\right)\right|+\left|\Phi\left(\varepsilon_{n}\right)-\Phi\left(-\varepsilon_{n}\right)\right| \\
= & 0\left(\varepsilon_{n}\right) .
\end{aligned}
$$

Hence, Theorem 2.5 now follows by an application of Lemma 1.3 and Equation (2.3).

Theorem 2.6: Consider the stopping time $N_{\nu}$ defined in (2.1) and let $\gamma \geq \frac{1}{2}$. Also let $\lambda \in\left(0, \frac{1}{2}\right)$. Now if $E\left\{|\phi|^{2 \xi}\right\}<\infty$ for $\xi \geq \max \{(5-2 \lambda) / 8 \lambda$, $1+(\delta+\gamma)(1-2 \lambda) / 4 \delta\}$, then we have

$$
P\left\{\left|N_{\nu} n_{v}^{-1}-1\right|>c \psi_{v}^{-\left(\frac{1}{2}-\lambda\right) / \delta}\right\}=0\left(\psi_{\nu}^{-\left(\frac{1}{2}-\lambda\right) / 2 \delta}\right),
$$

for arbitrary $\mathrm{c}(>0)$ and $n_{\nu}=\psi_{\nu}^{1 / \delta} \delta^{\alpha / \delta}$.

The proof of this theorem is given in Section 4.2. The following corollary is an immediate consequence of Theorem 2.6 and Lemma 1.4.

Corollary 2.2: Consider the situation of Theorem 2.6. Then we have,

$$
\mathrm{P}\left\{\left|\mathrm{n}_{V} N_{V}^{-1}-1\right|>\mathrm{c} \psi_{V}^{-\left(\frac{1}{2}-\lambda\right) / \delta}\right\}=0\left(\psi_{V}^{-\left(\frac{1}{2}-\lambda\right) / 2 \delta}\right),
$$

for arbitrary c (>0).

The following theorem is due to Ghosh and DasGupta (1980). We state this result here for completeness.

Theorem 2.7: Let $\left\{\varepsilon_{\nu}\right\}$ be a sequence of positive real numbers and $\tau(>0)$ be a constant. Consider a sequence $\left\{N_{v}^{*}\right\}$ of positive integer valued random variables such that

$$
P\left\{\left|N_{\nu}^{*}(\tau \nu)^{-1}-1\right|>\varepsilon_{\nu}\right\}=0\left(\varepsilon_{\nu}^{\frac{1}{2}}\right) \text {. Now if } E\left\{|\phi|^{2 \xi}\right\}<\infty \underline{\text { for }}
$$

$\xi \geq 2,1>\varepsilon_{\nu}>\nu^{-2 \xi /(2 \xi+1)}$, then we have

$$
\begin{aligned}
& \sup _{x}\left|P\left\{(\tau v)^{\frac{1}{2}}\left(U_{N_{V}^{*}}-\theta\right) \leq x r \xi_{1}^{\frac{1}{2}}\right\}-\Phi(x)\right|=0\left(\varepsilon_{v}^{\frac{1}{2}}\right) \text {, and } \\
& \sup _{x}\left|P\left\{N^{* \frac{1}{2}}\left(U_{N_{v}^{*}}-\theta\right) \leq x r \xi_{1}^{\frac{1}{2}}\right\}-\Phi(x)\right|=0\left(\varepsilon_{v}^{\frac{1}{2}}\right) .
\end{aligned}
$$

The next theorem is a slight modification of this result in our context.

Theorem 2.8: Let $N_{v}$ be the stopping time defined in (2.1) for $\gamma \geq \frac{1}{2}$. Let $\lambda \in\left(0, \frac{1}{2}\right)$. Now if $E\left\{|\phi|^{2 \xi}\right\}<\infty$ for $\xi \geq \max \{(5-2 \lambda) / 8 \lambda, 1+(\delta+\gamma)(1-2 \lambda) / 4 \delta$, $2\}$, then we have

$$
\begin{align*}
& \sup _{x}\left|P\left\{n_{v}^{\frac{1}{2}}\left(U_{N_{V}}-\theta\right) \leq x r \xi_{1}^{\frac{1}{2}}\right\}-\Phi(x)\right|=0\left(\psi_{\nu}^{-\left(\frac{1}{2}-\lambda\right) / 2 \delta}\right),  \tag{2.4}\\
& \sup _{\mathrm{x}}\left|\mathrm{P}\left\{\mathrm{~N}_{\nu}^{\frac{1}{2}}\left(\mathrm{U}_{N_{\nu}}-\theta\right) \leq \operatorname{xr} \xi_{1}^{\frac{1}{2}}\right\}-\Phi(\mathrm{x})\right|=0\left(\psi_{\nu}^{-\left(\frac{1}{2}-\lambda\right) / 2 \delta}\right),  \tag{2.5}\\
& \sup _{\mathrm{X}}\left|\mathrm{P}\left\{\left(N_{\nu}-1\right)^{\frac{1}{2}}\left(U_{N_{\nu}}-1-\theta\right) \leq \operatorname{xr} \xi_{1}^{\frac{1}{2}}\right\}-\Phi(\mathrm{x})\right|=0\left(\psi_{\nu}^{-\left(\frac{1}{2}-\lambda\right) / 2 \delta}\right), \ldots  \tag{2.6}\\
& \sup _{\mathrm{x}}\left|\mathrm{P}\left\{\mathrm{~N}_{\nu}^{\frac{1}{2}}\left(\mathrm{U}_{\mathrm{N}_{\nu}-1}-\theta\right) \leq \mathrm{xr} \xi_{1}^{\frac{1}{2}}\right\}-\Phi(\mathrm{x})\right|=0\left(\psi_{\nu}^{-\left(\frac{1}{2}-\lambda\right) / 2 \delta}\right), \tag{2.7}
\end{align*}
$$

where $n_{v}=\psi_{v}^{1 / \delta_{\theta} \alpha / \delta}$.

A proof of this theorem is given in Section 4.3.

Remark 2.1: In Theorem 2.7, no formal relationship between $N_{\nu}^{*}$ and $U_{n}$ is really needed. This is also the case for Theorem 2.8. That is, the Theorems 2.7 and 2.8 remain true for $U_{n}$ not necessarily being the same U-statistic as the one occurring in the definition of $N_{v}$. We will utilize this fact in Chapter III.

Now, the results given in this section so far enable us to apply Theorem 2.4 for our stopping time in (2.1). So, in the sequel we in fact show that under certain conditions, $N_{v}$ satisfies the assumptions of Theorem 2.4. The final result is given in the following theorem which is our main finding in this section.

Theorem 2.9: Consider $N_{\nu}$ as defined in (2.1), and assume that $\gamma \geq \frac{3}{4}$. Let $\lambda \in\left(0, \frac{1}{2}\right)$. If $E\left\{|\phi|^{2 \xi}\right\}<\infty$ for
$\xi \geq \max \{(5-2 \lambda) /(1+2 \lambda),(5-2 \lambda) / 8 \lambda, 1+(\delta+\gamma)(1-2 \lambda) / 4 \delta\}$, then

$$
\sup _{x}\left|P\left\{c^{\frac{1}{2}}\left(N_{v}-c b_{v}\right) \leq x d b_{v}^{\frac{1}{2}}\right\}-\Phi(x)\right|=0\left(\psi_{v}^{-\left(\frac{1}{2}-\lambda\right) / 2 \delta}\right),
$$

where $c=\theta^{\alpha / \delta}, b_{\nu}=\psi_{\nu}^{1 / \delta}$ and $d=r \xi_{1}^{\frac{1}{2}} \alpha \delta^{-1} \theta^{\alpha / \delta-1}$.

Proof: As in the proof of Theorem 2.3, the stopping time $N_{v}$ from (2.1) can be defined by

$$
N_{v}=\inf \left\{n \geq n_{0} ; n \geq b_{v} T_{n}-t\right\}
$$

where $b_{v}=\psi_{\nu}^{1 / \delta}$ and $T_{n}=\left(U_{n}^{\alpha}+n^{-\gamma}\right)^{1 / \delta}$. Let $\varepsilon_{\nu}=\psi_{\nu}^{-\left(\frac{1}{2}-\lambda\right) / \delta}$. First we show that

$$
\begin{equation*}
\sup _{x}\left|P\left\{N_{v}^{\frac{1}{2}}\left(U_{N_{v}}^{\alpha}-\theta^{\alpha}\right) \leq x r \xi_{1}^{\frac{1}{2}} \alpha \theta^{\alpha-1}\right\}-\Phi(x)\right|=0\left(\varepsilon_{v}^{\frac{1}{2}}\right) \tag{2.8}
\end{equation*}
$$

From Theorem 2.6, we have

$$
\begin{equation*}
P\left\{N_{v} \leq n_{v}(1-n)\right\}=0\left(\varepsilon_{v}^{\frac{1}{2}}\right), \tag{2.9}
\end{equation*}
$$

where $n_{\nu}=\psi_{\nu}^{1 / \delta_{\theta} \alpha / \delta}, 0<n<1$. Let $a=\left[n_{\nu}(1-\eta)\right]+1$, where $[x]$ is the largest integer smaller than $x$. For brevity, we will write $k$ for a generic positive constant independent of $\nu$. Then, we can write

$$
\begin{align*}
& P\left\{N_{V}^{\frac{1}{2}}\left(U_{N_{V}}-\theta\right)^{2}>k \varepsilon_{\nu}^{\frac{1}{2}}\right\} \\
& \leq \sum_{\mathrm{n}=\mathrm{a}}^{\infty} \mathrm{P}\left\{\mathrm{n}^{\frac{1}{2}}\left(\mathrm{U}_{\mathrm{n}}-\theta\right)^{2}>\mathrm{k} \varepsilon_{\nu}^{\frac{1}{2}}, N_{\nu}=\mathrm{n}\right\}+\mathrm{P}\left\{\mathrm{~N}_{\nu} \leq \mathrm{n}_{\nu}(1-n)\right\} \\
& \leq \sum_{n=a}^{\infty} P\left\{\left|U_{n}-\theta\right|>k\left(\varepsilon_{\nu} n^{-1}\right)^{\frac{1}{4}}\right\}+0\left(\varepsilon_{\nu}^{\frac{1}{2}}\right) \\
& \leq \sum_{n=a}^{\infty} k\left(n_{\nu} / \varepsilon_{\nu}\right)^{\xi / 2} n^{-\xi}+0\left(\varepsilon_{\nu}^{\frac{1}{2}}\right) \\
& \leq k \varepsilon_{\nu}^{-\xi / 2} a^{-(\xi / 2-1)} \\
& =k \psi_{\nu}^{\xi(1-2 \lambda) / 4} \psi_{\nu}^{-(\xi-2) / 2 \delta},  \tag{2.10}\\
& \text { if } \xi>2 \text {. This is of order } \varepsilon_{\nu}^{\frac{1}{2}} \text { if } \xi \geq(5-2 \lambda) /(1+2 \lambda) \text {. }
\end{align*}
$$

Theorem 2.5 now gives (2.8). Next, we have

$$
\begin{aligned}
& P\left\{N_{\nu}^{\frac{1}{2}} N_{\nu}^{-\gamma}>\varepsilon_{\nu}^{\frac{1}{2}} r \xi_{1}^{\frac{1}{2}} \alpha \theta^{\alpha-1}\right\} \\
& =P\left\{N_{\nu}<k \varepsilon_{\nu}^{1 /(1-2 \gamma)}\right\} \\
& =0\left(\varepsilon_{\nu}^{\frac{1}{2}}\right)
\end{aligned}
$$

if $\{(1-2 \lambda) /(4 \gamma-2)\}<1$, which follows from (2.9) since $k \varepsilon_{\nu}^{1 /(1-2 \gamma)}<$ $n_{\nu}(1-\eta)$ for "big enough" $v$ in this case. Lemma 1.3 now implies that $U_{N_{\nu}}^{\alpha}$ can be replaced by $\left(U_{N_{\nu}}^{\alpha}+N_{\nu}^{-\gamma}\right)$ in equation (2.8). Now,

$$
\begin{aligned}
& P\left\{N_{v}^{\frac{1}{2}}\left(U_{N_{v}}^{\alpha}+N_{v}^{-\gamma}-\theta^{\alpha}\right)^{2}<k \varepsilon_{\nu}^{\frac{1}{2}}\right\} \\
& =P\left\{\left|U_{N_{v}}^{\alpha}+N_{v}^{-\gamma}-\theta^{\alpha}\right|>k\left(\varepsilon_{\nu} / N_{v}\right)^{\frac{1}{4}}\right\}
\end{aligned}
$$

$$
\leq P\left\{\left|U_{N_{v}}^{\alpha}-\theta^{\alpha}\right|>k\left(\varepsilon_{\nu} / N_{v}\right)^{\frac{1}{4}}\right\}+P\left\{N_{v}^{-\gamma}>k\left(\varepsilon_{\nu} / N_{v}\right)^{\frac{1}{4}}\right\} .
$$

Note that

$$
\begin{aligned}
& P\left\{N_{\nu}^{-\gamma}>k\left(\varepsilon_{\nu} / N_{\nu}\right)^{\frac{1}{4}}\right\} \\
& =P\left\{N_{\nu}^{8 \gamma-2}<k \psi_{\nu}^{(1-2 \gamma) / \delta}\right\} \\
& =0\left(\varepsilon_{\nu}^{\frac{1}{2}}\right)
\end{aligned}
$$

for $8 \gamma-2 \geq 1$. This follows from (2.9) since $k \psi_{\nu}^{(1-2 \lambda) / \delta}<n_{v}(1-\eta)$ for "big enough" v. Next we have

$$
\begin{aligned}
& P\left\{\left|U_{N_{v}}^{\alpha}-\theta^{\alpha}\right|>k\left(\varepsilon_{\nu} / N_{v}\right)^{\frac{1}{4}}\right\} \\
& \leq \sum_{n=a}^{\infty} P\left\{\left|U_{n}^{\alpha}-\theta^{\alpha}\right|>k\left(\varepsilon_{\nu} / n\right)^{\frac{1}{4}}\right\}+P\left\{N_{v}<a\right\} \\
& =0\left(\varepsilon_{v}^{\frac{1}{2}}\right)
\end{aligned}
$$

if $\xi \geq(5-2 \lambda) /(1+2 \lambda)$. This follows from Corollary 1.2 and the same types of arguments used to obtain the bound for (2.10). From Theorem 2.5 it now follows that

$$
\begin{equation*}
\sup _{x}\left|P\left\{N_{v}^{\frac{1}{2}}\left(\left(U_{N_{v}}^{\alpha}+N_{v}^{-\gamma}\right)^{1 / \delta}-\theta^{\alpha / \delta}\right) \leq x d\right\}-\Phi(x)\right|=0\left(\varepsilon_{v}^{\frac{1}{2}}\right), \tag{2.11}
\end{equation*}
$$

where $\mathrm{d}=\mathrm{r} \xi_{1}^{\frac{1}{2}} \alpha \delta^{-1} \theta^{\alpha / \delta-1}$. Let $N_{v}^{*}=N_{v}-1$. Then

$$
\begin{aligned}
& P\left\{\left|\left(N_{v}^{*} / n_{v}\right)-1\right|>k \varepsilon_{\nu}\right\} \\
& \leq P\left\{\left|\left(N_{v} / n_{v}\right)-1\right|>k \varepsilon_{\nu}-n_{v}^{-1}\right\}
\end{aligned}
$$

$=0\left(\varepsilon_{\nu}^{\frac{1}{2}}\right)$,
since for any $\delta>0, \mathrm{n}_{\nu}^{-1}<\delta \varepsilon_{\nu}$ for "big enough" $v$. Thus, (2.9) also holds for $N_{v}{ }_{v}$. So, (2.6) allows us to use the same kind of arguments which led to (2.11) with $N_{v}$ being replaced by $N_{v}^{*}$. Finally, Lemma 1.2 applied to this modified (2.11) and utilizing the fact that $P\left\{\left|N_{v}^{*} N_{\nu}^{-1}-1\right|>\varepsilon_{\nu}\right\}=$ $0\left(\varepsilon_{\nu}^{\frac{1}{2}}\right)$ will show that the last property needed to apply Theorem 2.4 indeed holds. This concludes the proof of Theorem 2.9.

Remark 2.2: The condition $\gamma \geq \frac{3}{4}$ is sufficient, but not necessary. It is enough for $\lambda$ and $\gamma$, in addition to having $\lambda \in\left(0, \frac{1}{2}\right)$, to satisfy the inequality given by $\gamma>(3-2 \lambda) / 4$.

## CHAPTER III

## RATES OF CONVERGENCE FOR THE COVERAGE PROBABILITY OF A FIXED-WIDTH CONFIDENCE INTERVAL <br> FOR THE MEAN OF A U-STATISTIC

### 3.1 Introduction

Let $\left\{V_{n}, n \geq s\right\}$ be a sequence of $U$-statistics with a symmetric kernel $g\left(X_{1}, \ldots, X_{s}\right)$ in $s$ arguments. Assume $E\left\{|g|^{2}\right\}<\infty$ and define

$$
g_{c}\left(x_{1}, \ldots, x_{c}\right)=E\left\{g\left(x_{1}, \ldots, x_{s}\right) \mid x_{1}=x_{1}, \ldots, x_{c}=x_{c}\right\}
$$

$c=1,2, \ldots, s$, and $\eta_{c}=\operatorname{Var}\left\{g_{c}\left(X_{1}, \ldots, X_{c}\right)\right\}$. Also let $\mu$ be defined by $\mu=E\left\{g\left(X_{1}, \ldots, X_{S}\right)\right\}$. Let $\left\{U_{n}, n \geq r\right\}$ be the $U$-statistics as defined and utilized in Sections 1 and 2. Given $d(>0)$ and $q \in(0,1)$, we would like to construct a confidence interval $I_{n}$ for $\mu$ such that the length of $I_{n}$ is $2 d$ and $P\left\{\mu \in I_{n}\right\} \approx 1-q$. Here we propose to consider the natural fixedwidth confidence interval $I_{n}=\left[V_{n}-d, V_{n}+d\right]$ for the parameter $\mu$. Now,

$$
\begin{aligned}
P\left\{\mu \in I_{n}\right\} & =P\left\{-d \leq V_{n}-\mu \leq d\right\} \\
& =P\left\{-n^{\frac{1}{2}} d \leq n^{\frac{1}{2}}\left(V_{n}-\mu\right) \leq n^{\frac{1}{2}} d\right\}
\end{aligned}
$$

From Hoeffding's (1948) result we know that $n^{\frac{1}{2}}\left(V_{n}-\mu\right)$ is asymptotically $N\left(0, s^{2} \eta_{1}\right)$ if $\eta_{1}>0$. Therefore, for large $n, P\left\{\mu \in I_{n}\right\} \approx 2 \Phi\left(n^{\frac{1}{2}} d / s \eta_{1}^{\frac{1}{2}}\right)-1$. If we require this expression to be at least $1-q$, we need to choose $n$ such that $\mathrm{n}^{\frac{1}{2}} \mathrm{~d} / \mathrm{s} \eta_{1}^{\frac{1}{2}} \geq \mathrm{a}$, where a is defined through the equation $\Phi(a)=$
$1-\frac{1}{2} q$. That is, we need

$$
\begin{equation*}
\mathrm{n} \geq(\mathrm{as} / \mathrm{d})^{2} n_{1} . \tag{3.1}
\end{equation*}
$$

The problem now arises because $\eta_{1}$ is not known in many of the usual applications.

### 3.2 A Sequential Procedure

Assume that $\eta_{1}$ can be estimated by a U-statistic $U_{n}$ in such a way that $\left(E\left\{U_{n}\right\}\right)^{\alpha}=k_{1}^{2} \eta_{1}, k_{1}(>0)$ being a known constant. Then, motivated by (3.1), we propose the following stopping time:

$$
\begin{equation*}
N_{d}=\inf \left\{n \geq n_{o} ; \operatorname{nd}^{2} k_{1}^{2} \geq s^{2} a^{2}\left(U_{n}^{\alpha}+n^{-\gamma}\right)\right\} \tag{3.2}
\end{equation*}
$$

where $n_{0}(\geq s)$ is the starting sample size. By considering an arbitrary positive sequence $\left\{d_{v}, \nu=1,2, \ldots\right\}$ tending to zero as $\nu \rightarrow \infty$, we recognize this stopping time (3.2) to have the same form as defined in (2.1). All our previous results will therefore be potentially applicable for this stopping time. We wish to use some of these properties to prove the following theorem.

Theorem 3.1: Consider $N_{d}$ defined by (3.2) and assume that $\gamma \geq \frac{1}{2}$. Let $\lambda \in\left(0, \frac{1}{2}\right)$. Now if $E\left\{|\phi|^{2 \xi}\right\}<\infty$ for $\xi \geq \max \{(5-2 \lambda) / 8 \lambda, 1+(1+2 \gamma)(1-2 \lambda) / 4\}$ and $E\left\{|g|^{4}\right\}<\infty$, then we have

$$
P\left\{\mu \in I_{N_{d}}\right\}=1-q+0\left(d^{\frac{1}{2}-\lambda}\right) .
$$

Proof: The proof will follow along the lines of Csenki's (1980) proof of his theorem. From Theorem 2.6, we obtain

$$
\begin{equation*}
P\left\{\left|\frac{N_{v} d_{\nu}^{2}}{s^{2} a^{2} \eta_{1}}-1\right|>d_{v}^{2\left(\frac{1}{2}-\lambda\right)}\right\}=0\left(d_{v}^{\frac{1}{2}-\lambda}\right), \tag{3.3}
\end{equation*}
$$

where $\left\{d_{\nu}\right\}$ is a sequence of positive real numbers such that $d_{\nu} \rightarrow 0$ as $\nu \rightarrow \infty$. Theorem 2.8 together with our Remark 2.1 now give

$$
\begin{equation*}
\sup _{x}\left|P\left\{N_{v}^{\frac{1}{2}}\left(V_{N_{v}}-\mu\right) \leq x s \eta_{1}^{\frac{1}{2}}\right\}-\Phi(x)\right|=0\left(d_{v}^{\frac{1}{2}-\lambda}\right) . \tag{3.4}
\end{equation*}
$$

From (3.3), we obtain

$$
P\left\{\left|\frac{N_{v}^{\frac{1}{2}} d_{v}}{\operatorname{san}_{1}^{\frac{1}{2}}}-1\right|>d_{v}^{\frac{1}{2}-\lambda}\right\}=0\left(d_{v}^{\frac{1}{2}-\lambda}\right),
$$

and now, Lemma 1.2 applied to (3.4) then gives

$$
\begin{equation*}
\sup _{x}\left|P\left\{V_{N_{v}}-\mu \leq d_{v} a^{-1} x\right\}-\Phi(x)\right|=0\left(d^{\frac{1}{2}-\lambda}\right) . \tag{3.5}
\end{equation*}
$$

Now, from (3.5) we get the following for the coverage probability:

$$
\begin{aligned}
& \left|P\left\{-d_{v} \leq V_{N_{v}}-\mu \leq d_{v}\right\}-(\Phi(a)-\Phi(-a))\right| \\
& =\left|P\left\{V_{N_{v}}-\mu \leq d_{v}\right\}-P\left\{V_{N_{v}}-\mu \leq-d_{v}\right\}-(\Phi(a)-\Phi(-a))\right| \\
& \leq\left|P\left\{V_{N_{v}}-\mu \leq-d_{v}\right\}-\Phi(-a)\right|+\left|P\left\{V_{N_{v}}-\mu \leq d_{v}\right\}-\Phi(a)\right| \\
& =0\left(d_{v}^{\frac{1}{2}-\lambda}\right) .
\end{aligned}
$$

Since this is true for any sequence $\left\{d_{\nu}\right\}$ where $d_{\nu} \rightarrow 0$ as $\nu \rightarrow \infty$, the Theorem 3.1 is now proved.

### 3.3 A Two-Stage Procedure

Motivated by (3.1), (3.2) and the results of Mukhopadhyay (1980, 1981), we propose the following two-stage procedure: For $0<\eta<2$, let
the starting sample size $m_{0}$ be defined by

$$
m_{0}=\max \left\{\left[(a / d)^{\eta}\right]+1, s\right\} .
$$

Then we define the two-stage sample size $M_{d}$ by

$$
\begin{equation*}
M_{d}=\max \left\{\left[\left(\frac{\mathrm{as}}{\mathrm{dk}_{1}}\right)^{2} \mathrm{U}_{\mathrm{m}_{\mathrm{o}}}^{\alpha}\right]+1, \mathrm{~m}_{\mathrm{o}}\right\}, \tag{3.6}
\end{equation*}
$$

where [ $x$ ] is the largest integer smaller than $x$. If $M_{d}=m_{o}$, we do not take any more samples in the second stage. However, if $M_{d}>m_{o}$, we sample the difference $M_{d}-m_{0}$ in the second stage. We construct the confidence interval $I_{M_{d}}$ for $\mu$. We now state the following properties for $M_{d}$.

Lemma 3.1: Consider the stopping time $M_{d}$ defined in (3.6). Assume that $E\left\{|\phi|^{2}\right\}<\infty$. Then, for $\eta_{1}>0$, we have
(a) $P\left\{M_{d}<\infty\right\}=1$,
(b) $M_{d} \rightarrow \infty$ w.p. 1 as $d \rightarrow 0$,
(c) $E\left\{\left(M_{d} / m_{d}\right)^{\delta}\right\} \rightarrow 1$ as $d \rightarrow 0$ if $E\left\{|\phi|^{2 \xi}\right\}<\infty$ for $\xi>\max \left\{\frac{\delta}{2}, \frac{1}{2}\right\}$, where $\mathrm{m}_{\mathrm{d}}=(\mathrm{as} / \mathrm{d})^{2} \eta_{1}$.

The proof of this lemma will follow along the same lines as for the equivalent results in the sequential case. We omit further details.

Now we will state two interesting results for a special case of the stopping time we have in (3.6). As examples of situations where these apply, we refer to our examples $5.1,5.2$ and 5.3 in Chapter V.

Lemma 3.2: Let $\alpha=1$ in the definition (3.6) of the stopping time $M_{d}$. If $E\left\{|\phi|^{2}\right\}<\infty$, then we have
(a) $E\left\{\frac{M_{d} d^{2}}{a^{2} s^{2} \eta_{1}}\right\}=1+0\left(d^{2}\right)$,
(b) $\frac{\operatorname{Var}\left\{\mathrm{M}_{\mathrm{d}}\right\}}{\left(\mathrm{as} / \mathrm{dk}_{1}\right)^{4} \operatorname{Var}\left\{\mathrm{U}_{\mathrm{m}_{0}}\right\}}=1+0\left(\mathrm{~d}^{2-n}\right)$,
where $k_{1}$ is defined by $E\left\{U_{m_{0}}\right\}=k_{1}^{2} \eta_{1}$, and $\eta$ appears in the definition of $m_{0}$ in (3.6).

This lemma is proved in Section 4.4.
Now we consider the coverage probability when $I_{M_{d}}$ is proposed as the confidence interval for $\mu$. In order to do this, we will need the following result for $M_{d}$.

Theorem 3.2: Consider $M_{d}$ as defined by (3.6). Assume that $E\left\{|\phi|^{2 \xi}\right\}<\infty$ for $\xi \geq(1-2 \lambda) /(2 \eta-4+8 \lambda)$, where $\lambda \in\left(\ell, \frac{1}{2}\right)$ for $\ell=(2-\eta) / 4$. Then

$$
P\left\{\left|\left(M_{d} / m_{d}\right)-1\right|>k d^{2\left(\frac{1}{2}-\lambda\right)}\right\}=0\left(d^{\frac{1}{2}-\lambda}\right),
$$

where $m_{d}=(a s / d)^{2} \eta_{1}$ and $k(>0)$ is arbitrary.

The proof of Theorem 3.2 is given in Section 4.4.
Finally, our main result for constructing the two-stage confidence interval procedure through $M_{d}$ is the following.

Theorem 3.3: Consider $M_{d}$ as defined by (3.6). Assume that $E\left\{\left.\phi\right|^{2 \xi}\right\}<\infty$ for $\xi \geq(1-2 \lambda) /(2 \eta-4+8 \lambda), E\left\{|g|^{4}\right\}<\infty$ and $\lambda \in\left(\ell, \frac{1}{2}\right)$ for $\ell=(2-\eta) / 4$.

Then we have

$$
P\left\{\mu \in I_{M_{d}}\right\}=1-q+0\left(d^{\frac{1}{2}-\lambda}\right)
$$

In view of Theorem 3.2, our Theorem 3.3 can be proved similarly as

Theorem 3.1.

Remark 3.1: If we compare this result about the rate of convergence of the coverage probability with the corresponding result for the sequential procedure (Theorem 3.1), we readily see that for the two-stage procedure, $\lambda$ is bounded below by a positive constant. This gives us a slower rate of convergence for the two-stage procedure than that for the sequential one. In the terminology of Mukhopadhyay (1981), this two-stage procedure is only "first-order asymptotically consistent", while the sequential procedure is also "second-order asymptotically consistent". Note that the rate for the two-stage procedure gets better as $\eta \in(0,2)$ gets larger in the definition of $m_{0}$.

Remark 3.2: Here, we will take the opportunity to correct the requirements for Theorem 5 in Mukhopadhyay (1981). In the context of that paper, Theorem 5 holds for $(1-n) / 4<\gamma<\frac{1}{2}$. Thus, the sharper rate of convergence of the coverage probability is obtained in Mukhopadhyay's (1981) Theorem 5, if we choose larger $\eta$ in $[0,1)$. One may note that this observation is completely in agreement with our present Theorem 3.2 and Remark 3.1.

## CHAPTER IV

## SOME PROOFS OF LEMMAS AND THEOREMS

### 4.1 Proof of Lemma 2.4

Let $k$ be a generic constant and $0<\varepsilon<1$ be arbitrary. Define $n_{v}=$ $\psi_{\nu}^{1 / \delta_{\theta} \alpha / \delta}$ and $a=\left[n_{\nu}(1+\varepsilon)\right]$ where $[x]$ is the largest integer smaller than x. Now,

$$
\begin{aligned}
& E\left\{\left(N_{v} / n_{v}\right)^{m}\right\} \\
& \leq(1+\varepsilon)^{m} P\left\{N_{v} \leq a\right\}+\sum_{j=a+1}^{\infty}\left(j / n_{v}\right)^{m} P\left\{N_{v}=j\right\} \\
& =(1+\varepsilon)^{m} P\left\{N_{v} \leq a\right\}+n_{v}^{-m} \sum_{j=a+1}^{\infty} j^{m}\left(P\left\{N_{v} \geq j\right\}-P\left\{N_{v} \geq j+1\right\}\right) \\
& =(1+\varepsilon)^{m} P\left\{N_{v} \leq a\right\}+n_{v}^{-m}(1+a)^{m} P\left\{N_{v}>a\right\} \\
& \quad+n^{-m} \sum_{j=a+1}^{\infty} P\left\{N_{v}>j\right\}\left((j+1)^{m}-j^{m}\right) .
\end{aligned}
$$

Now, we have

$$
(j+1)^{m}-j^{m}=j^{m-1} \sum_{\ell=1}^{\infty}\binom{m}{\ell} j^{1-\ell} \leq 2^{m} j^{m-1},
$$

which implies

$$
\mathrm{E}\left\{\left(\mathrm{~N}_{v} / \mathrm{n}_{v}\right)^{\mathrm{m}}\right\}
$$

$$
\leq(1+\varepsilon)^{m}+n_{v}^{-m}(a+1)^{m} P\left\{N_{v}>a\right\}+2^{m} n_{v}^{-m} \sum_{j=a+2}^{\infty} j^{m-1} P\left\{N_{v}>j\right\} \ldots \text { (4.1) }
$$

Next, from the definition of $N_{\nu}$ in (2.1), for $j \geq a$, we get

$$
\begin{aligned}
& P\left\{N_{\nu}>j\right\} \\
& \leq P\left\{j^{\delta}<\psi_{\nu}\left(U_{j}^{\alpha}+j^{-\gamma}\right)\right\} \\
& \leq P\left\{U_{j}^{\alpha}>\left(a^{\delta} / \psi_{\nu}\right)-a^{-\gamma}\right\} \\
& \leq P\left\{\left|U_{j}^{\alpha}-\theta^{\alpha}\right|>\left((1+\varepsilon)^{\delta}-1-n_{v}^{-\delta}\right) \theta^{\alpha}-a^{-\delta}\right\} \\
& \leq k j^{-\xi}
\end{aligned}
$$

for "big enough" $v$. This follows from Corollary 1.2. In the special case for $j=a$, this gives $P\left\{N_{v}>a\right\} \leq k a^{-\xi}$, which tends to zero as $v \rightarrow \infty$. Then,

$$
\mathrm{n}_{v}^{-\mathrm{m}}(a+1)^{\mathrm{m}} P\left\{\mathrm{~N}_{v}>a\right\} \rightarrow 0
$$

as $\nu \rightarrow \infty$, since $n_{v}^{-m}(a+1)^{m}$ is bounded as $v \rightarrow \infty$. Furthermore,

$$
\begin{aligned}
& 2^{m} n_{v}^{-m} \sum_{j=a+1}^{\infty} j^{m-1} P\left\{N_{v}>j\right\} \\
& \leq 2^{m} n_{v}^{-m} \sum_{j=a+1}^{\infty} k j^{m-1-\xi} \\
& \leq k n_{v}^{-m}
\end{aligned}
$$

since $\xi>\mathrm{m}$. Equation (4.1) now gives

$$
\lim _{v \rightarrow \infty} \sup E\left\{\left(N_{v} / n_{v}\right)^{m}\right\} \leq(1+\varepsilon)^{m}
$$

for all $\varepsilon>0$. Therefore we have
$\lim _{v \rightarrow \infty} \sup E\left\{\left(N_{\nu} / n_{v}\right)^{m^{m}} \leq 1\right.$.

Finally, from Fatou's Lemma and our Lemma 2.3 we can conclude that

$$
\lim _{v \rightarrow \infty} \inf E\left\{\left(N_{v} / n_{v}\right)^{m_{n}} \geq E\left\{\lim _{v \rightarrow \infty} \inf \left(N_{v} / n_{v}\right)^{m}\right\}=1\right.
$$

This completes the proof of Lemma 2.4.

### 4.2 Proof of Theorem 2.6

Let k be a generic constant and $0<\varepsilon<1$ be arbitrary. Then,

$$
\begin{align*}
& P\left\{\left|\left(N_{v} / n_{v}\right)-1\right|>k \psi_{v}^{-\left(\frac{1}{2}-\lambda\right) / \delta}\right\} \\
&= P\left\{N_{v} \leq n_{v}(1-\varepsilon)\right\}+P\left\{n_{v}(1-\varepsilon)<N_{v}<n_{v}-k n_{v}^{\frac{1}{2}+\lambda}\right\} \\
&+P\left\{N_{v}>n_{v}+k n_{v}^{\frac{1}{2}+\lambda}\right\} . \tag{4.2}
\end{align*}
$$

We will show that each of these three expressions in (4.2) has the specific desired order. From the definition of the stopping time $N_{v}$, we get

$$
P\left\{N_{\nu}=n\right\} \leq P\left\{(n+t)^{\delta} / \psi_{\nu}-n^{-\gamma}>U_{n}^{\alpha}\right\} .
$$

Since $P\left\{U_{n}^{\alpha} \geq 0\right\}=1$, we therefore obtain

$$
\begin{equation*}
P\left\{N_{v}=n\right\}=0 \text { for } n \leq \psi_{V}^{1 /(\delta+\gamma)} \tag{4.3}
\end{equation*}
$$

Also, for $n \leq n_{\nu}(1-\varepsilon)=\psi_{\nu}^{1 / \delta} \theta^{\alpha / \delta}(1-\varepsilon)$, we have

$$
\begin{aligned}
& P\left\{N_{V}=n\right\} \\
& \leq P\left\{n+t>\psi_{\nu}^{1 / \delta} U_{n}^{\alpha / \delta}\right\}
\end{aligned}
$$

$$
\begin{aligned}
& \leq P\left\{\theta^{\alpha / \delta}-U_{\mathrm{n}}^{\alpha / \delta}>\theta^{\alpha / \delta} \varepsilon-\mathrm{t} \psi_{\nu}^{-1 / \delta}\right\} \\
& \leq \mathrm{kn}^{-\xi}
\end{aligned}
$$

for "big enough" $v$. This follows from Corollary 1.2 under the condition that $E\left\{|\phi|^{2 \xi}\right\}<\infty$ for $\xi \geq 1$. Let $a_{1}=\left[\psi_{\nu}^{1 /(\delta+\gamma)}\right]+1$ and $a_{2}=\left[n_{\nu}(1-\varepsilon)\right]$. Then, we obtain

$$
\begin{equation*}
P\left\{N_{\nu} \leq a_{2}\right\}=\sum_{n=a_{1}}^{a_{2}} P\left\{N_{\nu}=n\right\} \leq \sum_{n=a_{1}}^{\infty} k n^{-\xi} \leq k \psi_{\nu}^{(1-\xi) /(\delta+\gamma)}, \tag{4.4}
\end{equation*}
$$

for $\xi>1$. This expression in (4.4) is of order $\psi_{\nu}^{-\left(\frac{1}{2}-\lambda\right) / 2 \delta}$ if $\xi \geq 1+$ $(\delta+\gamma)(1-2 \lambda) / 4 \delta$. Next, for $n \leq n_{\nu}-\mathrm{kn}_{\nu}^{\frac{1}{2}+\lambda}=\psi_{\nu}^{1 / \delta} \theta^{\alpha / \delta}-\mathrm{k} \psi_{\nu}^{\left(\frac{1}{2}+\lambda\right) / \delta}$, we have

$$
\begin{aligned}
& P\left\{N_{\nu}=n\right\} \\
& \leq P\left\{n \geq \psi_{\nu}^{1 / \delta} U_{n}^{\alpha / \delta}-\mathrm{t}\right\} \\
& \leq P\left\{\theta^{\alpha / \delta}-U_{n}^{\alpha / \delta} \geq \mathrm{k} \psi_{\nu}^{\left(\lambda-\frac{1}{2}\right) / \delta}-\mathrm{t} \psi_{\nu}^{-1 / \delta}\right\} \\
& \leq \mathrm{kn}^{-\xi} \psi_{\nu}^{-\xi(2 \lambda-1) / \delta}
\end{aligned}
$$

for $\nu$ "big enough". This follows from Corollary 1.2, given that $E\left\{|\phi|^{2 \xi}\right\}<\infty$ for $\xi \geq 1$. Then, for $a_{3}=\left[n_{v}-k n_{v}^{\frac{1}{2}+\lambda}\right]$, we have

$$
\begin{align*}
& P\left\{n_{v}(1-\varepsilon)<N_{v} \leq n_{v}-k n_{v}^{\frac{1}{2}+\lambda}\right\} \\
& \leq \sum_{n=a_{2}+1}^{a_{3}} k \psi_{\nu}^{-\xi(2 \lambda-1) / \delta} n^{-\xi} \\
& \leq k \psi_{v}^{(1-2 \xi \lambda) / \delta} \tag{4.5}
\end{align*}
$$

which is easily seen to be of the specific desired order if $\xi \geq(5-2 \lambda) / 8 \lambda$.

Finally, let $a_{4}=\left[n_{v}+k n_{v}^{\frac{1}{2}+\lambda}\right]$. Then, we obtain

$$
\begin{aligned}
& P\left\{N_{v}>a_{4}\right\} \\
& \leq P\left\{a_{4}^{\delta}<\psi_{\nu} U_{4}^{\alpha}+\psi_{\nu} a_{4}^{-\gamma}\right\} \\
& \leq P\left\{\psi_{v} \theta^{\alpha}+k \psi_{v}^{1+\left(\lambda-\frac{1}{2}\right) / \delta}<\psi_{\nu} U_{a_{4}}^{\alpha}+\psi_{\nu} \psi_{\nu}^{-\gamma / \delta}\right\} \\
& \leq P\left\{U_{a_{4}}^{\alpha}-\theta^{\alpha}>k \psi_{v}^{\left(\lambda-\frac{1}{2}\right) / \delta}\right\},
\end{aligned}
$$

if $\lambda-\frac{1}{2}>-\gamma$ and $\nu$ "big enough". The requirement for $\lambda$ and $\gamma$ will always hold if $\gamma \geq \frac{1}{2}$. Now, Corollary 1.2 gives

$$
\begin{equation*}
P\left\{N_{V}>a_{4}\right\} \leq k a_{4}^{-\xi} \psi_{V}^{-2 \xi\left(\lambda-\frac{1}{2}\right) / \delta} \leq k \psi_{V}^{-2 \xi \lambda / \delta}, \tag{4.6}
\end{equation*}
$$

which has the specific desired order if $\xi \geq(1-2 \lambda) / 8 \lambda$. This requirement is clearly satisfied if $\xi \geq(5-2 \lambda) / 8 \lambda$, which was the condition for the terms in (4.5) to satisfy the specific desired order. The Theorem 2.6 now follows by combining (4.2), (4.4), (4.5), and (4.6).

### 4.3 Proof of Theorem 2.8

We will first prove (2.5) for a subsequence $\left\{v_{i}\right\}$ of $\{1,2, \ldots\}$ for which

$$
\begin{equation*}
\left[\psi_{v_{1}}^{1 / \delta}\right]<\left[\psi_{v_{2}}^{1 / \delta}\right]<\ldots \tag{4.7}
\end{equation*}
$$

For brevity, we will use the following notations: $N_{i}=N_{\nu_{i}}, b_{i}=\psi_{\nu_{i}}^{1 / \delta}$ and $\varepsilon_{i}=\psi_{\nu_{i}}^{-\left(\frac{1}{2}-\lambda\right) / \delta}$. Now, let $i$ be "large enough" such that $\left[b_{i}^{i}\right]>0$. Then we have

$$
P\left\{\left|\left(N_{i} /\left(\theta^{\alpha / \delta}\left[b_{i}\right]\right)\right)-1\right|>\varepsilon_{i}\right\}
$$

$$
\begin{aligned}
\leq & P\left\{\left\lvert\,\left(N_{i} /\left(\theta^{\alpha / \delta}\left[b_{i}\right]\right)\right)-\left(N_{i} /\left(\theta^{\left.\left.\left.\alpha / \delta_{b_{i}}\right)\right) \left\lvert\,>\frac{1}{2} \varepsilon_{i}\right.\right\}}\right.\right.\right.\right. \\
& +P\left\{\left\lvert\,\left(N_{i} /\left(\theta^{\left.\left.\left.\alpha / \delta_{b_{i}}\right)\right)-1 \left\lvert\,>\frac{1}{2} \varepsilon_{i}\right.\right\}}\right.\right.\right.\right. \\
= & P\left\{\left(N_{i} / n_{i}\right)\left(b_{i}-\left[b_{i}\right]\right) /\left[b_{i}\right]>\frac{1}{2} \varepsilon_{i}\right\}+O\left(\varepsilon_{i}^{\frac{1}{2}}\right),
\end{aligned}
$$

by Theorem 2.6. Let $i$ be sufficiently large for the following to be true:

$$
\left(b_{i}-\left[b_{i}\right]\right) /\left[b_{i}\right]<1 /\left(b_{i}-1\right)<2 / b_{i} .
$$

Then, by the help of Theorem 2.6, we get

$$
\begin{aligned}
& P\left\{\left(N_{i} / n_{i}\right)\left(b_{i}-\left[b_{i}\right]\right) /\left[b_{i}\right]>\frac{1}{2} \varepsilon_{i}\right\} \\
& \leq P\left\{\left(N_{i} / n_{i}\right)-1>\frac{1}{4} b_{i} \varepsilon_{i}-1\right\} \\
& \leq O\left(\varepsilon_{i}^{\frac{1}{2}}\right)
\end{aligned}
$$

which now, combined with the above, gives

$$
\begin{equation*}
P\left\{\left|\left(N_{i} /\left(\theta^{\alpha / \delta}\left[b_{i}\right]\right)\right)-1\right|>\varepsilon_{i}\right\}=0\left(\varepsilon_{i}^{\frac{1}{2}}\right) . \tag{4.8}
\end{equation*}
$$

By (4.8) and Theorem 2.7 we get (2.5) for the sequence $\left\{v_{i}\right\}$. Next,

$$
\begin{align*}
& P\left\{\left|\left(N_{i} / n_{i}\right)^{\frac{1}{2}}-1\right|>\varepsilon_{i}^{\frac{1}{2}}\right\} \\
& \leq P\left\{\left|\left(\left(N_{i} / n_{i}\right)^{\frac{1}{2}}-1\right)\left(\left(N_{i} / n_{i}\right)^{\frac{1}{2}}+1\right)\right|>\varepsilon_{i}\right\} \\
& =0\left(\varepsilon_{i}^{\frac{1}{2}}\right), \tag{4.9}
\end{align*}
$$

and considering the sequence $\left\{\nu_{i}\right\}$, (2.4) now follows from our Lemma 1.2. Furthermore, since we have

$$
P\left\{\left|\left(\left(N_{i}-1\right) / n_{i}\right)-1\right|>k \varepsilon_{i}\right\} \leq P\left\{\left|\left(N_{i} / n_{i}\right)-1\right|>k \varepsilon_{i}-n_{i}^{-1}\right\}=0\left(\varepsilon_{i}^{\frac{1}{2}}\right),
$$

the same arguments as used above will be applicable to conclude (2.5) and (2.4) when $N_{i}$ is replaced by $N_{i}-1$. This gives us (2.6) and (2.7) for the sequence $\left\{\nu_{i}\right\}$. Finally we need to prove that equations (2.4)-(2.7) hold for $v=1,2, \ldots$ We define

$$
\begin{gathered}
V=\left\{\text { All sequences }\left\{\nu_{i}\right\} \text { such that (4.7) holds }\right\}, \\
f_{\nu}(x)=P\left\{n_{v}^{\frac{1}{2}}\left(U_{N_{\nu}}-\theta\right) \leq \operatorname{xr} \xi_{1}^{\frac{1}{2}}\right\}, \\
\nu=1,2, \ldots, \text { and } x \in(-\infty, \infty) . \text { So, we can write }(2.4) \text { as }
\end{gathered}
$$

$$
\sup _{\mathbf{x}}\left|f_{v}(x)-\Phi(x)\right|=0\left(\varepsilon_{v}^{\frac{1}{2}}\right)
$$

Also there exists a positive number $\mathrm{k}_{1}(<\infty)$ such that

$$
\begin{equation*}
\sup _{x}\left|f_{v_{i}}(x)-\Phi(x)\right| \leq k_{1} \varepsilon_{v_{i}}^{\frac{1}{2}} \tag{4.10}
\end{equation*}
$$

$i=1,2, \ldots$, for all $\left\{\nu_{i}\right\} \in V$.
[If this was not the case, we could find a sequence $\left\{\nu_{i *}\right\} \in V$ such that (2.4) is violated, and this would contradict what we have just shown.] Now, (2.4) follows from (4.10) since $\nu \in\left\{\nu_{i}\right\}$ for at least one sequence $\left\{\nu_{i}\right\} \in V, \nu=1,2, \ldots$ The same arguments hold for (2.5)-(2.7), and the Theorem 2.8 is thus proved.

### 4.4 Proof of Lemma 3.2

Let $k$ be a generic positive constant which is independent of $d$, and let $c=\left(a s / k_{1}\right)^{2}$. From (3.6) we get

$$
\begin{equation*}
\mathrm{cd}^{-2} \mathrm{U}_{\mathrm{m}_{\mathrm{o}}} \leq \mathrm{M}_{\mathrm{d}} \leq \mathrm{cd}^{-2} \mathrm{U}_{\mathrm{m}_{\mathrm{o}}}+1+\mathrm{m}_{\mathrm{o}} \mathrm{I}\left\{\mathrm{~cd}^{-2} \mathrm{U}_{\mathrm{m}_{0}} \leq \mathrm{m}_{\mathrm{o}}\right\} \tag{4.11}
\end{equation*}
$$

where $I\{x \leq y\}=\left\{\begin{array}{l}1 \text { if }-\infty<x \leq y<\infty, \\ 0 \text { if }-\infty<y<x<\infty .\end{array}\right.$

Taking the expectations in (4.11) leads to

$$
\begin{equation*}
\mathrm{cd}^{-2} \theta \leq \mathrm{E}\left(\mathrm{M}_{\mathrm{d}}\right) \leq \mathrm{cd}^{-2} \theta+1+\mathrm{m}_{\mathrm{o}} \mathrm{P}\left\{\mathrm{~cd}^{-2} \mathrm{U}_{\mathrm{m}_{0}} \leq \mathrm{m}_{\mathrm{o}}\right\}, \tag{4.12}
\end{equation*}
$$

where $E\left\{U_{m_{0}}\right\}=\theta=k_{1}^{2} \eta_{1}$. Now,

$$
\begin{align*}
& P\left\{d^{-2} U_{m_{0}} \leq m_{o}\right\} \\
& \leq P\left\{\theta-U_{m_{0}} \geq \theta-\mathrm{kd}^{2-n^{\prime}}\right\} \\
& \leq \mathrm{km}_{0}^{-\xi} \tag{4.13}
\end{align*}
$$

where it is assumed that $E\left\{|\phi|^{2 \xi}\right\}<\infty$ for some $\xi \geq 1$. In this case, the first part of the lemma then follows from (4.12). Next, we have from (3.6),

$$
M_{d}^{2} \leq \max \left\{\left(c^{-2} U_{m_{0}}+1\right)^{2}, m_{o}^{2}\right\}
$$

and thus,

$$
\begin{align*}
c^{2} d^{-4} E\left\{U_{m_{o}^{2}}^{2}\right\} \leq E\left(M_{d}^{2}\right) \leq & c^{2} d^{-4} E\left(U_{m_{o}^{2}}^{2}\right)+2 c d^{-2} \theta+1 \\
& +m_{o}^{2} P\left\{c d^{-2} U_{m_{o}} \leq m_{o}\right\} . \tag{4.14}
\end{align*}
$$

Now, combining (4.12) and (4.14), and utilizing (4.13) we get

$$
\begin{align*}
& c^{2} d^{-4} \operatorname{Var} U_{m_{0}}-k\left(d^{n(\xi-1)-2}+d^{2 n(\xi-1)}+d^{n(\xi-1)}+d^{-2}+1\right) \\
& \leq \operatorname{Var} M_{d} \\
& \leq c^{2} d^{-4} \operatorname{Var} U_{m_{0}}+k\left(d^{-2}+d^{n(\xi-2)}+1\right) . \tag{4.15}
\end{align*}
$$

From Hoeffding (1948) we get the variance of $U_{m_{0}}$ which gives

$$
\begin{equation*}
c^{2} d^{-4} \operatorname{Var} U_{m_{0}}=c^{2} d^{-4}\left(r^{2} \xi_{1} m_{o}^{-1}+0\left(m_{0}^{-2}\right)\right)=0\left(d^{n-4}\right) \tag{4.16}
\end{equation*}
$$

Observing the coefficients of $k$ in (4.15) and assuming as before that $\xi \geq 1$, the dominating term will be the one involving $\mathrm{d}^{-2}$ as $\mathrm{d} \rightarrow 0$. Thus (4.16) and (4.15) will lead to the second part of the lemma.

### 4.5 Proof of Theorem 3.2

Let $k$ be a generic positive constant which is independent of $d$, and let $c=\left(a s / k_{1}\right)^{2}$. From (3.6) we get the basic inequality

$$
c d^{-2} U_{m_{o}^{\alpha}}^{\alpha} \leq M_{d} \leq c d^{-2} U_{m_{o}^{\alpha}}^{\alpha}+1+I\left\{c d^{-2} U_{m_{o}^{\alpha}} \leq m_{o}\right\}_{o}
$$

Then, we have

$$
\begin{align*}
& P\left\{M_{d}>m_{d}+k_{d}^{\frac{1}{2}+\lambda}\right\} \\
& \leq P\left\{c^{-2} U_{m_{o}^{\alpha}}^{\alpha}+1>m_{d}+\mathrm{km}_{d}^{\frac{1}{2}+\lambda}, c^{-2} U_{m_{o}^{\alpha}}^{\alpha}>m_{o}\right\} \\
& \quad+P\left\{c d^{-2} U_{U_{o}}^{\alpha} \leq m_{o}\right\} \tag{4.17}
\end{align*}
$$

Now, we also have

$$
\begin{align*}
& P\left\{c d^{-2} U_{m_{o}^{\alpha}}^{\alpha}>m_{d}+\mathrm{km}_{d}^{\frac{1}{2}+\lambda}-1\right\} \\
& =P\left\{U_{m_{o}^{\alpha}}^{\alpha}-\theta^{\alpha}>\mathrm{km}_{d}^{\lambda-\frac{1}{2}}-\theta^{\alpha} \mathrm{m}_{d}^{-1}\right\} \\
& =0\left(d^{\xi\left(4\left(\lambda-\frac{1}{2}\right)+\eta\right)}\right) \tag{4.18}
\end{align*}
$$

by Corollary 1.2. For this to have the specific order, we need $\xi \geq$ $(1-2 \lambda) /(2 \eta-4+8 \lambda)$ and $\lambda>(2-\eta) / 4$. As in (4.13), we can also write

$$
P\left\{\mathrm{~cd}^{-2} \mathrm{U}_{\mathrm{m}}^{\alpha} \leq \mathrm{m}_{0}\right\} \leq \mathrm{km}_{0}^{-\xi}=0\left(\mathrm{~d}^{\frac{1}{2}-\lambda}\right)
$$

if $\xi \geq(1-2 \lambda) / 2 \eta$. This will always hold if the conditions for (4.18) to have the specific order hold. So far we have shown that under the
conditions of Theorem 3.2,

$$
\begin{equation*}
P\left\{\left(M_{d} / m_{d}\right)-1>k d^{2\left(\frac{1}{2}-\lambda\right)}\right\}=P\left\{M_{d}>m_{d}+\mathrm{km}_{d}^{\frac{1}{2}+\lambda}\right\}=0\left(d^{\frac{1}{2}-\lambda}\right) . \tag{4.19}
\end{equation*}
$$

Next, we have

$$
\begin{align*}
& P\left\{1-M_{d} / m_{d}>k d^{2\left(\frac{1}{2}-\lambda\right)}\right\} \\
& =P\left\{M_{d}<m_{d}-k_{d}^{\frac{1}{2}+\lambda}\right\} \\
& \leq P\left\{c^{-2} U_{m_{0}}^{\alpha}<m_{d}-\mathrm{km}_{d}^{\frac{1}{2}+\lambda}\right\} \\
& =P\left\{\theta^{\alpha}-U_{m_{0}}^{\alpha}>\mathrm{km}_{d}^{\lambda-\frac{1}{2}}\right\} . \tag{4.20}
\end{align*}
$$

By comparing with equation (4.18), we see that the same kind of arguments that led to (4.19) will also be applicable to obtain the specific order in (4.20). This concludes the proof of Theorem 3.2.

## CHAPTER V

## EXAMPLES

The examples are mostly given for the purely sequential setting. The applications of the two-stage procedure will follow similarly. In example 5.4, the two-stage procedure is given for the purpose of comparing it to the existing procedure of Graybill and Connell (1964). For simplicity, we will write $N$, M instead of $N_{d}$ and $M_{d}$, respectively.

### 5.1 Bernou11i (p)

Let $X_{1}, X_{2}, \ldots$ be i.i.d. Bernoulli (p) random variables, $p \in(0,1)$. Having recorded $X_{1}, \ldots, X_{n}$, the usual estimator for $p$ is taken as $\bar{X}_{n}=n^{-1} \sum_{i=1}^{n} X_{i} . \quad \bar{X}_{n}$ is a U-statistic for which $\eta_{1}=\operatorname{Var} X_{1}=p(1-p)$, where $\eta_{1}$ is as defined in Section 3.1 , and $S_{n}^{2}=(n-1)^{-1} \sum_{i=1}^{n}\left(X_{i}-\bar{X}_{n}\right)^{2}=$ $n(n-1)^{-1} \bar{X}_{n}\left(1-\bar{X}_{n}\right)$ is a U-statistic estimating $\eta_{1}$ for $n \geq 2$. In order to obtain a (1-q) - confidence interval for $p$ having the preassigned width 2d, (3.2) suggests the following stopping time:

$$
\mathrm{N}=\inf \left\{\mathrm{n} \geq \mathrm{n}_{\mathrm{o}} ; \mathrm{n} \geq \mathrm{a}^{2} \mathrm{~d}^{-2}\left(\mathrm{~S}_{\mathrm{n}}^{2}+\mathrm{n}^{-\gamma}\right)\right\}
$$

$\mathrm{S}_{\mathrm{n}}^{2}$ is based upon the kernel $\phi$ defined by $\phi\left(\mathrm{X}_{1}, \mathrm{X}_{2}\right)=\frac{1}{2}\left(\mathrm{X}_{1}-\mathrm{X}_{2}\right)^{2}$. Following the notations of Section 1.3 , it is straightforward to show that

$$
\xi_{1}=\operatorname{Var}\left\{\phi_{1}\left(X_{1}\right)\right\}=\frac{1}{4}\left(p-5 p^{2}+8 p^{3}-4 p^{4}\right)
$$

Now, for $\lambda \in\left(0, \frac{1}{2}\right)$, Theorems 2.6 and 2.9 lead to

$$
P\left\{\left|\left(N d^{2} / a^{2} p(1-p)\right)-1\right|>d^{2\left(\frac{1}{2}-\lambda\right)}\right\}=0\left(d^{\frac{1}{2}-\lambda}\right),
$$

for $\gamma \geq 1 / 2$, and if $\gamma \geq 3 / 4$ and $\xi_{1}$ is as given above, then we also have

$$
\sup _{x}\left|P\left\{(p(1-p))^{\frac{1}{2}}\left(N-a^{2} p(1-p) d^{-2}\right) \leq \operatorname{xad}^{-1} 2 \xi_{1}^{\frac{1}{2}}\right\}-\Phi(x)\right|=0\left(d^{\frac{1}{2}-\lambda}\right) .
$$

We estimate $p$ by the confidence interval $I_{N}=\left[\bar{X}_{N}-d, \bar{X}_{N}+d\right]$. Then from Theorem 3.1, we obtain

$$
P\left\{p \in I_{N}\right\}=1-q+0\left(d^{\frac{1}{2}-\lambda}\right) .
$$

### 5.2 Poisson ( $\delta$ )

Let $X_{1}, X_{2}, \ldots$ be i.i.d. Poisson ( $\delta$ ) random variables, $\delta \in(0, \infty)$. Our interest is in estimating $\delta$. We propose the interval $I_{N}=\left[\bar{X}_{N}-d\right.$, $\left.\overline{\mathrm{X}}_{\mathrm{N}}+\mathrm{d}\right]$, where

$$
N=\inf \left\{n \geq n_{0} ; n \geq a^{2} d^{-2}\left(\bar{x}_{n}-n^{-\gamma}\right)\right\}
$$

Then for any $\lambda \in\left(0, \frac{1}{2}\right)$, we get (similar to the previous example) for $\gamma \geq 3 / 4$,

$$
\sup _{x}\left|P\left\{N-a^{2} d^{-2} \delta \leq x^{-1}\right\}-\Phi(x)\right|=0\left(d^{\frac{1}{2}-\lambda}\right),
$$

and for $\gamma \geq 1 / 2$,

$$
P\left\{\delta \in I_{N}\right\}=1-q+0\left(d^{\frac{1}{2}-\lambda}\right) .
$$

### 5.3 Gamma ( $\delta, \beta$ )

Let $\mathrm{X}_{1}, \mathrm{X}_{2}, \ldots$ be i.i.d. Gamma ( $\delta, \beta$ ) random variables for $\delta \in(0, \infty)$ and $\beta \in(0, \infty)$, that is the probability density function of the $X$ 's is assumed to be proportional to $\mathrm{x}^{\delta-1} \exp (-\beta x)$ for $\mathrm{x}>0$.

### 5.3.1 Estimating $\delta$ When $\beta$ is Known

Define $\mu=E\left(\bar{X}_{n}\right)=\delta / \beta$ and $I_{n}=\left[\beta \bar{X}_{n}-d, \beta \bar{X}_{n}+d\right]$. Estimating $\delta$ by $I_{n}$ is equivalent to estimating $\mu$ by $I_{n}^{*}=\left[\bar{X}_{n}-(d / \beta), \bar{X}_{n}+(d / \beta)\right]$ which is really in the context of our Section 3 . We then propose $I_{N}$ as an interval for $\delta$, where we write

$$
N=\inf \left\{n \geq n_{0} ; n \geq a^{2} \beta d^{-2}\left(\bar{x}_{n}+n^{-\gamma}\right)\right\} .
$$

Now, as we did in the previous examples, we obtain and state, as illustrations, the following results for any $\lambda \in\left(0, \frac{1}{2}\right)$ :

$$
\sup _{x}\left|P\left\{N-a^{2} \delta d^{-2} \leq \operatorname{xad}^{-1}\right\}-\Phi(x)\right|=0\left(d^{\frac{1}{2}-\lambda}\right),
$$

for $\gamma \geq 3 / 4$, while for $\gamma \geq 1 / 2$ we have

$$
P\left\{\delta \in I_{N}\right\}=1-q+0\left(d^{\frac{1}{2}-\lambda}\right)
$$

### 5.3.2 Estimating $\beta^{-1}$ When $\delta$ is Known

Define $I_{n}=\left[\delta^{-1} \bar{X}_{n}-d, \delta^{-1} \bar{X}_{n}+d\right]$. Estimating $\beta^{-1}$ by $I_{n}$ is equivalent to estimating $\mu$ by $I_{n}^{*}=\left[\bar{X}_{n}-\delta d, \bar{X}_{n}+\delta d\right]$. Now we propose $I_{N}$ as a confidence interval for $\beta^{-1}$, where we write

$$
N=\inf \left\{n \geq n_{0} ; n \geq a^{2} d^{-2} \delta^{-3}\left(\bar{x}_{n}^{2}+n^{-\gamma}\right)\right\}
$$

In this example, we then readily obtain for any $\lambda \in\left(0, \frac{1}{2}\right)$ and $\gamma \geq 3 / 4$,

$$
\sup _{x}\left|P\left\{N-a^{2} \beta^{-2} d^{-2} \delta \leq 2 a(d \delta \beta)^{-1} x\right\}-\Phi(x)\right|=0\left(d^{\frac{1}{2}-\lambda}\right),
$$

while for $\gamma \geq 1 / 2$, we have

$$
P\left\{\beta^{-1} \in I_{N}\right\}=1-q+0\left(d^{\frac{1}{2}-\lambda}\right)
$$

### 5.4 Normal ( $\mu, \sigma^{2}$ )

Let $X_{1}, X_{2}, \ldots$ be i.i.d. $N\left(\mu, \sigma^{2}\right)$ random variables $\mu \in(-\infty, \infty)$, $\sigma \in(0, \infty)$. We consider the problem of estimating $\sigma^{2}$ when $\mu$ is unknown. For $n \geq 2$, 1et us use $S_{n}^{2}=(n-1)^{-1} \sum_{i=1}^{n}\left(X_{i}-\bar{X}_{n}\right)^{2}$, which is a U-statistic, as an estimator for $\sigma^{2}$. Now, by a result from Hoeffding (1948), we get $4 n_{1}=\lim _{n \rightarrow \infty} n \operatorname{Var} S_{n}^{2}$, that is $n_{1}=\sigma^{4} / 2$. We then suggest $I_{N}=\left[S_{N}^{2}-d, S_{N}^{2}+d\right]$ as a confidence interval for $\sigma^{2}$, where

$$
N=\inf \left\{n \geq n_{0} ; n \geq 2 a^{2} d^{-2}\left(S_{n}^{4}+n^{-\gamma}\right)\right\}
$$

Now, for $\gamma \geq 3 / 4$ and any $\lambda \in\left(0, \frac{1}{2}\right)$, our Theorem 2.9 gives

$$
\sup _{x}\left|P\left\{N-2 a^{2} \sigma^{4} d^{-2} \leq 4 \sigma^{2} a d^{-1} x\right\}-\Phi(x)\right|=0\left(d^{\frac{1}{2}-\lambda}\right) \text {, while for } \gamma \geq 1 / 2
$$

we have

$$
P\left\{\sigma^{2} \in I_{N}\right\}=1-q+0\left(d^{\frac{1}{2}-\lambda}\right) .
$$

Next, let us consider the two-stage procedure defined through (3.6). In the context of this example, we get

$$
\begin{aligned}
& m_{0}=\max \left\{\left[(a / d)^{n}\right]+1,2\right\}, \\
& M=\max \left\{\left[2 a^{2} d^{-2} S_{m_{0}^{4}}^{4}\right]+1, m_{0}\right\},
\end{aligned}
$$

for $\eta \in(0,2)$. Now, Lemma 3.1 gives

$$
\begin{equation*}
\mathrm{E}\left\{\mathrm{Md}^{2} / 2 \mathrm{a}^{2} \sigma^{4}\right\} \rightarrow 1 \tag{5.1}
\end{equation*}
$$

as $d \rightarrow 0$, and for $\lambda \in\left(\frac{1}{4}(2-\eta), 1 / 2\right)$, Theorem 3.3 gives

$$
P\left\{\sigma^{2} \in I_{M}\right\}=1-q+0\left(d^{\frac{1}{2}-\lambda}\right)
$$

Let us now consider the two-stage procedure leading to the sample size $M^{*}$ proposed by Graybill and Connell (1964). This $M^{*}$ is defined by

$$
M^{*}=m_{1}+M_{1}
$$

where $m_{1}(\geq 2)$ is the starting sample size and

$$
M_{1}=\left[2+\pi\left(q^{-2 /\left(m_{1}-1\right)}-1\right)^{2}\left(m_{1}-1\right)^{2} \mathrm{~s}_{\mathrm{m}_{1}}^{4} / 4 \mathrm{~d}^{2}\right]+1
$$

Then $P\left\{\sigma^{2} \in I_{M_{1}}\right\} \geq 1-q$, and

$$
E\left(M^{*}\right) \simeq m_{1}+2+h\left(q, m_{1}\right) \sigma^{4} / d^{2},
$$

where $h\left(q, m_{1}\right)=\pi\left(q^{-2 /\left(m_{1}-1\right)}-1\right)^{2}\left(m_{1}^{2}-1\right) / 4$.
Let us now compare our $M$ and Graybill and Connell's (1964) M* by considering

$$
e\left(q, m_{1}\right)=\lim _{d \rightarrow 0}\left\{E\left(M^{*}\right) / E(M)\right\}=h\left(q, m_{1}\right) / 2 a^{2}
$$

As an illustration, let $q=.05$. Now, the following table gives the values of $e\left(.05, m_{1}\right)$ for some values of $m_{1}$. The quantity $e\left(.05, m_{1}\right)$ being larger than unity will signify the superiority of our two-stage procedure. In the context of our particular problem, the Table I shows that the procedure through $M^{*}$ will require more than 3.5 times the sample size required by the procedure through our $M$, over the range of $m_{1}$ considered here. Notice that this remark holds for $m_{1}$ being as large as $10^{5}$. However, the larger average sample size required by the procedure through $M^{*}$ is expected to provide us with higher coverage probability than our target, namely, ( $1-q$ ) as $d \rightarrow 0$.

TABLE I
VALUES OF e(.05, $\mathrm{m}_{1}$ )

| $\mathrm{m}_{1}$ | $\mathrm{e}\left(.05, \mathrm{~m}_{1}\right)$ |
| ---: | :---: |
| 10 | 9.05 |
| 50 | 4.32 |
| 100 | 3.98 |
| 500 | 3.73 |
| 1000 | 3.70 |
| 10000 | 3.67 |
| 10000 | 3.67 |

## CHAPTER VI

## CONCLUSIONS

This study considers a general stopping time based on U-statistics. The purpose is to develop a general setting that will apply to many situations where the family of distributions from which we sample, is known apart from some unknown parameters.

Our interest is in studying asymptotic properties of the stopping time N. First, some convergence results are given where the limiting normality of standardized N is stated in the main theorem in that section (Theorem 2.3). Next, we give the rate of convergence for these results under some additional moment conditions (Theorem 2.9).

These results are then utilized for the problems of estimating the mean of a U-statistic by a fixed-width confidence interval of length 2d. The convergence rate of the coverage probability to a pre-determined confidence coefficient is shown to be of order $0\left(d^{\frac{1}{2}-\lambda}\right), \lambda \in\left(\ell, \frac{1}{2}\right)$, where $\ell=0$ in the sequential case (Theorem 3.1), and $\ell>0$ for the two-stage procedure (Theorem 3.3). Some examples are given where sampling is carried out from a Bernoulli (p), Poisson ( $\delta$ ), Gamma ( $\delta, \beta$ ), and $N\left(\mu, \sigma^{2}\right)$ population.
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