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PREFACE

This research addresses the integration of Computer-
Aided Design and Computer-Aided Process Planning. A
prototypersystem named FREXPP (Feature Recognition and
Expert Process Planning system) is presented. This system
extracts and orders the form features of a part that is
representéd by a solid geometrical modeler and automatically
selects the manufacturing process for each recognized form
feature.

Chapter I describes the proposed system and the
assumptions made in this research. An introduction to
Artifical Intelligence and expert systems is given in
Chapter II. ~Chaptef III presents the literature review of
the process planning systems. The development of FREXPP is
described in Chapters IV and V. Chapter IV describes the
procedure for feature recognition. Chapter V describes the
expert process planning system that is based on the EXPERT
system developed at Rutgers University [77]. The conclusion
and the suggestion for future study are presented in Chapter
VI.
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CHAPTER 1
THE RESEARCH PROBLEM
Purpose

Process planning is one of the most important areas of
production planning, especially in batch type manufacturing.
It is an input to production planning and scheduling and is
a major determinant of manufacturing cost. The purpose of
process planning is to establish a sequence of manufacturing
processes so that a quality product can be made economically
according to the design data, predetermined materials, and
available tools.

Planning may be performed manually or with computer
assistance. This study focuses on computer-aided process
planning. Recently, a new computer technique called expert
computer system or expert system has been applied to several
areas, such as medical diagnosis, geological mineral
analysis, and electronic circuit design. Expert systems are
developed to help solve important and difficult problems
which usually requirevconsideréble expertise. Many
engineers have begun to consider using expert systems to do
some of the reasoning involved in manufacturing processes
planning.

The major interests of this research are to integrate



Computer-Aided Design (CAD) and Computer-Aided Manufacturing
(CAM) and to help process planners in making process
planning decisions by providing the following:

1. A procedure for extracting the form features from
the part design data of a solid geometrical modeler and
converting it into the data format of an expert process
planning‘system.

2. An expert system for generating the‘process plans
for machined parts.

The use of expert system approach is new to the
industrial area. This research demonstrates the flexibility

of using this approach to link CAD and CAM.
Introduction

This section provides a brief introduction to expert

systems, geometric modeling, and process planning.

Expert System

An expert system has been described as a computer
system that contains knowledge about a specialized area,
such as medical diagnosis, chemical structure generation, or
electronic circuit design, to help solve important and
complicated problems which usually require considerable
expertise. There are three major components in an expert
system -- a general data base, a knowledge base, and a
knowledge interpreter.,

A general data base describes and stores the facts of a

problem. Facts can be entered by the user through an



inéeractive process. A knowledge base stores the experts'
knowledge about the specific area. A knowledge interpreter
is also called a reasoning processor or a rule interpreter
and is the control center of an expert system. It uses the
information found in the knowledge base fo manipulate the
data stored in the general data base and makes decisions.

The major difference between an experf system and a
conventional program is in the implementation of problem
solving logic. Figure 1 depicts their differences. The
problem solving logic in conventional programming is
implemented as.procedures. In expert éystems, the problem
solving logic (decision rules) is stored in the knowledge
base.

The knowledge found in the knowledge base is usually
procedural in nature. It tells how the data for a problem
may be manipulated in order to solve a problem. The coding
sequence of a procedure program is important and affects the
execution of the program. The coding sequence of decision
rules in the knowledge base does not affect the execution of
an expert system. The execution of an expert system is
heuristical. A deqisigghfp}gmyil{”be executed when its
condition statements or conclusion statements are set true.
When the solution procedure for a problem is well
understood, the conventional program is the best way to
represent the knowledge. However, when a precise series of
steps to solve a problem does not exist, the expert system
approach is the better way. A detailed description of the

expert system approach will be given in Chapter III.
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Geometric Mode;ing

A geometrical modeler provides a means for the designer
to construct and display a geometrical model on a graphical
terminal. The modeler then converts the pictorial
representaton into a mathematical model and stores it in a
data base for future use, such as mass analysis. Geometric
modeling is an important feature in a CAD/CAM system. Many
functions in a CAD/CAM system may depend on the model, such
as computer-aided drafting, NC (Numerical Control) program
preparing, process planning, and so on.

There are 2D models to represent two dimensional flat
objects, 2-D models to represent three dimensional objects
with no side-walls information, and 3D models to represent
the full three dimensional objects. Researchers have put
more emphasis on the development of 3D modeling than the
other two systems. The representation techniques used in 3D
modeling are wire frames, surface models, and solid models.
Most 3D modeling is done with the wire frame technique which
represents the part shape by specifying points and lines in
space. Since the wire frame technique provides no
information about the part surfaces, this type of system is
mainly used for display purposes.

Surface modeling is the second technique used in 3D
modeling systems. This technique precisely defines the
outside geometry of a part. The representations are useful
in NC program preparation and other tasks for which the

boundary representaion is critical. Since this type model



represents only a shell of the part geometry, it is not
suitable for engineering analysis, such as determining
weights, volume, and center of gravity.

A newly developed geometrical modeling technique is 3D
solid modeling. In a solid modeling approach, the user
produces a solid geometry model by sizing, adding, and
subtracting geometrical sclids called primitives.
Primitives include spheres, circular and elliptical
cylinders and cones, ellipsoids, orthogonal blocks, wedges
and tori. This technique better represents the true nature
of parts and assumes that most complex objects can be
represented by these primitives. The representations from
this model are useful in solving engineering analysis and
design problems. The goal of developing 3D geometric
modeling systems is to combine-different representation

technigues into a single system.

Process Planning

Historicaliy, process planning has been an art rather
than a science. Process planning was performed manually and
heavily dependéd on the background and the experience of
process planners. Halevi [31] made several studies in order
to determine the process planner's planning strategies. He
gave four process planners eight engineering drawings of
different complexity and asked them to make process plans.
He concluded that no two of them recommended the same
process plan for any given part. In addition, he found that

manual process planning revealed a variety of problems.



1. Inconsistency in routings and tooling. This
inconsistency causes the increase of cost and labor
requirements in a company.

2. Long turn around time. A planner usually spends
several hours to several days developing a process
plan, for he has to manage a great deal of informa-
tion and retrieve many documents.

3. Scarcity of skilled process planners. The retire-
ment rate is higher than the hiring rate of skilled
process planners.

In order to overcome manual process planning problems,
computers have been applied to the process planning area.
Basically, computers are information handling machines. The
application of computers to process planning can provide
process planners consistent and timely information. Many
computer-aided process planning systems have been developed
in the attempt to reduce cost, increase productivity, and
solve personnel problems.

Most of the existing computer-aided process planning
systems are developed either for a certain class of part,
such as rotational parts, or for a certain type of process,
such as drilling or turning. These systems are very
difficult to transplant, modify, or extend. Manually coded
input are also reguired in most of these systems. Some
computer-aided process planning systems use the output of a
CAD system as their input, but they were designed for known
manufacturing process, such as drilling and known machined

surfaces, such as holes.



Recently, two process planning systems have been
developed by using the Artificial Intelligence technique.
GARI was developed by Descotte and Latmobe [18] and TOM
(Technostructure Of Machining) was developed by Matsushima
[52]. GARI is a general problem solver and is structured
like an expert system. It was designed to generate process
plans for machining rectangular parallelopiped parts. A
specific part description model was developed for describing
the machined part. This part model requires a large amount
of coding work, especially when the part geometry is
complicated. TOM is an expert system which is designed to
generate a part program for drilling holes based on the
output of a CAD system. TOM assumes that all features to be
processed are holes. -

It is recognized that it would be better if the
computer system could automatically extract rather than
manually enter the form features of a part from the
geometric model. These features then could be supplied to
the process planning system where a process plan could be
developed using an éxpert system similar to those used by
GARI or TOM. A form feature is a specific geometric
configyration formed on the surface, or corner of a
workpiece. It is designed to modify the outward appearance

or to aid in achieving a given function of a workpiece [39].
The Need

Integrated CAD/CAM systems have been marked as the most

significant opportunity for increasing productivity in



industry today [53]. Since many production functions, such
as production scheduling and planning, routing, labor
requirement, and tooling, depend on process planning,
computer-aided process planning becomes one of the most
important features in a CAD/CAM system.

Process planning is a complicated problem. Since there
are many Qays to manufacture a part, process planning
requires not only manufacturing data but also subjective and
specialized knowledge, such as technological rules and
economic cohsiderations. The subjective and specialized
knowledge is the process planning decision logic of a
manufacturing company and it differs from company to
company.

In order to create an integrated CAD/CAM system, an
expert process planning system seems a major requirement.
For in a truly integrated manufacturing system, a sub-system
that can utilize the design data from a CAD system and
generate the economical process plans for the machined parts™
is needed. The problem solving logic implemented in an
expert system is not coded as procedures but as decision
rules stored in the knowledge base. Different decision
rules can be easily added to or amended in the knowledge

base of an expert system.
The Proposed System

In this section, a prototype system FREXPP (Feature
Recognition and Expert Process Planning system) is proposed.

This system will extract the form features of a part that is
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represented by a solid modeling system. These features ahd
related information, such as tolerances and surface
finishes, would then be placed in a data base to be used by
an expert system to generate a process plan. Figure 2

depicts how this system works.
Proposed System Details

The starting point for the proposed FREXPPS system is a
solid geometrical modeler. Using this geometrical modeler,
the engineer can design a part that is of particular
interest; this part would then be represented in three
dimensions. PADL-1 (Part and Assembly Description Language)
[61], was chosen as the solid geometrical modeler for the
proposed system. Using PADL-1, a part can be constructed
using two types of primitives, blocks and cylinders. This
system was chosen because it is in the public domain, and
it is relatively simple to use.

‘The PADL-1 processor includes four sub-systems (input
processor, boundary evaluator, graphical output generator,
and dimension and tolerance processor) and maintains two
internal representations of a defined object (a tree-
structured representation and a boundary representation).
The input processor uses the input data to construct a tree-
structured representation of the input data. The boundary
representation is derived from the input data by the
boundary evaluator. It represents the object boundary as a
collection of bounding "faces". The graphical output

generator displays the objects on the screen. An
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engineering drawing containing three views can also be
generated and displayed on the screen. The dimension &
tolerance processor is used for checking and displaying
dimension, tolerance, and mechanical attribute information
of a designed object.

Figure 3 contains an example of a part that was created
using PADL-1; this figure also contains the instructions
that were used to create the represented part. PADL-1 is
limited in the types of parts that it can represent because
the faces of bldcks are always perpendicular to one of the
coordinate system axes, and the axes of cylinders are always
parallel to one of the coordinate system axes. In addition,
the parts considered are limited to those that can be made
from block primitives and the form features defined in a
CAM-I publication called, "CAM-I's Illustrated Glossary of
Work Piece Form Features" [39]. The features that the
system can recognize are listea in Appendix D.

Figures 4 illustrates a part with a cylindrical feature
(shaded area) that will not be recognized because the
feature crosses and intersects the intersection of three
block primitives B, C and D:\ Figure 5 illustrates a part
with a non-cylindrical feature (shaded area) that will not
be recognized because the feature is not defined. The
proposed system will be able to generate a process plan for
the part in Figure 6. ‘

Another simplification made is that the parts are to be
made from cast aluminum (356 alloy). This simplification

will limit the number of rules required to define valid
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machining operations that must be developed for the
knowledge data base. Another simplification involves
fillets; if a fillet is required it must be made when the
part is cast. This latter simplification was made because
of the difficulties involved in representing a fillet in the
PADL-1 system,

In the system being developed, a solid model of a part
is constructed using PADL-1. The next step, is to use a set
of developed FORTRAN computer programs (these programs are
actually an elementary expert system) to extract the form
features of a part from a boundary file created by PADL-1.
The data structure of a PADL-1 boundary file is discussed in
Chapter 1IV.

Some additional information has to be collected from
the design phase, size tolerances and surface finishes.
PADL-1 will accommodate size tolerance but will not accept
surface finish requirements. Therefore, interactive
software was developed so that a design engineer can enter
the surface finish requirements. Location tolerances are
not considered in the current work. As the form features
are identified, this information is input to a data base
which will later be used by the expert process planning
system.

The process planning portion of the system was
developed as an expert system. It is made up of the form
feature data base, which contains form feature details, size
tolerances, and surface finish requirements; a knowledge

data base, which is made up of rules that are used to
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develop the process plan; and an interpreter/decision maker,
which combines the information from the form feature data
base and the knowledge base to develop a process plan.

The decision rules represented in the knowledge base
are the manufacturing knowledge for the mass reduction
processes. These types of processes assume that the size of
the original workpiece is sufficiently large, so that the
final geometry can be produced by removing material from it.
The parts are assumed to be made from cast aluminum (356
alloy). Only two machining cuts, one roughing cut and one
finishing cut, are needed to produce the desired surface
finish. The manufacturing processes considered in this
research are center drilling, drilling, boring, reaming and
milling.

The expert process planning system is developed by
using EXPERT developed at Rutgers University [77]. EXPERT
is an expert system building tool for designing consultation
type expert systems. Using the EXPERT system, the data for
each problem is entered interactively. However, in this
research, the expert process planning system automatically
reads in the form feature data from the form feature file,
selects the manufacturing process for each form feature, and

generates the rough process plans for machining the part.

' The detailed operatihg parameters, such as feeds, speeds,

and chucking types and methods, are not included in this

system.
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Summary of Assumptions and Limitations

The scope of this research is defined in the following
four areas:

1. Part Material. Parts are made from cast aluminum
(356 alloy).

2. Part Feature. The parts considered are limited to
those that can be constructed by PADL-1. In addition,_this
class of parts will be reduced to those consisting of
primitive blocks and form features described in Appendix D,
that do not have a form feature intersecting the
intersection of two primitives, such as the parts
illustrated in Figures 4 and 5, and consisting of 20 or
fewer features. It is assumed that the fillets must be made
when the parts are cast.

3. Geometry Information. Since basic dimensioning is
used for defining the locations of points and the length of
lines, location tolerances are not considered in this
research. The size tolerances of hole diameters are assumed
to have the default values +.001 inch and -.001 inch. Aall
the surfaces are assumed to have the value of 63AA (micro-
inches) finish roughness unless otherwise specified by the
designer.

4, Manufacturing Processes. Manufacturing processes to
be considered are: milling, drilling, center drilling,
boring and reaming. Only two machining cuts, one roughiné
cut and only one finishing cut are needed for each machined

surface.
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Process planning is a broad and complicated problem.
And it was necessary to impose these assumptions to limit

the scope of the study.
Summary of Research Objectives

Based on the above discussion, the primary objective of

this research is:

To develop a prototype automated process planning

system that helps integrate CAD/CAM and generates

the process plans for machined parts.

In order to accomplish this major objective, several

other objectives are included.

1. Develop an elementary expert system that can
extract the part design data from the PADL-1
system and transfer them to the expert system
in a workable data format.

2. Provide a procedure that prompts the user for the
surface finishing attributes for each machinable
surface of a part and stores them in the general
data base.

3. Represent and organize the manufacturing decision
logic and store it in the knowledge base.

4, Modify the EXPERT system so that the expert system
reads the form feature data automatically from the
general data base and generate the process plan.

Each of the above objectives must be completed in order

to achieve the primary objective. The elementary expert

system is used for identifying the form features of parts
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and preparing the general data base for the expert process
planning system. The surface finishing attributes
acquisition algorithm helps to describe the machined parts.
The manufacturing knowledge will be properly organized and
represented in the knowledge base so that the knowledge
interpreter of the EXPERT system can make deduction
efficiently. Finally, the expert system will generate the
process plan for the part. This generated process plan could
also be used for things such as, scheduling, tool design,

and preparing NC programs.
Contributions

The successful completion of this research provides
benefits to both theoreticians and practitioners. This
study becomes the first of its kind to provide a system that
reads the geometric shape information of a part from the
internal design data of a solid modeling system, then
automatically generates the process plans for the recognizéd
form features.

Process planners will benefit from this research
because most of the manual operations in process planning
are eliminated. The job of process planning will be less
tedious and time consuming. In addition, the expert
approach makes it possible to transplant and expand the
basic system in different companies, because an expert
system permits process planners to modify the manufacturing
decision logic contained in the system. The work of this

research demonstrates that the computer-aided process
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planning can be integrated with computer-aided design. It
is a major step toward integrated computer-aided

manufacturing.



CHAPTER 1I1I

ARTIFICIAL INTELLIGENCE

AND EXPERT SYSTEMS

Introduction

"Artificial Intelligence", as stated in The Handbook of

1
Artificial Intelligence [2, p. 3], "is the part of computer

science concerned with designing intelligent computer
systems, that is, systems that exhibit the characteristics
we associate with intelligence in human behavior --
understanding language, learning, reasoning, solving
problems and so on." In other words, Artificial
Intelligence (A.I.) is concerned with making computers
perform tasks that would require intelligence if the tasks
were performed by human beings.

Two approaches have been used by A.I. researchers in
the development of A.I. systems: The first approach is to
use computer to mimic the same logical process as the human
brain and nervous system. The second approach is to make
computer suggest intelligent decisions irrespective of how
the brain system works [26]. No matter which one of the two
approaches is used, the ultimate goal of A.I. is to make a
computer that, by its output, simply could not be

distinguished from a human mind.
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Artificial Intelligence is a branch of computer
science. Computers are the tools of A.I. and it is the
computer programs that make these tools perform tasks that
people would say require the intelligence of a human being.
Since the research of A.I. started in the mid 1950's,
researchers have invented dozens of programs and techniques
that mimic various intelligent behaviors. Today's A.I.
researchers have brought these techniques from the
laboratory to the real world. Various systems have been
developed to help humans solve some difficult and
complicated problems in chemistry, biology, geology, law,
engineering, and medicine at an expert level of performance.

Artificial Intelligence is a relatively new subject in
computer écience and its research area has no bounds yet.

At the present stage of development, specializedareas in
A.I. include problem solving, natural language processing,
automatic programming, expert systems and related areas,
such as A.I. tools and software. 1In the following sections,

each of these areas will be introduced.
Problem Solving

Problem solving is one of the earliest A.I. research
area. In general, problem solving encompasses all of
computer science because any computational task can be
regarded as a problem to be solved. Ho#ever, they are not
all A.I. oriented. The main topics involved in the problem
solving area are puzzle solving, game playing, mathematical

problem solving, and automatic theorem proving. A variety
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of problem solving programs have been developed by A.I.
researchers. Today's A.I. programs play at the champion
level in checkers and backgammon, and play at the expert
level in chess. There are some other programs that have
been used by scientists and engineers to solve mathematical
' problems, such as solving algebra equations, symbolic
integration, and factorization of polynomials.

Learning ability has been built into most of the game
playing prdgrams so that the playing strategies can be
adjusted to a variety of environments. Computer learning
techniques have been implemented either by self learning
programs or by teaching programs. Self learning programs
make strategy changes in response to experience in the
environment. Teaching programs change the rules of the
knowledge base through conversation with a human or other
programs. Self learning programs have had very limited
success. At the present stage, teaching is the most popular
approach used in A.I. programs.

Information retrieving and problem representation are
the two major tasks in problem solving. Different search
strategies have been employed in the problem solving area by
A.I. researchers. Trial and error search or blind search
techniques play important roles in trivial problems. For a
nontrivial problem, where the solution space is extremely
large or the alternatives are numerous, heuristic search
techniques are required. The implementation of a search
technique depends on how a problem was formulated. A

problem can be formulated as a state-space search problem, a
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problem-reduction solving problem, or as a theorem to be
proved. These three approaches are introduced in the next

two sections.

State Space Approach

The state space approach is a very popular problem
solving representation. It formulates a problem with
problem states, a set of operators, a search method of how
the various states can be reached by different actions, and
the specifications of a final, desired situation, or goal.
A problem state is a particular configuration of a problem.
An operator is a set of rules which transforms the problem
from state to state. The state space of a problem is all
the states that can be reached from a givéﬁﬂiﬁitial state
through a series of transformations. A solution to this
type of problem can be obtained by a search process that
applies operators to the initial state to produce new
states, then applies operators to these new states, and so
on until the goal state is produced.

For example, the initial state of an 8-puzzle is shown
in Figure 7-A. An operator "move blank to the top" will
transform the initial state to a new state as shown in
Figure 7-B. A sequence of different operators will trans-
form the current state 7-B to the final state in Figure 7-C.

Various search procedures have been developed for
solving the state-space represented problems. Examples of
such procedures are:

1. Breadth-first search, in which all paths that lead
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from one state to other states are searched at the
same speed.

2. Depth-first search, in which the most recently
expanded state is always searched first.

3. Heuristic search, in which various-heu:istic rules
are used to determine which path or paths should
be extended next.

The way that computers can solve large state-space
problems is through heuristic search procedures. 1In order
to do the searching efficiently, the selection of a
particular data structure to represent the state of a
problem is important. A variety of ways can be used to
represent the state of a problem, such as symbol strings,
vectors, arrays, trees, and lists. The selection of a
particular data_structure depends on the size and the

complexity of the problem.

Problem Reduction Approach

When a problem is too large, the problem solvers
usually segregate the problem into several small portions.
Using the problem reduction approach, an analysis is made of
the original problem, then an operator is employed to
transform the original problem to a set of sub-problems.

The new set of sub-problems is simpler and easier to solve
than the original problem. Solutions to the sub-problems
imply solutions to the original problem. For example,

consider the problem of driving a car from Stillwater,
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Oklahoma, to Dallas, Texas. This problem could be reduced
to sub-problems:

1. Drive from Stillwater to Oklahoma City, and

2. Drive from Oklahoma City to Dallas.

Here a solution to these two sub-problems would produce a
solution to the original problem.

Fof any given problem, there may be many reduction
operators that are applicable to generate the sub-problems.
However, some of the generated subproblems may not be
solvable. To avoid the occurence of this situation, a
sea}ch procedure is required to detect this type of problem.
As stated in the state-space approach, several search

procedures have been developed and various data structures

are available for representing problems.

Theorem Proving

Mathematical problems often requiré some sort of proof
or logical analysis instead of simply finding solutions for
them. In order to do automatic logic reasoning, a formal
language is needed to describe the problems and make valid
‘;ogical deductions. First order predicate calculus has been
used by most of A.I. researchers to represent problems in
developing the automatic theorem proving techniques. It is
a system of logic which can express mathematical statements.

For example,
(vx) (¥y) {[G(x,0)AG(y,0)] ==> G(TIMES(x,y),0)}

This statement says that for all x and y, if x is greater
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than 0 and y is also greater than 0, so is the product of x
~and y. In addition to formulating mathematical problems,
non-mathematical problems can also be formulated by the
first order predicate calculus. In particular, theorem
proving techniques can be used in information retrieval
systems where deductions must be made on a data base of

facts in order to answer a query. For example,

HEAD (COMP_CNTR,DR. BUMM)
WORK_IN(COMP_CNTR,MR. MAGEE)

{[WORK_IN(x,y)AHEAD(x,z)] ==> BOSS_OF(y,z)}

These three statements express the facts that Dr. Bumm is
the head of computer center, Mr. Magee works in the computer
center, and z is the boss of y if y works in x and z is the
head of x. An intelligent retrieval system might be
expected to answer a query like "Who is Mr. Magee's boss ?".
This query might be stated as the following theorem to be

proved.
(1 x)BOSS_OF (MR. MAGEE, x)

A proof that an x exists would provide an answer to the
guery. The theorem proving procedure is based on the
resolution principle which is extensively discussed in
Nilsson's book [55]. Many programs that can prove
assertions in first order predicate calculus form have been

developed [56].
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Natural Language Understanding

The most convenient way for people to deal with a
computer is to use their natural languages that are the
languages that living creatures use for communication, such
as English, Chineéé, etc.. That is why the area of natural
language understanding has been intensively studied by A.I.
researchers. Researchers are trying to build machines that
can understand natural languages. Reading machines are one
of the practical things that came out from this area at
study. Hundreds of reading machines have been built to help
blind and handicapped people. Among all the developed
reading machines, Kurzweil Reading machines are the most
advanced machines [38]. These machines can recognize 300
fonts_o§~each alphabetic letter in both upper and lower case

o and convert them into spoken English.

Pattern recognition techniques have been heavily used
in research into natural language understanding. It is a
fundamental technique. Pattern recognition includes pattern
classification and pattern matching. A pattern is defined
as a collection of objects and each of the objects has the
properties that satisfy certain criteria known as pattern
rules [42]. For example, the pattern rules for the letter
"A" described in Kurzweil Reading machines are "The capital
letter A has a concave area at the base and a loop at the
top. The top is a completely closed area of white with
extensions at the west side and east side." [38, p. 89].

Pattern classification means that given an object and a

collection of pattern rules, determine which subset of the
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pattern rules are satisfied by the object. For example,
when a letter is read into the: reading system, the rules
will be used to identify what the letter is. Pattern
matching means that given a pattern rule and a collection of
objects, find which of those objects satisfy the pattern
rule. For example, in order to find all of the letter "A"
from the given letters, all the letters are compared with
the rules for the letter "A".

Pattern recognition techniques have been used in
developing the reading machines. Letters of a word to be
pronounced are processed one at a time. Once all the
letters of a word has been recognized, the reading machine
is ready to pronounce the word. Kurzweil machines process
pronunciation and articulation of words by synthesizing
these words from single letters according to 1000 rules and
1500 exceptions to rules that apply to English.

Interpreting a language and translating a language to
another one is also an important area in A.I. natural
language research. In the early A.I. research, this
interpretation and translation was done by word for word
substitution using a number of rules dealing with grammar.
Only 80 percent of the translations were satisfactory, and
modification were required to enable comprehension for the
other 20 percent. Languages are filled with expressions
based on special meaning. Understanding a language involves
knowledge and reasoning about the nature of the world.

The new approach of natural language research is to

build the world knowledge and information inference system
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into the computer system. For example, in order to make the
computer correctly interpret the sentence "The policeman
stopped the car with his hand". The world knowledge about a
policeman must be built into the computer system. With the
help of an inference system, the computer will conclude that
it is the authority of the policeman that stopped the car
and not the power of the policeman's hand. At the present
stage, many story interpreting systems have been
successfully developed by using this new approach, such as
SAM (Scripture Applier Mechanism), FRUMP (Fast Reading
Understanding and Memory Program), and PAM (Plan Applier
Mechanism) [63].

Listening is the hardest part in the natural language
fesearch. At the present stage, listening computers can
handle only limited vocabularies. Some of the applications
are airline reservation systems, telephone directories, and

commands for robots.
Automatic Programming

The goal of A.I. in automatic programming is to build
computer information systems which will yield good
programming solutions from the description of a problem
either in a formal language, such as the first order
predicate calculus, or in a natural language, such as
English. The basic tools used in developing automatic
programming systems are automatic theorem proving, pattern
recognition and a deduction system. A deduction system is

made up of many rules expressed as small functions or
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programs., At the present stage of development, only a few
examples have been worked out in the automatic programing
area [44]. Compilers for high level computer languages are

the early results of automatic programming research.
Intelligent Robots

Robots are generally described as creatures or machines
that function under their own powef and control. Artificial
Intelligence researchers involved in this area héve looked
at everything from optimal movements of robot arms to
methods of planning a sequence of actions to achieve a goal.
Thousands of robots have been implemented in assembly lines.
They can be programmed to perform a variety of jobs.
However, those robots can only work on parts in fixed
positions. When parts are placed in different positions,
these types of robots are not able to adjust their positions
to complete the job as a human would.

Robots with visionhave been called intelligent robots
or second generation robots. The second generation robots
can see through a TV camera and can respond to the
environment. Analog signals that come from the TV camera
are converted to digital information and stored in the
computer memory. Then, through the pattern recognition
process, the input information is compared with the image of
objects that have been stored in the memory, the computer
can recognize the correct objects. For example, robots with
vision have been applied to jobs in quality control.

Autovision II is a system developed by Automatrix, Inc.. It
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has been used to inspect, identify, count, sort, position
and orient parts. It also rejects defective parts [38].
Robot with vision is one of the most popular A.I. research
today. The result of the research will largely affect the

industry and the way people live.
Expert Systems

Early work in A.I. was aimed at developing general
problem—golving systems. Several such systems were
successfully developed in handling small problems. However,
these systems failed when they were faced with large andl
complicated problems. Eventually, it was realized that
human beings solve real world problems by using their
knowledge and experience rather than alogrithmic solutions.
This realization led to the development of the "expert
systems" -- systems tha£ make use of large amounts of
knowledge about a specific subject. Each expert system
encompasses a quantity of knowledge to help people solve the
important and difficult problems which usually require a
decision made by an expert.

Expert systems differ from conveptioqg%»;g@ppte;_”
programs in two ways:

1. Programming structures are different. Figure 1
(page 4) depicts the different programming structures of
these two types of systems. An expert system basically
contains three components: a general data base (data), a
knowledge base (the solution logic), and the inference

engine (computer control logic). The solution logic and
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computer control logic are implemented in the conventional
program. When a decision has to be made, a "decision tree"
is the basic approach used in the conventional program. For
a new problem or a change, this approach requires that the
entire process be analyzed in advance, then coded into a
data structure. However, when the decision rules for expert
systems are stored in a knowledge base, the knowledge base
can be modified independently without affecting the entire
process.

2. Problems to be solved are different. Conventional
programming techniques are most effectively applied to
problems of a repetitive or algorithmic nature. The
knowledge for solving this type of problem is firm, fixed
and formalized. However, when (i) the knowledge for solving
a problem is subjective and judgemental, (ii) the precise
steps for solving problems do not exist, the expert system
approach is the better way. Besides, expert systems are
particularly useful in situations where expertise is not
available on a continuing basis. Data processing techniques
for conventional programming are basically designed for-
increasing the productivity of clerical work. Expert
systems are designed for helping the managerial and

executive tasks.

Knowledge Engineering

Expert systems are also called knowledge based systems,
because they utilize the facts and heuristics which real

experts employ for solving problems. The facts are the body
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of information that is widely shared and publicly available,
such as teachings in books. The heuristics are mostly
private rules of thumb, rules of plausible reasoning, rules
of good judgement, or rules of good guessing that enable an
expert to make good decisions in his field. An expert is
often unaware of how he comes to his conclusions and cannot
give hard and fast rules. Thus, a great deal of interaction
is required between A.I. scientists and the experts before
making usable knowledge rules for expert systems. The work
of incorporating and converting the human expert's knowledge
and experience into expert systems has been delegated to the
knowledge engineers.

The activity of knowledge engineering can be defined as
follows: "The knowledge engineer practices the art of
bringing the principles and tools of A.I. research-tobear—
on difficult applications problems requiring experts'
knowledge for their solution. The technical issues of
acquiring this knowledge, representing it and using it
appropriately to construct and exﬁlain lines-of-reasoning,
are important problems in the design of knowledge-based
systems .... The art of constructing intelligent agents is
both part of, and an extension of, the programming art. It
is the art of building complex computer programs that
represent and reason with knowledge of the world [33, p.
89]." |

Knowledge acquisition, representation and utilization
are the most important work in knowledge engineering. The

expert's knowledge provides the key to expert performance,
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while knowledge representation and inference schemes provide

the mechanisms for its use.

The Components of Expert Systems

General Data base. A general data base describes and

stores the facts of a problem. Facts are the inputs to an
expert system. However, many developed expert systems
prompt the users to enter the facts of a problem rather than
describing the facts in a data base.

Knowledge Base. A knowledge base stores the knowledge

about a specific area. It contains three items:

parameters, rules, and confidence levels. Parameters are
variables that are subject to changes during the execution
of a program. Rules are the representations of the experts'
decision logic. A confidence level states the degree of
confidence in a rule when it is used. The confidence level
implies that a rule may not be universally applicable.

The first important work in constructing a knowledge
base is developing a method to represent the expert
knowledge. Different methods have been used to represent
knowledge. IF-THEN rules are the most popular method used
in designing expert systems. IF-THEN rules are also called
situation-action rules or production rules. All of the IF-

THEN rules representation have the following form:

IF (condition 1 is true) and

(condition 2 is true) and
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(condition m is true)
THEN (action 1)

(action 2)

3
.

(action n)

This rule simply means that if a certain kind of
situation arises, a certain kind of action can be taken.

The conditional part can be thought of as patterns to be
matched against the facts in the data base. If all the
conditions of a rule are matched, the actions will be
perfdrmed. For example, the economical way to makéw;”hble
in a sheet of metal can be EDM (Electrical Discharge
Machining), if the thickness of the sheet metal is less than
.375", the hole diameter is between 0.62" and 3.00", the
hole interior finish is greater than 63 AA, and both the
maximum and minimum tolerances of the location and the hole
size are +0.002" and -0.002" respectively. This knowledge
can be expressed in a rule as shown in the Table I.

The most recently developed A.I. knowledge
representation scheme is the "Frame" [2]. This technique is
still in its early stage. Basically, a frame is a data
structure that includes declarative and procedural
information in predefined internal relations. Thus, a
generic frame for a person might have knowledge slots for

facts that are typically known about a person, like the



TABLE I

A DECISION RULE

Rule 2.
IF (hole type is equal to 1)
(material thickness is not less than .375")
(hole diameter is between .062" and 3.00")
(interior finish is greater than 63 AA)
(hole size tolerance is greater than +.002")
(location tolerance is greater than +.002")

THEN (the hole will be produced by EDM technigue)

39
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name, sex, class, major, and an "attached procedure" for
finding out what the class is if it is not known. A college

student frame might look like this:

Generic College Student Frame

Name: a proper name

Sex male or female

Class: freshman, sophomore, junior, or senior

_Majof: a department (If-Needed: find a department

with Name=student name)

OSU-STUDENT Frame

Name: Jim Chern

"Sex : male

Class: junior

Major: computer science

There are some other representation methods, such as
semantic nets fof natural language, and logic for problem
solving.

Another important task in constructing a knowledge base
is building the relations between decision rules so that
inference can be automatically deducted. For example, a
high surface finish hole can be produced by reaming or
boring. These two processes can be used only when the hole
already exists with a lesser degree of a surface finish.
Again, this pre-existing hole can be produced in a variety
of ways, such as drilling, core drilling, etc. Figure 8

illustrates these process relations graphically.
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Knowledge Interpreter. A knowledge interpreter is also

called an inference engine, a reasoning processor or a rule
interpreter. It is the control center of an expert system.
Two kinds of control strategies have been developed to find
the enabled rules and make decisions on which rules should
be applied. They are either forward chaining or backward
chaining strategies.

Forward chaining means working from facts to conclu-
sions. It starts with a collection of facts and tries all
available rules over and over, adding new facts as it goes,
until eitheg a goal state is reached or no more applicable
rules are found. The forward chaining problem solver looks
for rules that depend only on already known facts. For
example, if all of the condition statements in the Rule 2
shown in Table I (page 39) are known, then(the rule
interpreter notes the rule. - The problem solver concludes
that the hole will be processed by the EDM technique.
Henceforward, this fact is added to the data base; it can
help trigger other rules.

Backward chaining means working from a goal to facts.
w”I"t.wsvtar_ts_rwith a goal and tries to achieve it. The strategy
involves finding rules that demonstrate the goal and then
verifying the facts that enable the rule to work. For
example, if the rule interpreter is trying to identify that
a hole will be processed by the EDM method, it notes Rule 2
as stated in Table I. Using this rule, the problem solver
observes that a hole will be processed by the EDM method, if

all the conditions are matched. The first condition "hole
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type equal to one" of the rule becomes a new goal to be
achieved, and the same procedure is applied recursively. If
there is no rule which can be used to establish the new
goal, the rule interpreter will ask the user for the

necessary facts and enter them to the data base.

Existing Expert Systems

During the last two decades, a number of A.,I. systems
have been developed that specialize in several areas, such
as medical diagnosis, chemical structure generation, mineral
exploration, and electronic circuit design. A famous expert
system is DENDRAL [48]. which analyzes mass spectrogram and
nuclear magnetic resonance to infer the chemical structures
of an unknown compound. For some families of molecules, it
operates more accurately and quickly than the best human
mass-spectrum analysts.

MACSYMA, developed at MIT [50], incorporates hundreds
of rules generated from experts in applied mathematics. The
users command MACSYMA to perform various operations on
eqguations énd expressions, such as differentiation and
integration. MACSYMA surpasses most human experts in this
area.

There have been several expert systems developed in the
area of medical diagnosis and treatment. MYCIN [64], one of
’ the earliest and best known expert systems, is a consul-
tation system to assist physicians to diagnose bacterial
infections and suggest therapy. PUFF [25] is a similar

system for diagnosing pulmonary function disorders, given
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case histories and results of various lab tests. Output
from each system has demonstrated a very high degree of
agreement with the real doctors.

Some systems have also been developed for helping
industrial firms, such as Rl [53] for configuring customer
requests for VAX computer systems at the Digital Equipment
Coorporation, and PROSPECTOR [19], an interactive aid for
geologists involved in mineral exploration. PROSPECTOR has
discovered a molybdenum deposit whose ultimate value will
probably exceed a hundred million dollars.

Hayes-Ruth et al. [32] have published an excellent
survey on existing expert systems. They have classified
existing expert systems, into different types according to
the application area. Table II summarizes this
classification.” "Interpretation systems infer situation
descriptions from sensor data. Prediction systems infer
likely consequences of given situations. Diagnosis systems
infer system malfunction from observables. Design systems
configure objects under constraints. Planning systems
design actions. Monitoring systems compare observations of
system behavior to plan features. Debugging systems create
specifications and recommendations for identifying and
correcting malfunctions. Instruction systems diagnose,
debug, and modify students behavior. Control systems

interpret, predict, repair and monitor system behaviors,
Summary

Artificial Intelligence is actually a methodology that
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TABLE II

APPLICATIONS OF EXPERT SYSTEMS

Category Application area

Interpfetation: surveillance, speech understanding, image
analysis, signal interpretation.

Prediction: weather forecasting, demographic
predictions, traffic predictions, crop
estimatioﬁs, and military forcasting.

Diagnosis: medical, electronic, mechanical, and

software diagnosis.

Design: circuit layout, building design, and
budgeting.
Planning: automatic programming, robot, project,

route, communication, experiment, and
military planning problems.
Monitoring: nuclear power plant, air traffic, disease,

and regulatory.

Debugging: computer, network, and computer
maintenance.

Instruction: student's behavior, air traffic control.

Control: business management, battle management,

and mission control.

Source: F. Hayes-Roth, D. A. Waterman, D. B. Lenat,
Building Expert Systems. Addison-Wesley
Publishing Company, Inc., 1983.
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can be applied to many fields. This chapter presents a
brief introduction to A.I. based on the application areas of
problem solving, natural language, automatic programming,
intelligént robots, and expert systems. Although different
areas are classified in A.I., they are not all independent.
For example, in order to solve a problem, a natural language
may be used to communicate with a computer, then the
computer may invoke the information processing system to
understand the problem. Once the problem is understood, the
computer may invoke the proper problem solving technique to
solve the problem.

The fundamental aspects of A.I. that underlie these
applications are problem representation, knowledge (data)
repreggatéiion, search technique, pattern recognition,
reasoning process, and learning ability. 1In this research,
the expert system approach was chosen to develop a general

process planning system.



CHAPTER III
LITERATURE REVIEW
Introduction

In this research, the primarily focus is on batch-type
manufacturing; therefore, processing is defined as a series
of operatidns for shaping raw materials into designed forms.
"Planning" means to formulate a program to accomplish or
achieve an objective. It implies that a strategy, such as
maximizing the profits, minimizing the processing time,
etc., is applied to accomélish a goal. The purpose of
process planning is to establish a sequence of manufacturing
processes so that a product can be made economically
according to its design, predete;gined materials, and
available tools. The functions like shop planning and
scheduling, methods and work standards, tool design,

purchasing are based on the information provided by a

process plan.
Manual Process Planning

Process planning is still performed manually in most
firms. It depends heavily on the experience and the back-
ground of the process planner. CAM-I European members [7]

have interviewed a large number of process planners to find
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out how they work and think. %he following is a summary of
their studies in discovering how process planning may be
done. Manual process planning can be described in four
stages:

1. Recognizing the dominating characteristics. The
process planner starts by judging the entire
manufacturing task. He would recognize the domi-
nating characteristics of this task from the past
experience of knowing previous products that had
the same characteristics.

2. Finding the process steps of the plan. According
to the characteristics found in the first stage, a
process planner is able to look up a previous plan
and extract what he needs and adds what is missing
for the current task.

3. Checking the feasibility of the plan. At this
stage, the process planner will check the designed
plan against the product requirements, time, and
cost. If the process steps have not been fully
detailed, the planner repeats the first stage for
the incomplete manufacturing task.

4, Issuing the final process plan.

Chang [11] itemizes the elements in the process planning
function as follows:
1. Machining surface identification,
2. Determination of the process to be used for each of
the machined surfaces,

3. Operation sequencing,
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. Machines selection,
. Tools selection,

. Fixture and work holding method selection,

4
5
6
7. Machining parameter selection (feed, speed, etc.),
8. Cutter path determination,

9. Inspection method and equipment selection, and

0

10. Machining time and cost estimation.

However, the elements of the process planning function
vary from company to company. At one extreme, only the
rough routing is planned. At the other extreme, all the
elements stated above are planned. Manual process planning
has revealed many problems, such as, long turn around time,
inconsistent routings and tooling, and the scarcity of
skilled process planners.

Process planning should be considered during a product
design. The FREXPP system is an interactive process
plaﬁning system. The ultimate goal of this system allows
the user to design the part, do the finite analysis, select
material, and enter different surface finish requirements so

that various process plans can be generated and an

economical plan can be decided automatically.
Computer-Aided Process Planning

Computer-Aided Process Planning (CAPP) is also known as
Automated Process Plénning. It was mentioned as early as
1965 [81]. Since the idea of automated process planning was
first proposed, there has been a growing interest in the

development of computerized process planning systems in
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Europe, Japan, and in the United States. A number of
process planning systems have been developed to reduce cost
and increase productivity in different industries. In
general, there are two types of computer-aided process
planning systems -- variant and generative. Spur was
perhaps the first one to define them and discuss the
difference of their implementation [81]. Variant type
systems and genefative type systems are introduced in the

next two sections separately.

Variant Type Systems

The variant type system logic is similar to manual
process planning. Parts in the variant type system are

segregated into families. Part families are grouped

according to the similarity of design attributes, such as ————

the geometric shape and size of parts, or manufacturing
attributes, such as the sequence of processing steps
required, or both of these attributes. A coding system is
always associated with the classification éystem to
distinguish each part family. 1In addition to the grouping
of part families, a set of standard process plans is
required for each part family in a variant type system.
Standard process plans were established by the experienced
process planners based on the common characteristics of each
part family and stored in the computer memory. These
standard process plans will be retrieved and modified later
for a new or revised machined part.

Both the part family classification code and part
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number are used to relate a part to a set of process plans
in a variant type system. The grouping method of part
family is based on the concept of Group Technology. "Group
Technology," stated by Groover [30, p. 538], " is a
manufacturing philosophy in which similar parts are
identified and grbuped together to take advantage of their
similarities in manufacturing and design." It is aimed at
increasing the productivity in manufacturing the small
guantity job.

The typical variant type system is CAM-I's CAPP system
[9]. It was developed primarily to demonstrate the
feasibility of a computer aided process planning system.
The logic is based on the Group Technology method of
classification and part coding. Figure 9 illustrates the
information flow diagram of the CAPP system. To generate a
process plan, the first input to the CAPP's system is a part
family number. Then, the header information, such as the
part classification code, the part number, the design date,
the name of the designer, etc., are required to be updated.
After updating the header information, the user is asked to
modify the sequence of operations and the detail elements of
each operation sequentially. The completed information is
then stored in the process planning file. The hard copy of
a stored process plan is obtained by using the process plan
formatter that retrieves‘the information from the process
planning file. Several versions of CAM-I's CAPP system have
been developed and are currently used by some manufacturing

oriented companies.
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The MIPLAN process planning system is based on the
MICLASS classification and coding system and was developed
by the Organization for Industrial Research Inc.. It is an
interactive system and has flexible-on-line editing
capability. Since the MICLASS system can generate the
classification code for each part through the gQuestion-
answer procedure, the up-front work of classification is not
necessary. MIPLAN provides the users with four different
options to create the process plan: (i) a plan can be
created from the scratch, (ii) an incomplete plan can be
retrieved frcem the computer, (iii) a plan can be retrieved
by entering the part number, and (iv) a process can be
retrieved through the parf classification code for the same

part or similar ones.

Generative Type Systems

The concept of a generative type process planning
system is to use the computer to create process plans from
information which is available in a manufacturing data base.
A manufacturing data base contains the part description data
and technological information, such as machining data and
tooling information. A generative process planning system
consists of a manufacturing data base and the manufacturing
process decision logic program to manipulate the data in the
data base. Preliminary works, such as classification,
coding, and establishing standard processes are not
required.

Different degrees of generative process planning
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systems were first proposed by Scheck [60]. Four groups of
generative process planning systems are classified as shown
in Figure 10. Figure 10-A illustrates the first class or
the truly generative process planning system. A truly
generative process planning system will scan and interpret
the part description data which is stored in the'aata base,
then automatically and properly fit these data to the
requirements of the manufacturing decision logic to generate
an optimal process plan. This class of system would be
universally applicable. It means that if any part is
presented to this kind of system, the computer will produce
an optimal process plan for this part. However, the truly
generative process planning system does not exist yet.

Figure 10-B shows the second class of generative
process planning system in which a human coding from the
engineering drawing data is required. Only one system, the
Experimental Planning System (XPS), claims to be in this
class. XPS is a generative process planning system which is
currently under development by the contractor of CAM-I Inc.
[15]. ZXPS will be able to execute an individual company's
process planning logic to produce a sequence of work
elements for manufacturing a part. This system will execute
the decision tables that contain the logic for selecting and
sequencing the work elements. The part description data is
entered through a query system and is compatible with the
CAM-I's variant CAPP system.

Figure 10-C illustrates the third kind of generative

process planning system in which a CAD system is used to
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describe the part information and only selected
manufacturing processes are developed. AUTAP, developed in
West Germany [27] was designed for rotational parts (such as
disks, rings, gears, wheels, and bolts) and sheet metal
parts. This system uses a special part input language so
that the same data base cah be used to support part drawing,
process plan generating, and NC program preparation.

The Computer-Aided Design and Computer-Aided
Manufacturing process planning (CADCAM) system was developed
by Chang [10]. CADCAM is an extension of the APPAS system.
It allows the users to enter the design data interactively
and displays the engineering drawing on a graphic system.
This system automatically transforms the part geometric and
technological information to the input code of the APPAS
system. However, it can only create process plans for
drilling.

The Totally Integrated Process Planning System (TIPPS),
developed by Chang énd Wysk [ll]) is a research system.
TIPPS takes the design data in a boundary file, requires the
user to locate the machining surfaces, then, generates the
process plans for the identified machining surface.

Matsushima [52] has developed a process planning system
named TOM (Technostructure Of Machining) by using the expert
system technigue. This system was designed to generate the
optimal machining sequence from given geometry which is the
output of a CAD system. However, it can generate only
process sequences for machining holes. Things such as

complicated geometry, selection of the optimal machining
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tool set, and different manufacturing processes planning
cannot be handled by this system.

‘Figure 10-D illustrates the fourth class of generative
process planning system in which only selected manufacturing
processes are developed and human coding for the engineering
data is required. A number of generative process planning
systems of this class havé been developed.

The Automated Process Planning And Selection (APPAS)
was developed by Wysk [81] at Purdue University. This
system generates process plans by analyzing a precoded -
number. It uses the bOding FOR Machining (COFORM) coding
system to describe the surface of a part. The COFORM system
describes each individual surface of a part rather than
describing the entire part. APPAS was primarily designed
for milling and drilling work. A

The Computer Managed Process Planning (CMPP) system,
developed by United Technologies Research Center [20], is én
advanced system for process planning of machined cylindrical
parts. Similar to English, this problem oriented computer
process planning language is used to state manufacturing
p;opeggggufgy_fgmi;}es of parts and stores the process
description in the data base. Interactive techniques are
used to collect detailed geometric data and technological
data of a part. To generate the process plans, CMPP
executes the process planning procedure which interacts with
the system data base.

The GENerative process PLANning (GENPLAN), developed by

Lockheed Georgia Company [74], has the capabilities to do
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part configuration analysis and instantly creates the work
instructions for the manufacturing of subassemblies and
aircraft parts. A special classification and coding system
based on geometry, size, and manufacturing processes has
been developed to describe the geometric data and.
manufacturing properties of the part. Since the process
plans generated by this system require minor fill-ins, a
trained process planner is required in the loop.

The Computer Aided Planning System (CAPSY-system),
developed by Spur, Anger, Kunzendorf, and Stuckman [65],
generates process plans for parts that require turning and
drilling operations. The planning steps of the CAPSY system
are arranged in four levels: management, procedure,
machining area, and operation. The CAPSY-system is a
dialogue system which allows the user to monitor the system
during the generation of process plans.

The Automatic Computer Assisted Planning System
(AUTOCAP) was developed by El-Midany and Davies [22].
AUTOCAP system was designed for turning operations and is a
shop floor, dedicated mini-computer based system. The part
information from the engineering drawing is entered by the
user through an interactive program.

GARI, developed by Descotte and Latombe [18] in France,
is a problem solver that creates process plans for machining
parts. It is structured like an expert system. GARI
consists of a specialized knowledge base and a general
purpose solver. A part model has been developed to describe

the geometrical and technological information of a part in
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terms of its attributes, such as holes, grooves, notches,
and faces. This manual input is very complicated in use.
GARI generates process plans for rectangular parallelopiped
parts.

In addition to the pure variant or generative type
systems, the combination‘of variant and generative
techniques are also found in several planning systems. The
Interactive Process Planning System for Prismatic Parts
(1CAPP) was developed by Eskicioglu and Davies [24] at
University of Manchester Institute of Science and Technology
(UMIST). The ICAPP system is feature oriented and is
capable of processing plane and cylindrical types of
features. In the ICAPP system, a composite part is designed
for each part family; parts in each family can be derived
from its composite“partt“The variant planning data and the
parameters of the generative logic for each composite part
are kept in the Cutting Technology File (CTF). The ICAPP
system selects the manufacturing methods from CTF for each
part according to its feature type, dimensions, and
tolerances.

The Rotating Part Operation (RPO), developed by Tipnis,
Vogel and Lamb [72], was designed for aircraft engine
rotational parts. This system stores the standard process
plans according to each part family classification code, and
automatically generates a detailed plan of each part by
using the generative approach. Papers by El-Midany et al.
[23] and Weill et al. [76] provide a good survey of existing

NC programming generating systems and CAPP systems.
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‘Summary

This chapter presents the background of process
planning, the procedure of manual process planning, and a
survey of the literature on the development of computer-
aided process planning systems. Basically, CAPP systems are
classified into two types of systems -- variant and
generative. The difference of these two types of systems
are based on the information processing.

The variant type system can be described as the
sophisticated information~retrieval system. The input and
output information are totally dependant on the designer or
the user. The generative type system analyzes the input
information, transforms the information, makes the
comparison, and generates the output information.

The logic of the variant type systems is based on the
concept of Group Technology. These are general purpose
systems. However, a certain amount of preliminary effort is
required to implement a variant type CAPP system, such as
establishing a suitable classification and coding system
based on Group Technology to establish part family grouping
and standard plans for every part family. This type of
system is not suitable for use in an integrated CAD/CAM
system, because a slight change on a part will require
another special process plan.

The concept of generative type systems is to use
computers to create process plans automatically. The ideal

system of this type can create an optimal process plan for



61

any given part without human intervention after the part is
designed. Existing systems of this type either require
manual coded information or they are restricted to a
preassigned type of work. This research is aimed at
designing and developing an expert process planning system
that can automatically analyze the geometric shape of a part

and create the process plan for a designed part.



CHAPTER IV
FEATURES RECOGNITION PROCEDURE
Introduction

A human béing has the capability to observe an object
and organize the information obtained from the object at the
same time. However, at the present time, a computer does
not have this cognitive capability. A computer with a
single central processing unit does not process two pieces
of information simultaneously, nor retrieve information
automatically from the computer memory. It always requires
an application program to retrieve, organize, and generate
the information from the data stored in the computer memory.
In order to retrieve the data efficiently,uusually a data
base is created to store the related data.

The starting point for the FREXPP system is the PADL-1
solid geometrical modeler. Using the PADL-1 geometrical
modeler, the engineer designs a particular part that is of
interest by sizing, adding, subtracting rectangular blocks
and/or cylinders. The resulting part is then presented in
three dimensions. The engineer may modify the designed part
through the PADL-1 commands, if the designed part.is not
satisfactory. Once a satisfactory part is designed, FREXPP

starts to build a data base for the feature recognition
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.

application program. Then, a form feature data base is
created for FREXPP to generate process plans.

As described above, the automation of feature
recognition requires both a data base and an application
program to retrieve the information from the data base of
the designed part, manipulate it, and identify the features
of the part. Prior to the discussion of the data base
creation and the form feature recognition procedure, the
PADL-1 boundary file will be discussed. Then, a sequence of

procedures for feature recognition will be described.
PADL-1 Boundary File

Internally, the PADL-1 geometrical modeler uses two
kinds of representation schemes, Constructing Solid Geometry
(CSG) and Boundary Representations (B-Reps), to represent
the solids. "Boundary", in PADL-1, has a precise mathema-
tical meaning and is defined as "if S is a compact regular
set of points in E3 which models a solid, then a point P is
in the boundary of S if there exists points arbitrarily
close to P which are in S, and points arbitrarily close to P
which are not in S" [32 p.3]. "Regular" means bounded,
closed and homogeneous. E3 stands for a three dimensional
Euclidean space. One can consider the boundary as the
"skin" that encloses the solid. The boundary of a machined
part is a collection of surfaces that enclose the part
completely. The CSG scheme represents solids as a combina-
tion of primitive solids, and the B-Reps scheme define

solids in terms of faces and edges. A face is a subset of
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the boundary of a primitive solid. An edge is the
intersection of two faces.

The B-Reps of a solid are derived from the CSG
representation through the boundary evaluator in the PADL-1
processor. Figure 11 shows these two representations
employed in the PADL-1 system. The B-Reps scheme provides
data for generating graphic displays, and the CSG
representation provides data mainly for displaying shaded
areas. The data provided by B-Reps is used as the inﬁut
data for the feature recognition program. The boundary of a
solid is represented by an ordered set of faces in a
"boundary file" which is called a B-file in the PADL-1
system.

Figure 12 shows the data structure of a single part
boundary file. This structure is known as a directed graph.
There are three types of nodes: object (boundary) node,
face nodes ana edge nodes. The object node contains
information, such as the boundary file name, number of
faces, number of edges, the centroid point of an object, the
size of the object, and all the face names. Each face node
contains information used to describe a particular face,
such as the face-type (X-type, Y-type, and Z-type), the
number of edges‘of the face, the position of the face, and
the edge names. Each edge nbde contains information about a
particular edge, such as the édge—type (X-type, Y-type, and
Z-type), the starting point and ending point of an edge, and

a pair of face names which share the edge.
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Representations of Faces

and Edges in PADL-1

Each type of face of rectangular solids is distin-
guished by a face-type code in the PADL-1 system. Eéch
face-type code implies the direction of the "surface normal"
in a Euclidean space. "Surface normal" is the normal vector
of a face which points outward from the face of a solid.

The complete definition of a surface normal and the face-
type coding strategy are described in Appendix A.

Table III contains a list of the surface normal
directions and the face-type codes. The faces which are
perpendicular to the X axis are called X-type faces with the
face-type codes 101 and 99.> The X-type faces whose surface
normals point in the positive direction (+) have the 101
face-type code. Y-type surfaces and Z-type surfaces are
those surfaces which are perpendicular to Y axis and Z axis
respectively. The X-type disk faces have the face-type
codes 201 and 199. The X-type cylindrical faces have the
face-type codes 301 (for the solid cylinder) and 299 (for
the hollow cylinder). The surface normals of the hollow
cylinders point toward the axes of the cylinders. The
surface normals of the solid cylinders point away from the
axes of the cylinders.

In PADL-1, two types of face names are used. A "p-
face" (primitive face) represents a face of a primitive. A
primitive is a geometrical solid, such as rectangular blocks

and cylinders. For example, in Figure 13, face 1, 2, and 3
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FACE-TYPE CODES
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Type of Face

Face Normal
Direction

Face-type
Code

Plane

99
101
o8
102
97
103

Disk

198
201
198
202
197
203

Cvlinder

299
301
298
302
297
303




PRIMITIVE A

14

13
15

PRIMITIVE C

9 A .UN.B DIF.C

PRIMITIVE B

Xl

PART D

Note: Arabic numbers stand for p-face numbers
Roman numbers stand for b-face numbers

Figure 13. Illustration of P-faces
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of primitive A are p-faces. A "b-face" (boundary face) is
the boundary of a part. A b-face either has the shape of
the original p-face or has a reduced shape. For example,
part D is the result of the operations of adding primitive B
to primitive A and subtracting primitive C from the union of
primitives of A and B. Face number XI is a b-face which is
the result of subtracting a portion from p-face number 2.
Face number XII is the b-face of p-face number 8. Face
number X is a b-face containing two parts which is the
result of subtracting a portion of p-face number 1. The
association of b-face XI and XII will be discussed in the
next section.

B-faces are bounded by edges. Edges in PADL-1 are
classified as LINE edges, ARC edges, and CEDGE edges. LINEs
are the collection of straight lines. ARCs are the collec-
tion of circular arcs. CEDGEs are the collection of the

intersection of two cylindrical faces. CEDGEs are not

considered in this research. LINEs and ARCs are subdivided
into X, Y, and Z type edges. An X-type line is a line that
is parallel to X axis. An X-type arc is the intersection of
an X-type cylindricai‘face and an X-type plane or disk face.
Each type of edge has been assigned a specific edge code.
LINE type edge codes are 1001, 1002 and 1003 for X, Y, and Z
type lines respectively; ARC edge codes are 2001, 2002, and
2003 for X, Y, and Z type arcs respectively.

Edges are further identified as outer boundary edges
and inner boundary edges. The outer boundary edges

represent the outer rims of each b-face. The inner boundary
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edges bound the area which is not a portion of a b-face
within the outer boundary edges. A string of connected
outer boundary edges is called an "outer boundary loop". A
string of connected inner boundary edges is called an "inner
boundary loop".

For example, in Figure 14, the front face of the solid
is a b-face with section I and section II. This is the
result of subtracting a block from the front middle of a
block, a cylinder from the left leg and a block from the
right leg. The outer boundary edges are edges a, b, c, d;
and e, £, g, and h. The inner boundary edges are edges 1i;
and j, k, 1, and m. Section I of this b-face is a surface
which is bounded by the outer boundary loop 1 and the inner
boundary loop 3. Section II of this b-face is a surface
which is bounded by the outer boundary loop 2 and the inner
boundary loop 4.

The PADL-1 data structure for b-faces is good for
displaying a part on a graphical system, but not for
representing a feature. A b-face may contain two sections
which represent the surfaces of two different features, such
as sections I and II in Figure 14. When two primitives are
added together the combined surface is represented as two b-
faces. Each b-face represents a part of a surface, such as

the b-faces XI and XII shown in Figure 13,
Surfaces of Form Features

In this research, the surfaces of a form feature are

called "f-faces". F-faces are used to identify surfaces
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that can be formed during a single machine step. A plane f-
face contains only one outer boundary loop with or without
inner boundary loops. The shape of a plane f-face can be
the same shape of a b-face, such as b-face XIII in Figure 13
page 68, or identified as the combination of b-faces, such
as b-faces XI and XII of Figure 13 which form one f-face.
It can also be identified as a portion of a b-face, such as
section I and II in Figure 14 forming two f-faces. A
cylindrical b-face is considered as an f-face. F-faces are
the primary key for the FREXPP feature recognition
procedure.

The procedure to generate f-faces is described in the
following three sections:

. Creation of the B-face FACE File and the EDGE File

. Construction of Boundary Loops

. Creation of F-faces

Creation of the B-face FACE

File and the EDGE File

PADL-1 does not maintain a permanent boundary file.
The boundary file described in the previous section is
calculated in PADL-1 as needed.. It was designed mainly to
facilitate displaying the geometry of a designed part.
However, to identify the form features, FREXPP needs the
surface information and edge information for the part.

The first stage for generating the f-faces is to build
a b-face FACE file and an EDGE file. The input to the b-

face FACE file and the EDGE file creation procedure is the
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boundary file of the part and a temporary file. The
boundary file is a sequential file which contains all of the
b-face information and the b-face boundary edge information.
The temporary file contains the b-face name, face-type and
number of edges. These two files are generated during
boundary evaluation of the PADL-1 system.

During the execution of the FREXPP file creation
procedures, the face information and edge information in the
boundary file are separated and stored in the b-face FACE
file and EDGE file respectively. The contents of the b-face
FACE file and the EDGE file are listed in Appendix B. The
following tasks are completed while separating the face and
the edge information:

1. Edges are assigned integer names and ordered
according to the sequencgNthe edges appeared in the
boundary file. og

2. Edges which are not the boundary edges of b-faces
are not linked to the b-face record and not stored
in the EDGE file. For example, in Figure 15, edge
b of primitive C is expressed as edges bl and b2
after the union operation in PADL-1; and edge d is
expressed as edge dl and d2. Edges a, bl and dl
are not the boundary edges of b-face 1. |

3. Two plane faces, which share an edge and form a new
plane surface, are connected through a linked
field. This shared edge is not stored in the EDGE
file and is not linked to both b-face records, for

example, edge e in Figure 15. The shared edge is
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not a boundary edge of the face.

4. 1If an edge is the intersection of two cylindrical
faces, an overflow record in the EDGE OVERFLOW file
is used to store the excessive edge data. This
arrangement is designed to save the storage space
and allow for future development. Features of two
intersecting cylinders aré not considered in this
research.

5. The b-face name and its associated information are
stored in the b-face FACE file.

6. If a b-face has more %han 12 boundary edges, an
overflow record in the FACE OVERFLOW file is used
to store the excessive names of these edges.

The newly created FACE file and EDGE file are random

access files. The record numbers of the FACE file
correspond to the face names. The record numbers of the

EDGE file correspond to the edge names.

Construction of Boundary Loops

A b-face may contain more than one outer boundary loop.
However, an f-ﬁéqgﬂ;§pmbe‘bounded by only one outer boundary
loop. The second stage for generating f-faces is to
construct the boundary loops and identify the outer boundary

loops for each f-face.

Background. In PADL-1, the measuring of angles of arcs

is based on a local three dimensional coordinate system.

The three coordinates of the system are assigned as (RIGHT,
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UP, and FRONT). This local system is adopted in FREXPP to
express edges on a plane surface.

The relation between the PADL-1 coordinate system and a
local coordinate system is listed in Table IV. For an X-
type face (expressed by Y and Z coordinates), X coordinate
of PADL-1 corresponds to FRONT coordinate and is a constant;
Z and Y coordinates correspond to RIGHT and UP axes
respectively. For a Y-type face (expressed by X and Z
coordinates), Y coordinate corresponds to FRONT coordinate
and is a constant; X and Z coordinates correspond to RIGHT
and UP coordinates respectively. For a Z-type face
(expressed by X and Y coordinates), Z coordinate corresponds
to FRONT coordinate and is a constant; X and Y coordinates
correspond to RIGHT and UP coordinates respectively. If Z
axis corresponds to FRONT axis, then X and Y axes correspond

to RIGHT and UP axes respectively.

On Line Representation of Edge Information. Infor-

mation describing each edge is brought into main memory from
the secondary memory by using an EDGE-LINK node as a key.
Since a LINE edge, in the PADL-1 system, is parallel to one
of the axes, the starting point and the ending point are
located at the same distance from that axes. Therefore,
only three parameters are needed to represent a LINE edge,
axis offset, edge starting position and edge ending
position.

An EDGE-LINK node for describing a LINE edge on a

surface contains the following information:



TABLE IV

PADL-1 COORDINATE SYSTEM VERSUS
LOCAL COORDINATE SYSTEM

LOCAL SYSTEM

FRONT RIGHT UP

PADL~-1 -~

SYSTEM
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Edge name. For example, letter c, d, e, £, and g
in Figure 16 are LINE edge names.

Edge Axis offset: It is the distance of the edge
with respect to the local axis which is parallel to
the edge. For example, the offset of edge g and f
in Figure 16 is 5 and 3 respectively.

Edge starting position: It is the coordinate of
the starting point. For example, the starting
position of edge g in Figure 16 is 0.

Edge ending position: It is the coordinate of the
ending point. For example, the ending position of
edge g in Figure 16 is 3.

Sharing face name: It is the other surface which
sharés this edge. For example the sharing face

name of edge g of face III in Figure 16 is face I.

An EDGE-LINK node for an ARC edge contains the

following information:

1.

An

Edge name. For example, letter h in Figure 16 is
the ARC edge name.

Position of the center point of the ARC edge. For
example, letter a and b in Figure 16 represent the
position of the center point of the ARC edge h.
Radius of the ARC edge. For example, letter s in
Figure 16 represents the radius of the ARC edge h.
Sharing face name: The other surface which shares
the circular edge. The Sharing face of ARC edge h
of face III in Figure 16 is cylindrical face IV.

ARC edge is defined by the radius, a center point,
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and the bounding region which is defined by a minimum angle
and a maximum angle. The measuring of these two angles. is
based on the RIGHT and UP axes of a sub-local coordinate
system., When measuring the minimum and the maximum éngles
of an arc, the center point of the arc is assumed to be the
original point of a sub-local system. Because of the effect
of the directed graph, the angles must be measured in a
certain direction (counterclockwise). The RIGHT axis is
assigned with 0 degree and is the measuring reference line.
The angle between RIGHT and UP is 90 degree measured
counterclockwise.

The rangé of the minimum angle, measured counter-
clockwise from the RIGHT axis to the line that links the
center point to the stafgihé point of an arc, is between 0
and 360 degrees. The range of the maximum angle, measured
from the RIGHT axis to the ending point of an arc, is
between the minimum angle and 360 degrees plus minimum
angle. |

For example, In Figure 17, arcs a, b, ¢, and d are Z-
type arc edges which are defined by X and Y coordinates. 2
coordinate corresponds to the FRONT coordinate. Arc a has a
minimum angle of 0 degree and a maximum 180 degrees; arc b
has 90 degrees for the minimum angle and 270 degrees for the
maximum angle; arc ¢ has a minimum angle of 180 degrees and
a maximum angle of 360 degrees; arc d has 270 degrees for
the minimum angle and 450 degrees for the maximum degrees.

The coordinates of the starting point and ending point

of an arc are calculated by using the following equation.



max 360
min 180

/j<ﬁh1 0

max 180

Figure 17.

Angles of the Arcs on
a Z-type Face
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Ps (a + r*cos(min), b - r*sin(min))

Pe (a + r*cos(max), b - r*sin(max))

where, Ps is the starting position of an arc,
Pe is the ending position of an arc,
(a,b) is the center point, |
r is the radius,
min is the minimum angle, and
max is the maximum angle. ,

The coordinate of the starting point (Ps) and the
ending point (Pe) of arc h in Figure 16 page 79 are
calculated as follows:

Ps = (a + r*cos(270), b - r*sin(270))

= (a + r*0, b - r*(-1))
= (a, b +r)
Pe = (a + r*cos(450), b - r*sin(450))
= (a + r*0, b - r*l)
= (a, b - r)

The measure of the angles is obtained from the EDGE
file. When all the edge information has been brought into
the computer main memory, the next stage is to construct the

boundary loops.

Constructing the Loops. In this stage, edges of a

surface are first sorted according to the edge-type (X-type,
Y-type, or Z-type) code. They are grouped into three

categories named GROUP A, GROUP B and GROUP C. GROUP A .
contains all the edges which are parallel to the RIGHT axis.

GROUP B contains all the edges which are parallel to the UP
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axis. GROUP C contains all the arc edges.

LINE edges are ordered from the smallest edge axis
offset to the largest edge axis offset in each of groups A
and B. Edges which have the same axis offset are ordered by
the starting position of an edge. For example, Edges of the
top surface shown in Figure 18 are grouped and ordered as
the following manner:

GROUP A: 1, 6, and 4

GROUP B: 2, 3, 5, and 7

GROUP C: 8
The purpose of ordering the edges are:

1. To facilitate identifying the edges which are part

of the same line, and’

2., For the efficiency in finding unlinked edges.

A closed loop is formed by linking the edges. The
following steps are developed to construct the closed loops.
Figure 19 shows a flow chart of this procedure.

1. Determine a loop number. The loop number is set to

one initially. It is increased by 1 whenever a
loop is constructed.

2. Select a starting edge. The strategy used in this
search is to find the edge which is currently
located at the lowest edge axis offset among all
edges available in GROUP A. An edge availability
means that this edge has not been used in any other
loop. 1If there is no edges available in GROUP 4,
then a search in GROUP B is started. If both GROUP

B has no edges available, then a search in GROUP C
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is started. If no available edges are found in
GROUP C, the loop constructing procedure is
complete.

Mark the edge. 1If an edge is found, mark the edge
as an unavailable edge. If this edge is a complete
circle, then go to step 1.

Search a matching edge. If this edge is not a
complete circle, then set the edge as "Edge to be
Linked" and search a matching edge of the edge. The

groups to be searched are listed in the following

manner:
Group of The First The Second The Third
Previous Edge Search Search Search
to be Linked Group Group Group
A B A C
B A B C
C A B

Link the edgé. If a matching edge is found and is
not the starting edge, then link the matching edge
to the previous edge and go to step 4. If the
matching edge is the starting edge, then go to
step 1.

Error. If a matching edge is not found, then the

system stops and notes the error of an open loop.

For example, Table V is a list of loop constructing

steps for the top surface shown in Figﬁre 18. Two loops are
formed in this example. On the completion of these steps,
all of the possible loops of a b-face or combined b-faces

are formed. The next step is to generate the f-faces.



TABLE V

.AN EXAMPLE OF LOOP CONSTRUCTING PROCEDURE

LOOP STARTING EDGE TO SEARCH MATCHED END

STEP NUMBER EDGE BE LINKED GROUP EDGE LOOP
T T
2 T A
3 T T A
7 T T T B
5 T T i 7 NO
Z T T 7 A
5 T T 7 3 NG
z T T 6 B
5 T T 6 5 NO
Z T T 5 A
5 T T 5 Z NO
Z T T ) B
5 T T ) 3 NO
Z T T 3 A
Z T T 3 B
5 T T 3 2 NO
2 T T 2 A
5 T T 2 T YES
T 2
7 2 A
2 2 B
2 2 C
3 2 )
T 3 A
T 3 B
T 3 C
T STOP
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Creation of F-faces

F-faces are used to identify surfaces that can be
formed by a single machine step. An f-face is enclosed by
one outer loop with or without inner loops. In order to
generate f-faces, related outer loops and inner loops must
be associated. The strategy used in constructing the
boundary loops starts with an edge which is located at the
lowest edge axis offset among all of the available edges of
the same type (X-type, Y-type, and Z-type). This strategy
assures that:\

1. The first constructed boundary loop is an outer
boundary loop, since the‘starting edge of the
first boundary loop is an outer-most edge, and

2. An inner boundary loop will not be constructed
prior to the construction of its outer boundary
loop.

Based on the above two premises, the following rules are
developed to examine if a boundary loop is (i) an inner
boundary loop with respect to a known outer boundary loop,
such as loop IV in Figure 20 which is an inner loop with
respect to loop I, or (ii) an outer boundary loop, such as

loops II and III which are outer boundary loops.

Outer and Inner Boundary Loop Construction Rules. In

these rules, the "acting loop” is the boundary loop to be
classified. The "acting surface" is the surface defined by
the acting loops. The sharing surface is the surface which

shares the starting edge with the acting surface. The part
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shown in Figure 20 is used to illustrate the following

rules:

1.

The first constructed boundary loop is always an
outer boundary loop. For example, loop I is an
outer boundary loop, because edge a has the least
edge axis offset.

If the lowest edge axis offset of the same edge-
type of the acting loop is lower or equal to the
lowest edge axis offset of the same edge-type of
the known outer boundary loop, then the acting loop
is an outer boundary loop. For example, the edge
axis offset of edge e of loop II is equal to the
edge axis offset of edge a of loop I. Loop II is
an outer boundary loop with respect to loop I.

If the highest edge axis offset of the same edge-
type of the acting loop is higher or equal to the
highest edge axis offset of the same edge-type of
the known outer boundary loop, then the acting loop
is an outer boundary loop. For example, the edge
axis offset of edge k of loop III is equal to the
axis offset of edge c of loop I. Loop III is an
outer boundary loop with respect to loop I.

If the lowest edge axis offset of the same edge-
type (X-type, Y-type, and Z-type) of the acting
loop is higher than the highest edge axis offset
of the same edge type of the known outer boundary
loop, then the acting loop is an outer boundary

loop. For example, the edge axis offset of edge r
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of loop III is higher than the edge axis offset of
edge g of Loop II. Loop III is an outer boundary
loop with respect to loop II.

If the highest edge axis offset of the same edge-
tYpe of the acting loop is lower than the lowest
edge axis offset of the same edge type of the known
outer boundary loop, then acting loop is an outer
boundary loop. For example, the edge axis offset
of edge g of loop II is lower than the edge axis
offset of edge i of loop III. Loop II is an outer

boundary loop with respect to loop III.

The above developed rules are used for identifying the

individual outer boundary loops. If a loop cannot be

identified by the above rules, the decision table

illustrated in Table VI is used to identify the inner and

outer loops. For example, Rule 6 can be interpreted as

follow:

6.

If the surface normal of the sharing surface points
in the négative direction, the starting point of an
edge of the sharing surface which is perpendicular
to the acting surface is not on the acting surface,
and the surface normal of the acting surface points
in positive direction, then this boundary loop is
an outer boundary loop. For example, the surface
normal of surface A points in the negative
direction. Theistarting point of edge v is not on
the acting surface. Loop III is an outer boundary

loop with respect to loop I.



TABLE VI

OUTER AND INNER LOOPS DECISION TABLE

Rule Number

| .

10

IF

Surface Normal
Direction of the
Acting Surface

Surface Normal
Direction of the
Sharing Surface

The Starting Point
of an Edge, Which
is on the Sharing
Surface and is
Perpendicular to
the Acting Surface,
is not the Acting
Surface

Then

Inner
Boundary
" Loop C

Outer
Boundary
Loop

T: True; F: False
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As all the boundary loops of a b-face or combined b-
faces are identified, the next step is to link the inner

boundary loops to their outer boundary loop.

Associating Inner Loops with Quter Loops. To associate

an inner boundary loop with the proper outer boundary loop,
FREXPP starts to find an edge which is located at the lowest
edge axis offset of all the edges of the same edge type of
an inner loop. This edge is named as a REFERENCE edge.
FREXPP then finds an edge of the same typel(x-type, Y-type,
or Z-type) with all the following characteristics. The part
shown in Figure 20 page 90 is used to illustrate these
characteristics.,

1. The edge axis offse£ of the edge is lower than the
edge axis offset of the REFERENCE edge. For
example, in Figure 20, edge s is the REFERENCE edge
which is located at the lowest edge axis offset of
Y-type edge of the inner loop V. Edges b, n, p, 4,
f, and j belong to the Y-type edge and their edge
axis offsets are lower than the edge axis offset of
edge s.

2. The edge is on an outer boundary loop. For
example, in Figure 20, edges b and d are on the
outer loop I and edges f and j are on the outer
loops II and III respectively. Edges n and p have
the edge axis offsets lower than the edge axis
offset of edge s, but they are on the inner loop

Iv.

w
.

The range (the distance between the starting point
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and the ending point) of the edge must encompass
the range of the REFERENCE edge or have overlap
with the range of the REFERENCE edge for it to be
an inner loop. For example, the ranges of edges b,
d, and j encompass the range of edge s.

4, The axis offset of the edge is the highest that has
the characteristics found in 1, 2, and 3. For
example, edge b is the identified edge, since the
edge axis offset of edge j is higher than the edge
axis offset of edges b and d.

After finding the edge, the inner boundary loop which
contains the REFERENCE edge is associated with the outer
boundary loop of the identified edge. For example, in
Figure 20, the inner loop V is associated with the outer
loop III because edge j meets all three characteristics
compare to edges b and d. The data of these two loops is
stored in one FACE record.

—If an inner loop is formed by the arcs or the combi-
nation of arcs and lines, then the location of the center
point of an arc is assumed to be the lowest edge axis offset
of the loop. By using the same procedure, the related outer
boundary loop can be found. For example, in Figure 20, the
inner loop VI is associated with the outer loop II because
edge f meets all three characteristics compare to edges b
and d.

After all of the boundary loops of a b-face or combined
b-faces are examined, the following observations can be

made:
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1. This b-face is identified as a single f-face, when
the b-face is not combined with other b-faces and
contains only one outer boundary loop.

2. A new f-face is formed, when the b-face is combined
with other b-faces and they are enclosed by a
single outer boundary loop.

3. More than one f-face is formed, Whén the b-face or
combined b-faces have more than one outer boundary
vloop.

A single b-face which is not an f-face is marked as a
non-f-face in the b-face FACE file, forlexample, b-face I1I
and III in Figure 18, page 85, are marked as non-f-faces
when they form an f-face. New FACE records and names are
generated for each of the newly generated f-faces. EDGE
records are updated with the f-face names. The newly
created f-faces are assumed to have the same face-type code
that the combined b-faces have. The face-type code of
combined plane surfaces and disk surfaces is assigned to the
plane surfaces code.

For example, Table VII A and B display a partial list
of the b-face FACE ﬁile_gn@n?pgmupdated b-face FACE file
respectively. Faces 15 and 16 are the two newly generated
f-faces. Faces 2, 4, 8, and 10 are marked as non-f-faces.
Table VIII A and B display a partial list of the EDGE file
and the updated EDGE file reSpectively. Edges 1, 5, 6, 7,
and 8 were shared by faces 2 and other faces. 1In the
updated EDGE file, face number 2 is replaced by face number
15.



TABLE VII

CONTENTS OF B-FACE FACE FILE

FACE FACE-TYPE NUMBER OF P-FACE F-FACE

NUMBER CODE EDGES NAME FLAG
1 101 4 8 -1
2 102 5 9 -1
3 103 6 10 -1
4 99 4 11 -1
5 98 5 12 -1
6 97 4 13 -1
7 101 4 15 -1
A, 8 102 3 16 -1
INITIAL 9 103 4 17 -1
STATE 10 99 3 18 -1
11 98 4 19 -1
12 202 2 23 -1
13 298 2 24 -1
14 298 2 31 -1
1 101 4 8 -1
2 102 5 9 0
3 103 6 10 -1
4 99 4 11 0
5 o8 5 12 -1
6 97 4 13 -1
7 101 4 15 -1
B. 8 102 3 16 0
UPDATED 9 103 4 17 -1
FILE 10 99 3 18 0
11 98 4 19 -1
12 202 2 23 -1
13 298 2 24 -1
14 298 2 31 -1
15 102 8 16 -1
16 99 7 18 -1




TABLE VIII

CONTENTS OF EDGE FILE
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A.
INITIAL
STATE

B.
UPDATED
FILE

EDGE- EDGE

EDGE TYPE UPDATE DUMMY FACE FACE

NUMBER CODE FLAG VARIABLES NAME NAME
1 1003 -1 000 1 2
2 1002 -1 000 1 3
3 1003 -1 000 1 5
4 1002 -1 000 1 6
5 1001 -1 000 2 3
6 1003 -1 000 2 4
7 1001 -1 000 2 6
8 2002 -1 000 2 13
9 1002 -1 000 3 4
10 1001 -1 000 3 5
11 1002 -1 00O 3 7
12 1003 -1 00O 3 11
25-—2002 -1 00O 12 13
26 2002 -1 00O 12 14
1 1003 0 000 1 15
2 1002 -1 000 1 3
3 1003 -1 00O 1 5
4 1002 -1 00O 1 6
5 1001 0 000 3 15
6 1003 0 000 4 15
7 1001 0 00O 6 15
8 2002 0 000 13 15
9 1002 0 000 3 16
10 1001 -1 000 3 5
11 1002 -1 000 3 7
12 1003 -1 00O 3 11
25 2002 -1 00O 12 13
26 2002 -1 000 12 14
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After all the f-faces have been identified, the next
step is to prompt the user for the surface finish attributes
for each surface. The surface finish is one of the

important factors in selecting the manufacturing process.

Surface Finish Attributes and Tolerances

of Hole Diameter Acquisition

The machined parts are assumed to be made from aluminum
(356 alloy) through the sand casting. The surface quality
of a sand casting part generally varies from 250 to 650
micro-inches without using a special facing sand [82]. 1In
this research a default value 125 micro-inches (AA) is
assumed for all the finished surfaces of a part. In PADL-1
the default values of the tolerances of the hole diameter
are +0,001 inch and -0.001 inch.

The PADL-1 system does not include the surface finish
prompting procedure. An interactive program was developed
to ask the designer to enter the surface finish required for
the surfaces which require a surface finish other than 125
micro-inches. This procedure also asks for the tolerances
of hole diameters when the surfaces are cylindrical.

The designer who uses this interactive program is
assumed to be familiar with the PADL-1 system and the PADL-1
coordinate system. To identify a particular face, the user
is asked to enter the position of a corner point of the face
(if it is a plane face), or the center points and the radius
(if it is a cylindrical face), and the type of the face (X,

Y, or Z). Then, the designer is asked to enter the surface
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finish requirements. A flow chart shown in Figure 21
illustrates the procedure for entering the surface finish
and the tolerances of the hole diameters. For example,
Table IX is a list of steps for updating the surface finish
requirements of the two cylindrical surfaces shown in Figure
17.

When this procedure is complete, the contents of the
corresponding records in the ROUGHNESS TOLERANCE file are
updated. Table X-A is a list of the initial contents of the
ROUGHNESS TOLERANCE file for the part displayed in Figure
17. Table X-B shows the contents after updating the surface
finish requirements. For example, the surface finish of
surface 13 and 14 have been changed to 16 anhd 63 AA
respectively. The size tolerances of the surface 14 has
been changed to * 0.005 inch. Then; FREXPP extracts the
form features from the information stored in the updated b-

face FACE file and the EDGE file automatically.
Classification of Form Features

Features that can be identified by FREXPP are classi-
fied into two groups: cylindrical features and non-
cylindrical features. Features of these two groups are

further classified as "basic" and "secondary" features.

Basic Features

Basic features are those features that can be
recognized directly through the part boundary information.

Table XI displays the features categorized in basic features
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TABLE IX

EXAMPLE OF SURFACE FINISH AND TOLERANCES
UPDATING SEQUENCE

IS THERE ANY SURFACE ATTRIBUTES TO BE UPDATED?

Y

IS THIS A PLANE SURFACE(P) OR A CYLINDRICAL
SURFACE(C)?

C

ENTER THE SURFACE TYPE (X,Y, OR Z):

Y

ENTER THE REQUIRED SURFACE FINISH (IN MICRO-INCHES)
63

ENTER THE DIAMETER OF THE HOLE (IN INCHES),

THE MAXIMUM AND THE MINIMUM TOLERANCE OF THE HOLE
DIAMETER (IN 0.001 INCHES):

0.625,5.0,0.0

ENTER THE "X" COORDINATE POSITION OF THE AXIS:

2.5

ENTER THE "Z" COORDINATE POSITION OF THE AXIS:

1.5

1S THERE ANY OTHER SURFACE ATTRIBUTES TO BE UPDATED?
Y

IS THIS A PLANE SURFACE{P) OR A CYLINDRICAL
SURFACE(C)?

C

ENTER THE SURFACE TYPE (X,Y, OR Z):

Y

ENTER THE REQUIRED SURFACE FINISH {(IN MICRO-INCHES)
16

ENTER THE DIAMETER OF THE HOLE (IN INCHES),

THE MAXIMUM AND THE MINIMUM TOLERANCE OF THE HOLE
DIAMETER (IN 0.001 INCHES):

1.0,2.0,G.0

ENTER THE "X" COORDINATE POSITION OF THE AXIS:

2.5

ENTER THE "Z" COORDINATE POSITION OF THE AXIS:

1.5

1S THERE ANY OTHER SURFACE ROUGHNESS TO BE ENTERED?
NO
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TABLE X

CONTENTS OF THE ROUGHNESS
TOLERANCE FILE

RECORD (FACE) MAXIMUM MINIMUM

NUMBER ROUGHNESS TOLERANCE TOLERANCE

1 125 0.00100 -0.00100

2 125 0.00100 -0.00100

3 125 0.00100 -0.00100

4 125 0.00100 -0.00100

A, 5 125 0.00100 -0.00100
INITIAL 6 125 0.00100 -0.00100
STATE 7 125 0.00100 -0.00100
8 125 0.00100 -0.00100

9 125 0.00100 -0.00100

10 125 0.00100 -0.00100

11 125 0.00100 -0.00100

12 125 0.00100 -0.00100

13 125 0.00100 -0.00100

14 125 0.00100 -0.00100

1 125 0.00100 -0.00100

2 125 0.00100 -0.00100

3 125 0.00100 -0.00100

4 125 0.00100 -0.00100

B. 5 125 0.00100 -0.00100
UPDATED 6 125 0.00100 -0.00100
FILE 7 125 0.00100 -0.00100
8 125 0.00100 -0.00100

9 125 0.00100 -0.00100

10 125 0.00100 -0.00100

11 125 0.00100 -0.00100

12 125 0.00100 -0.00100

13 16 0.00100 -0.00100

14 63 0.00500 -0.00500

15 125 0.00100 -0.00100

=
(o))

125 0.00100 -0.00100




TABLE XI

BASIC FEATURES AND SECONDARY FEATURES

Features

Cylindrical Features Non-cylindrical Features

Basic Secondary Basic Secondary
HOLE-1 COUNTER BORE BLOCK PAD
BOSS BORE-2 SLOT GROOVE
SINGLE- BORE-3 STEP HOLE-2
STEP BORE BORE-4 POCKET-1 T-SLOT

BORE-5 PLANE

104
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and secondary features. Each basic feature has a unique
pattern. A pattern is formed by a "key" surface and the
surface normals of the "side" surfaces. A "key" surface is
the surface through which the pattern of a form feature can
be defined. The identification of key surfaces is discussed
in the Key Surface Selection section. The "side" surfaces
are the surfaces which share the edges with the key surface.
Each surface has its coordinate position along the axis to
which the surface is perpendicular. The coordinate position
of a surface is called the surface axis offset. The larger
the coordinate is, the higher the surface axis offset will
be.

For example, in Figure 22 a POCKET-1 feature, surface V
is the key surface, surfaces I, II, III and IV are the side
surfaces and surfaces III and IV have the higher surface
axis offset. The pattern of the rectangular pocket can be
described as a key surface (surface V) which is surrounded
by four side surfaces (surfaces I, II, III, and IV), and the
surface normals of the same type surfaces (I and III are X-
type surfaces, II and IV are Z-type sprfaces) point toward
one another. 1In Figure 23 a SINGLE-STEP BORE feature, disk
face A (key surface) shares two edges with cylindrical

surfaces B and C (side surfaces).

Secondary Features

A secondary feature cannot be directly identified
through the boundary information. It is formed by the

combinations of basic features or basic features with
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surfaces; or the combinations of secondary features. The
basic features that are used for constructing the secondary
features are called "acting features". These features are
SLOT, BLOCK, BLIND HOLE, and SINGLE-STEP HOLE.

For example, a rectangular through hole is defined as
the combination of four consecutive rectangular slots. The
two side surfaces of each slot are the key surfaces of the
other two connected slots. In Figure 24, face II and face
IV are the side surfaces of slot 1, and face I is the key
surface. Face II and Face IV are the key surfaces of slot 2
and 4 respectively.

A BORE-2 feature is the result of the combination of
two SINGLE-STEP BOREs. As proceeding along the axis of the
BORE-2 feature, the diameter of ﬁﬂgubore must be decreased
from the outer-most cylindrical surface of feature. 1In
Figure 25, the BORE-2 feature has a series of cylinders with
the decreasing diameters from left to right. The purpose of
separating features into the basic and secondary categories
is for the design of the recognition sequence of the feature

recognition procedure.

Form Feature Hierarchy

.

As described in the previous section, each basic
feature has a key surface from which the pattern of a
feature is formed. The secondary features are formed by the
combination of basic features. Consequently, some basic
features must be identified prior to the identification of

the secondary features. Thus, basic features and secondary
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features are organized in a hierarchical fashion. Features
in the lowest level will be recognized first. Figure 26
shows the form feature hierarchy. The criteria to
categorize the features into different levels are:

1. The basic features are ranked lower than the

secondary features (level I is the lowest level).

2. The less likely a feature is a part of another

feature, the lower the feature is ranked.

For example, a pocket is a basic feature and has no
possibility of being a part of another feature; therefore,
it is categorized in the lowest level of the form feature
hierarchy. A rectangular blind slot can be found in a
pocket. It is possible for it to be a part of another
feature; therefore, it is in level II. Furthermore, a step
can be found in a slot feature; consequently, it has a
greater possibility of being a part of another feature than
does a slot; therefore, it is in level JII. A polygonal
plane surface has been defined as a plane form feature. A
polygonal plane feature is nct formed by the key surface;
therefore, it is categorized in the second level.

The hierarchy of the cylindrical type features is
defined similarly to the block type features. A through
hole can be a part of a SINGLE-STEP BORE; therefore, the
level of a SINGLE-STEP BORE is lower than the level of a
through hole. The SINGLE-STEP BORE in level I is the acting
feature of counter bore, BORE-5, and double-step bore. The
double-step bores in level II are the acting features of

BORE-2 and BORE-3 in level III.
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The form feature hierarchy defines the recognition
sequence of features. Both the cylindrical and non-
cylindrical basic features are classified into two levels.
Features in each level are mutually exclusive. The
secondary features are formed by the acting features (basic
features which are used to form the secondary features) or
secondary features. Secondary features are categorized a
level higher than their acting features in the form feature
hierarchy. For example, SLOT in level I is the acting
features for constructing features GROOVE, HOLE-2, and T-

SLOT in level II.
Key Surface Selection

Selecting the key surface is the primary step for
recogni;ing the form features. Key surfaces for non-
cylindrical features, such as POCKET, SLOT, BLOCK, and STEP
are rectangular surfaces; for a SLOT with round ends is an
ellipfical surface; and for a NOTCH is a cylindrical
surface. Key surfaces for cylindrical features, such as
BOSS, BLIND HOLE, and SINGLE-STEP BORE, are disk surfaces;
and for a through hole (HOLE-1l) is a cylindrical surfaces.

The rule for selecting an eligible key surface for a
non-cylindrical feature is that the surface contains only
two pairs of edge-types. For example, in Figure 27, surface
I contains two X-type LINE edges and two Y-type edges;
surface II contains two X-type LINE edges and two Y-type ARC
edges. Surface V and VI are ineligible key surfaces because

there are more than two type edges.
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The rule for selecting an eligible disk key surface is
that the edge(s) of the surface must be concentric circle(s)
and the number of edges are 2 or 1. For example, the disk
surface of a blind hole is bounded by one circle, such as
surface III in Figure 27; the disk surface of a step bore
are bounded by two circles, such as surface IV in Figure 27.
Surface VII is not a key surface because the two ARC edges
are not concentric; surface VIII is not an eligible key
surface because the edges are not all circles.

The rule for selecting a cylindrical key surface is
that the cylindrical surface is not a side surface of any
other cylindrical features. All of the surfaces are ordered
according to the number of edges (the least number is
ordered first). The sequence of selecting the eligible key

surface is based on this ordered sequence.

Procedure for Cylindrical Form

Features Recognition

Form feature recognition procedure is based on pattern
matching. The cylindrical features are recognized prior to
the non-cylindrical features. They are categorized into one
of three levels in the form feature hierarchy. The
recognition sequence of the cylindrical features is the
basic features first and the secondary features next; the

low level feature first and the high level feature next.

Cylindrical Basic Features Recognition

The recognition strategy of the basic features is to
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examine if the pattern formed by an eligible key surface
matches the pattern of a certain feature. The control
strategy of the recognition procedure is:

1. An unmatched key surface will be examined against
all features of the same level before proceeding to
the next eligible key surface.

2. All eligible key surfaces will be examined against
the features in one level before proceeding to the
next level.

The following rules are built for identifying features.

Basic Features of the First Level. The key surfaces

for the features of this level are disks. Rules are defined
for BOSS, BLIND HOLE, and SINGLE-STEP BORE.

1. If there is a single edge for the key surface and
the surface normal of the associated cylindrical
surface points away from its axis, then the feature
is identified as a BOSS.

2. If there is a single edge for the key surface and
the surface normal of the associated cylindrical
surface points toward its axis, then the feature is
identified as a blind hole.

3. If there are two edges for the key surface, the
axes of the two related cylindrical surfaces are
the same, and the surface normals of both
cylindrical surfaces point toward the axes, then

the feature is identified as a SINGLE-STEP BORE.

Basic features of the Second Level. HOLE-1 is the only
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feature currently classified in this level. The key surface
for a through hole is a cylindrical surface. The rule for
identifying a through hole is:
4, The cylindrical surface is bounded only by arc
edges.
All the identified features are stored in the FEATURE
file. The data structure of the FEATURE file is discussed

in Appendix B.

Cylindrical Secondary

Features Recognition

The secondary features are identified by matching the
feature patterns with the patterns that are built by the

acting features and their side surfaces. The feature number

“"and the side surfaces of features can be retrieved from the

FEATURE file.

Secondary Features Q£ the Second Level. The basic

features for constructing the secondary form features of
this level are SINGLE-STEP BOREs and BLIND HOLEs. The side
surfaces of a SINGLE-STEP bore are ordered by their
diameters (high to low) and can be retrieved from the
FEATURE file. The cylindrical surface with the large
~diameter is called the "outer" cylinder. The surface with
the small diameter is called the "inner" cylinder. The
following rules are developed for identifying the features:
CBORE (counter bore), BORE-5, and DOUBLE-STEP BORE.

1. If both the outer cylinder and the inner cylinder
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are the side surfaces of only one feature, then the
SINGLE-STEP BORE is a counter bore type feature.

2, If the outer cylinder is the side surface of only
one feature, and the inner cylinder is the side
surface of a SINGLE-STEP BORE and a blind hole,
then the combined feature is identified as a BORE-5
type of feature.

3. If the outer cylinder surface is the side surface
of only one feature and the inner cylinder is the
side surface of two SINGLE-STEP BOREs, or vice
versa, then the combined feature is identified as a
double-step feature.

The combination of a SINGLE-STEP BORE with any other
feature is not a récognized feature in this system. A BLIND
HOLE is the basic feature of a BORE-4 or a POCK-2 (circular
cavity) type of feature. The condition for distinguishing
these two features is based on the ratio of the diameter and
the depth of the blind hole. If the ratio is greater than
10, the feature is identified as a circular cavity;

otherwise, the blind hole is a BORE-4 type of feature.

Secondary Features of the Third Level. The DOUBLE-STEP

BOREs are the acting features of BORE-2 or BORE-3 type
features. The cylindrical surface with the largest diameter
of a DOUBLE-STEP BORE is called the outer cylinder. The
cylindrical surface with the smallest diameter is called the
inner cylinder. The rules for recognizing the BORE-2 and

BORE-3 features are:
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1. If the outer and the inner cylinder of a DOUBLE-
STEP BORE are the side surfaces of only one
feature, then this feature is identified as a
BORE-2 iype feature.

2. If the outer cylinders bf two DOUBLE-STEP BOREs are
the side surfaces of only one feature respectively
and the inner cylinders of these two features are
the same surfaces, then the combined feature is
identified as a BORE-3 feature.

The combinations of a DOUBLE-STEP BORE and any other

feature are non-recognizable. After all the possible
cylindrical features have been identified, the system starts

recognizing the non-cylindrical features.

Procedure for Non-cylindrical

Features Recognition

The non-cylindrical form features are categorized into
one of three levels in the form feature hierarchy. The
recognition strategy and procedure control strategy are the
same as defined for cylindrical feature recognition

procedure.

Non-cylindrical Basic

Features Recognition

Basic features of the First Level. The features which

are classified in the first level are POCKET-1 (rectangular
cavity), SLOT (an acting feature), and BLOCK (an acting

feature). The key surfaces of these three features are
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rectangular surfaces. The following rules are used to
identify such features:

1. 1If the surface normals of both paired side surfaces
"point toward" one another, these surfaces form a
POCKET-1 feature.

2. If the surface normals of each paired side surfaces
"point away" from one another, these surfaces form
a BLOCK feature.

3. If the surface normals of a paired side surfaces
"point toward" one another, and the other paired
surface normals "point away" from each other, these
surfaces form a SLOT feature.

During the recognition of the basic features, surfaces

that are related to the recognized low level features are
marked and not available for using in the high level

features because features are mutually exclusive.

Basic Features of the Second Level. The features which

are classified in the second level are: SLOT-1 (through
slots with rounded ends), SLOT-2 (rectangular blind slots),
and PLANE. The key surface for a SLOT-1 or SLOT-2 features
is a rectangular surface. The rules for identifying these
two features are:

4. 1I1f the key surface is bounded by a pair of plane
surfaces and a pair of cylindrical surfaces, the
surface normals of the paired plane surfaces "point
toward" one another, the surface normals of the

cylindrical surfaces point to their axes, and the
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.

boundary surfaces of the paired cylindrical
surfaces are the same, then these surfaces form a
SLOT-1 feature.

5. If the surface normals of one paired surface
"points toward" one another, the other paired
surface normals "point toward" the same direction,
then these surfaces form a SLOT-2 feature. |

A surface whose outer boundary loop has five or more

edges is considered as a PLANE feature.

Basic Features of the Third Level. STEP and NOTCH are

the features that are classified in the third level of the
form feature hierarchy. The key surface of a STEP feature
is a rectangular surface and the key surface of a NOTCH
feature is a cylindrical surface. The rules for identifying
these two features are:

6. If the surface normals of one paired surfaces
"point away" froh one another, the other paired
surface normals "point toward" the same direction,
then these surfaces form a STEP feature.

7. If the shared surfaces of the two LINE edges of
a cylindrical key surface have the same surface
axis offset, and the surface normals of the shared
ARC edges point away from each other, then this

cylindrical surface forms a NOTCH feature.
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Non-cylindrical Secondary

Features Recognition

The non-cylindrical secondary features that can be
recognized by FREXPP are classified in the second level.

The secondary features, PAD and POST, are recognized as
BLOCKs on a PLANE feature. The rules for identifying PAD
and POST are stated as follows:

1. A BLOCK is a PAD, if (i) two or more side surfaces

of the BLOCK intersect with the plane surface, (ii)
the height between the key surface of the block and
the plane surface is less than 1 inch and is less
than the width of the key surface, and (iii) the
key surface of the BLOCK contains no internal
feature.

2. A BLOCK is a POST, if (i) two or more side surfaces

of the BLOCK intersect with the plane surface, (ii)
the height between the key surface of the block and
the plane surface is larger than 1 inch, and (iii)
the key surface of the BLOCK contains no internal
feature.

The secondary features HOLE-2, GROOVE and T-SLOT are
derived from the SLOT features. To identify these features,
all the acting SLOT features are retrieved from the FEATURE
file and the relationship among the slots are studied. The
following rules have been set for identifying HOLE-2,
GROOVE, and T-SLOT:

3. For a given rectangular slot, if the key surface
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of the slot is not a side surface of any other
feature, the rectangular slot is a GROOVE.

4. For any given four rectangular slots, if the key
surface of each slot is the side surface of two
other slots, these four slots form a HOLE-2
feature (rectangular through hole).

5. 'For a given rectangular slot A, if (i) the side
surfaces of slot A are the key surfaces of slots B
and C, (ii) one of the side surfaces of slot B and
C shares the key surface of slot A, and (iii) the
other side surfaces of B and C have the same axis
offsets and are the side surface of two blocks,
then these five features -- three slots and two
blocks -- form a T-slot feature.

The features which can be also recognized in this
system are: blind slot with rounded ends, extrusion with
rounded ends, single-step boss, non-concentric step bores or
bosses, and a hole in a boss or a boss in a blind hole. All
of the unidentified plané surfaces are designated as PLANE
features, and the cylindrical features are designated as
HOLE-1 or BOSS features according to the surface normals of
the cylindrical surfaces.

During the process of feature recognition, the records
of two files, the FEATURE file and the INTERNAL FEATUR<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>