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CHAPTER I 

INTRODUCTION 

In his paper "On algebras close to hereditary algebras" [ 3 ] 

Bautista introduces the artin algebras A satisfying the*) condition. 

Following his definition we will say that a (perfect) ring R satisfies 

the ..::2.. condition if given any pair of indecomposable projective left 

R-modules P and Q and given any R-homomorphism ljJ: P + Q then either ljJ = 0 

or ljJ is a monomorphism. Bautista himself ([3] and [4]) has studied 

the artin algebras satisfying the*) condition in connection with their 

representation theory. Also, Martinez-Villa [14] has studied and 

characterized the algebras which are stably equivalent to artin algebras 

satisfying the*) condition. 

Azumaya [2] and Morita [15] have proved that there is a (Morita) 

duality between the category of finitely generated left R-modules RFM 

and the category of finitely generated right R-modules FMR if and only 

if R is left artinian and the indecomposable injective left R-modules 

are finitely generated. Examples of artinian rings, whose indecomposable 

left and right injective modules are finitely generated and which do not 

have self-duality have not been known until very recently [17]. On the 

other hand, the list of the classes of rings which are known to have 

self-duality is not very long, and includes artin algebras, Q-F rings, 

some serial rings [10] and incidence rings over the division rings [11]. 

Azumaya calls a ring R exact if R is left artinian and has a com-
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position series of (two sided) ideals 

such that for each i=l, ••• ,n every left endomorphism of I. 1/I. is given 
1- l. 

by right multiplication of an element of R. He has conjectured that these 

rings have self-duality. 

In this work we will be mainly concerned with a particular class of 

artinian rings satisfying the*) condition. It will follow from [ 6] 

that these rings are exact. 

In Chapter II we will study the projective and injective modules 

over our rings and will give a characterization of the ring in terms of 

them. In Chapter III we will verify Azumaya's conjecture for the rings 

we are studying and will extend results in [ 9] and [11] by using ring 

theoretic tools. 

The rest of Chapter I is devoted to fix the notation and to intro-

duce the most basic notions. We will use [ 1] as our basic reference. 

For a ring Rand a left R module M, a submodule K of M will be 

called essential in M, abbreviated KQ_M, if for every submodule L.::_M, 

Kn L = 0 implies L = 0. Dually, a submodule K of M will be called super-

fluous in M, abbreviated K « M, if for every submodule L .::_ M, K + L = M 

implies L = M. 

If N < M is a submodule of M we will say that N' .::_M is an M-comple-

ment of N if N' is maximal with respect to N n N' = 0. In such a case 

NEB N' ! M. [ 1, Prop. 5. 21]. We will say that T < M is an M-supplement 

of N if T is minimal with respect to N + T = M. 

If (M1.) 1.EI is a family of R-modules we will denote by ~k: ffi M + 
iEI i 

~ the natural projection onto the kth summand, tN (or t if the context 



is clear) will denote the natural inclusion map N ~ M for N .::_ M. Sim-

ilarly, nN (or n if the context is clear) will denote the natural epi­

morphism M-+ M/N for N < M. 

For a ring R, J = J (R) will be the Jacobson radical of R. Also, a 

3 

set {e1 , ... ,en} of idempotents of R will be called basic if it is pair­

wise orthogonal and {Re1 , ... ,Ren} is a complete irredundant set of repre­

sentatives of the primitive left R-modules. 

Finally, we recall that if Risa left perfect ring, then R has a 

basic set of idempotents {e1 , ... ,en}; it follows that Re1/Je1 , .•. ,Ren/Jen 

includes exactly one copy of each simple left R-module. With R left per-

feet, we also have 

RadM JM « M and Soc (N) 
R 



CHAPTER II 

t-HEREDITARY RINGS 

A well known theorem of Cartan and Eilenberg states that a ring R is 

left hereditary if and only if submodules of projective left R-modules 

are projective if and only if quotient modules of injective left R-modules 

are injective [16]. An entirely analogous result holds for right 

R-modules. In this chapter we will establish a similar characterization 

for artinian rings which are sums of distributive modules and also satis-

fy the*) condition. The problem of left and right modules will also be 

addressed. 

Although we are mainly concerned with rings with minimum condition, 

that is, with artinian rings, we will be stating some early results in 

a more general setting. The existence of projective covers as well as 

the need of the relations Rad M = JM « M (and Soc N = tN (J) ! NR) make 

perfect rings the natural objects of our study. So, let R be a left per-

feet ring, J its (Jacobson) radical and {e1 , •.. ,en} a basic set of prim­

n itive idempotents. It is known that {Re.}. 1 constitutes an irredundant 
]. i= 

list of representatives of the indecomposable proJective left R-modules 

n and {Re./Je.}. 1 an irredundant set of representatives of the simple 
]. ]. i= 

left R-module. 

If RP is any indecomposable projective then P/JP is simple and JP 

is the unique maximal submodule of P. We will call local a module with 

this property, that is, a module with a unique maximal submodule. 

4 



Proposition 2.1 

Let R be a left perfect ring. A non-zero module RM is local iff M 

is the homomorphic image of an indecomposable projective R-module. 

Proof: <=) Let RP be an indecomposable projective module 

¢: P +Man epimorphism. 

~ ~ 
Then M = P /Ker¢ and hence, (P /Ker¢ ) I J (P /Ker¢ ) = M/ JM, that is 

~ 
P/JP = M/JM. 

Therefore, M/JM is simple and JM is maximal, that is, Mis local. 

~) If M 1.s local then M/JM is simple. Let 

P: Re. + M/JM 
]_ 

be a projective cover and let 

n: M + M/JM 

denote the canonical projection. Then there exists a homomorphism 

h: Re. + M 
]_ 

such that 

5 

commutes. The fact that JM << M and that p is onto implies that h is onto. 

Definition 2.2 

We will say that a left R-module N is colocal if it has a unique 
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minimal submodule, or equivalently if its socle is simple. 

It is clear that the indecomposable injective left R-modules are ~o-

local. 

Dual to proposition 2.1 we have 

Proposition 2. 3 

RM is colocal if and only if there exists a monomorphism ~: M + E 

with E an indecomposable injective R-module. 

Proof: <=)Let~: M +Ebe any non-zero homomorphism, E an indecompos-

able injective. Then we have that E = E(S) with S a simple R-module. 

Clearly, 

S 6 (M)~ ! E 

that is (M)~ ~M/Ker~ has Sas its unique minimal submodule. In parti-

cular, if~ is 1-1, Mis colocal. 

*) Let M be a co local R module, S its unique simple submodule. Then 

the following diagram commutes 

E(S) 

i~ 
0--, s--...... M 

1 

Moreover, since S = Soc(M) !M, it follows that~ is 1-1. 

We now start to examine rings which satisfy the*) condition. 

Definition 2.4 

Let R be an artinian ring. We will say that R is left i-hereditary 

if, given any pair of indecomposable projective left R-modules P and Q 



and any non-zero map ijJ: P + Q, ijJ is manic. 

i-hereditary rings are then artinian rings satisfying the*) condi-

tion. 

The name "i-hereditary" for these rings is partially justified in 

the following. 

Proposition 2.5 

Let R be a perfect ring. R satisfies the*) condition iff local 

submodules of indecomposable projective R-modules are projective. 

Proof: Let RQ be an indecomposable projective with K~Q local. Then 

K/JK is simple. Let p: Re.+ K/JK be a projective cover and n: K + K/JK 
1 

the natural projection. Then there exists a homomorphism h: Re.+ K < Q 
1 -

7 

such that hn = p. But p is onto and JK << K, hence h is onto. Also, since 

Re. is an indecomposable projective, we have that his a monomorphism and 
1 

hence an isomorphism. 

¢) Let RP,RQ be indecomposable projective R-modules, ijJ: P + Q a non-zero 

homomorphism. Then (P)ijJ is local and hence (P)ijJ is projective. Therefore 

'v 
splits and we can write P = Im ijJ ffi Ker ijJ . But Ker ijJ < JP« P. Therefore 

'v 
P = ImijJ 

via ijJ and ijJ is 1-1. 

Before we state our next result, notice the following: Suppose that 

Mis a local module; then M/JM being simple implies that M/JM and hence M 

are indecomposable. 

Similarly, a dual argument shows that colocal R-modules are also in-
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decomposable. 

We can extend proposition 2.5 as follows. 

Proposition 2.6 

Let R be a perfect ring that satisfies the*) condition and Pa pro-

jective R module. Then, if M::_P is local, then M is projective. 

Proof: We can put P = P1(A1\B •• ,faP (Au) where each P. is an indecomposable 
n 1 

projective module. Let rr.: P~Pi denote the natural projection onto P. and 
1 1 

let M. = Mrr. < P., We claim that M. is local. If N = JM is the unique 
1 1 - 1 1 

maximal submodule of M, then N. = Nrri is maximal in M., 
1 1 

-1 -1 -1 
N = (N. )1r . -; (L. ) rr -; (M. )1r. = M. 

11+- 1 +- 11 

for suppose that 

Moreover, N. is 
1 

the unique maximal submodule of M. 
1 

for if N~ < M., N' :/: N. is maximal, 
1 - 1 i 1 

-1 
(N!)rr. is maximal in M, and 

1 1 

-1 
N! rr. 

1 1 
:/: N, 

By hypothesis then, M. is projective and the sequence 
1 

7T • 
0 ---4 Ker 7T. --,- M ~ M --,- 0 

1 1 

I\, 

splits, i.e., M = M ~ Ker 7T. which is a contradiction, for M is local. 
i 1 

I\, 

Therefore M =Mi and Mi is projective. 

It is known that an artinian left hereditary ring is right heredi-

tary and vice versa [ ]. As the example below shows, this is no longer 

true for arbitrary left (right) hereditary rings. 

Example: 

Let 

R = { (a b) •• E b E } O c a 7l' ,c Q • 

We may describe Rina more compact form and write 
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R = (7l ci) . 

The right ideals of R are 

I(n) 
0 = (~7l Q) 

Q 
I(n) 

1 = (~7l ci) , with n~ O, n E 7l 

12 = (~ ci) I = (~ Q) 
3 Q 

14 = (~ 0) I()..) = { (0 t.q) : q E Q} , ;\>O, t.EQ. 
Q 5 q 

I (n) (n) (;\) 
It is easily checked that O , r1 , r 2 , r 3 , r 4 and r 5 are projective 

right R-modules, that is, R is right hereditary. However, the left ideal 

a projective left R-module. To see this, define 

S: R + 7l 

Clearly, Sis a ring homomorphism. Then every left 7l-module M becomes 

a left R-module by "extension of the scalars", that is, by defining 

rm= S(r)m = km where 

Let 

p + (0 ~) 

Then, if we define (mr)a = (S(r)m)a = (km)a, a becomes an R-homomorphism. 
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'\, 

Moreover, since a is clearly a monomorphism we get that RQ = RL via a. 

(We remark that RQ is obtained by extension of scalars.) But 7lQ is not 

7l-projective and hence not R-projective. 

For rings satisfying the*) condition we have, 

Proposition 2.7 [19] 

Let R be a left perfect ring. Then R satisfies the*) condition 

on the right iff R satisfies the*) condition on the left. 

Proof: Assume R satisfies the*) condition on the right, let Re, Re' be 

two indecomposable projective left R modules and let f: Re+ Re' be a 

non-zero homomorphism. If f is not a monomorphism, let p: P + Ker f be 

projective cover with P = P1(A1) @ ••• EB P (Am) and P. ~ Re" an indecompos-
m 1 

able projective; that is, there is a primitive idempotent e" such that 

Re'' ~ Re~ Re' and pf o. 

In other words, if for every g: Re"+ Re where e" ER is a primitive 

idempotent gf; 0, then f is a monomorphism. 

Then let g: Re"+ Re by any homomorphism and apply Ho~(-,R) to 

Re'' L Re~ Re' 

Then 

Hom(Re' ,R) 
f* 

Hom(Re,R) ~ Hom(Re",R) ~ 

'\, 1 1 '\, 1 '\, ;,. 

e'R f eR g e"R > 

where the vertical arrows are the natural isomorphisms and f and g are 

the homomorphisms making the diagram commute. By hypothesis g is monic 
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and hence fg ,/: O. Hence f*g* = (fg)* # 0 and consequently fg # 0. 

The remark below, although easy to establish will be very useful. 

Remark 

If Q is an R-module such that every colocal factor of Q is injective 

then every non-zero map¢: Q + E into an indecomposable injective is an 

epimorphism. To see this, let¢: Q +Ebe a non-zero map then (Q)¢ .::_ E 

'\, 

and since E has a unique simple submodule so does (QH = Q/Ker ~ • Hence 

(Q)¢ is injective and (Q)¢ = Q. 

The next lennna is a projectivity test for local modules over semi-

primary rings. Later in the sequel we will state an improved version 

under more restrictive conditions for the ring, which will be an essen-

tial tool in proving the main result of this chapter. 

Lemma 2.8 

Let R be a semiprimary ring and let RM be a local module. Mis pro­

jective iff given the solid part of the diagram 

M 

B--~ 0 
g 

with E an indecomposable injective R module, there exists a homomorphism 

h: M + E which makes the diagram connnute. 

Proof: <:::) We may assume that Mis a factor of an indecomposable projec-

tive module P with p: P -+ M the natural epimorphism. If k = Ker p :/: 0, 

let S be a simple submodule of P contained in Kerp. Pick k so that 
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Let n: P + P/Jk+lp be the natural epimorphism. Let 1: S + E(S) be the 

injective envelope of S~ Since n/S is a monomorphism, there exists a map 

~: P/Jk+lp + E(S) such that 1 = n~/S. 

Let N = imn~ and let B = E/JN. Let f: P/K + B be given by (x+K)f = 

(x)n~+JN and let g: E(S) + B be the natural epimorphism. Then by hypo-

thesis, there exists h: P/K + E such that 

commutes. 

E(S) 
g 

B 

We claim that Imh c N. The diagram below commutes: 

E(S) 
g 

B 

Let P = Re, e ER a primitive idempotent. We have that 

(e)n~ + JN = en~g = epf 

= (e+K)f 

= (e + K)hg 

= (e+K)h+JN. 

Therefore,(*) en~-(e+K)hEJN and hence (e+K)hEN, for en~EN. 
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Therefore, Im h < N as desired. 

Now, since Pis projective, there exists an endomorphism a of P such 

that an~= ph. From(*) we have that 

(P) (1 - a)n~ 
p 

(P) (n~ - ph) ..:_ JN, and hence 

(P) (1 - a) < JP. 
p 

Consequently, 

Write a= 1p+s with SEJ(End(RP)). Let O I- s ES. Then 

0 = sph = san~ 

sn~ + sSn~ s1 + sSn~. 

But S E JEnd (RP) implies that sS E J Jk P = Jk+ 1 P. Consequently, we have 

that sSn = 0 and hence s1 = 0 which is a contradiction. We then conclude 

that K= Ker p = 0. 

Now we state the corresponding dual result. The following remark 

will be useful in proving it. 

Lemma 2.9 

Let RM, z E Sock (M) and let SE JEnd(RE). Then, (z) SE Sock-l (M). 

Proof: 
k-1 k 

Let rEJ , j EJ. ThenjrEJ and O = (jr)z = j(rz), that is 

rz E Soc (E) • But J (End (RE)) = rEnd (RE) (Soc E) 

i.e., (z) SE Sock-l (E). 

Now we prove the promised dual result 

and hence O = (rz)S = rzS, 



Lemma 2.10 

Let R be a semiprimary ring and let RM be a colocal module. Mis 

inJective iff given the solid part of the diagram 

M 

14 

with Ban indecomposable projective R module, there exists a homomorphism 

w: B + M which makes the diagram commute . 

Proof: .:;:::) Let M be an R-module satisfying the hypothesis, and assume 

M is not injective. Let T = Soc(M) and let E = E(M). Then E = E(T), and 

since Tis simple, Eis indecomposable. Let L be a maximal submodule of 

E containing M and let k be an integer, 0..::. k..::. Loewy length (E) such that 

Sock (E) + L = E and Sock-l (E) + L = L. Let p: P + E/L be the projective 

cover of E/L and let n: Sock(E) + E/L be the canonical epimorphism. Then 

there exists a homomorphism 1/J: P + Sock (E) such that 1/Jn = p. Let Q = 
-1 (T)i/1 ; by assumption there exists¢: P + M such that the diagram 

M 

I ~ <P 

1/J/Q -~ 
Q l p 

commutes. 

-1 -1 
Notice that Ker 1/J = (0)1/1 ..::_ (T)i/1 = Q; that is, Ker ijJ n Q ..::. Ker <P. 

Hence, there exists h: P/Ker ijJ + M such that 

P /Ker 1/1 ---~ M 

commutes. (1) 

p 



Let f: P/Ker i/J -+ Sock(E) be the quotient map of i/J. Then, by (1) and 

since Eis injective, there exists 
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a E End (RE) such that ha = f (2) 

Hence, rrha = rrf, so $a= i/J and i$a = ii/). That is, 

i/}a/Q = iJ)/Q. (3) 

Let t ET; then t = xi/) for some x E Q. Applying (2) gives xi/)a = ta = xi/) = 

t; that is, the restriction of a to Tis the identity map. This implies 

that a is manic, for Tis the unique simple submodule of E. 

Moreover, since Eis indecomposable, a is also epic and hence an 

isomorphism which fixes T elementwise. Let a' be the inverse isomor­

phism of a. Then a' also fixes T elementwise and h =fa'. Hence 

$ = i/)a I• 

Let S = a' - lE. Then Ker S contains T and consequently Ker S is essen­

tial in E. Then SE J(End(RE)) (see for example [1] 18.20). 

We can write: 

$ = i/J(S+ 1) = i/JS+i/J 

But E$ 2._M~L, hence $n = O, and we have 

i/JSn+p = O. 

Let x E P. Then xi/) E Sock (E) and by Lemma 2. 9, p = 0, which is a contradic­

tion. 
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Now we start placing restrictions on our ring. Some definitions are 

in order. 

Definition 2.11 

Let R be an arbitrary ring. 

a) A left R-module Mis uniserial if the lattice of submodules 

S (M) of M is a chain, that is, for any submodules A and B of M either Ac B 

or B c A. 

b) A left R-module Mis distributive if the lattice of submodules 

S(M) of Mis distributive, that is, for any submodules A, B, C of M we 

have An (B+ C) = (An B) + (An C). 

Proposition 2.12 ([5], [7], [9]) 

Let R be a semiperfect ring. The following are equivalent. 

1) RM is distributive. 

2) Every quotient module of M has at most one copy of every simple 

submodules in its socle. 

3) For each primitive indecomposable projective P the set of sub­

modules { Imy: y E Hom(P ,M)} is linearly ordered. 

3') For each simple left R-module T, the set of submodules {Kery: 

y E Hom(M,E(T)} is linearly ordered. 

4) For each primitive idempotent e ER the left eRe-module eM is 

uniserial. 

4') For each simple left R-module T, the right End(RE(T))-module 

Ho~(M,E(T)) is uniserial. 

Definition 2.13 

Let R be a left (right) perfect ring, {ei}~=l a basic set of primi-
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tive idempotents of R. R is left (right) semidistributive if the left 

(right) R-modules Re. (e.R) are distributive. 
i i 

A perfect ring R is semidistributive if it is both left and right 

semidistributive. 

Proposition 2.14 [8] 

If R is an artinian semidistributive ring then the indecomposable 

injective R-modules are all distributive. 

As promised earlier, a result similar to (2.8) is now proved. 

Lemma 2.15 

Let R be a semidistributive artinian ring. A local left R-module M 

is projective if and only if, given the solid part of the diagram 

E--- B 0 
g 

with E an indecomposable injective, Ba colocal factor module of E and g 

the natural epimorphism, there exists a homomorphism h: M + E that com-

pletes the diagram commutatively. 

Proof: *=) We may assume that Mis a factor of an indecomposable pro-

jective module P with p: P + M the natural epimorphism. If K = Kerp -:/: 0, 

let S be a simple submodule of P contained in Kerp. Pick an integer k 

0. Let n: P + P/Jk+lp be the natural epi-

morphism and let 1: S + E(S) be the injective envelope of S. Since n/S 

k+l 
is a monomorphism, there exists a map¢: P/J P + E(S) such that 

l = n¢/S Let N = imn¢ and let L/JN be a complement of N/JN in E/JN so 
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'v 
that (N + L) /L = N/ (N n L) = N/ JN is an essential simple submodule of 

B = E/L. 

Then Bis colocal (see [ 1] 5.21). Let f: P/K + B be given by 

(x + K) f = xni/J + L, f is well-defined because Kf .::_ (JP) f = JN .::_ L. Let 

g: E(S) + B be the natural epimorphism. By hypothesis, there exists 

h: P/K + E(S) so that f=hg. Since R is semidistributive, E(S) is dis-

tributive, so the set of {Imy: y E Hom(P ,E)} is linearly ordered under 

inclusion. Hence either imh.::_N=imniµ or N.::_imh. We claim that imh=N. 

First, imh is not strictly contained in N, for otherwise imh .::_ JN .::_ L, so 

that O = hg = f, a contradiction. Hence imh > N. Since imh + L = N + L we have 

imh/ JN = (imh n (N + L)) I JN = N/ JN EB (imh n L) I JN 

by modularity. But imh/JN is local and hence indecomposable, so imhnL 

JN and imh = N as claimed. 

Now, since Pis projective, there exists an endomorphism a of P 

such that aiµn = ph. 

Since 

JN > (P) (niµ - ph) 

we have that 

(P) (1 - a) < JP. 
p 

Consequently, 

(P) (1 - a)niµ 
p 

Let a= 1p + S with SE JEnd (RP). Let Of s E S. Then 
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0 = sph = sanijl 

snijl + sSniJi s1 + sSniJi 

. k Bl 
Since SEJ(End(RP)), sSEJJ P = J P. Consequently we have that sSn = 0 

and hence s1 = 0 which is a contradiction. Therefore K= 0 and Mis pro-

jective. 

The condition of M being local in Lemma 2.15 is necessary as the 

next example shows. 

Example: 

Let D be an arbitrary division ring. Let 

R = ( a xb y~)·. / a,b,c,x,y ED 
1
. 

The ring structure of R is the one obtained by considering Ras a subring 

of the ring of the 3x3 matrices over D. Let 

M G): u 'v ' z E D • 

Then M can be given an R-module structure by restriction of scalars. Let 

and 

f\, 

Then P. =Re., i=l,2,3, where e .. ER is the matrix with l 1.n the (i,j) 
l. l. l.J 

posi tio.n, zero everywhere else and e. = e. . . The map P: P 2 $ P3 -+ M 
l. l.l. 
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is a projective cover and Mis not projective. Also, P2 and P3 are maxi­

mal in M, so Mis not local. 

If RS is simple and RK is any colocal (and hence indecomposable) 

module we claim that the solid part of the diagram 

E(S) K--7 0 

can be commutatively completed. 
'\, 

Let S. =Re./Je., i=l,2,3, then 
]. ]. ]. 

'\, 

E(S.) = M/L. where 
]. ]. 

L. = I {Dm.: e. = O} = I {Rm: e Re = 0} 
]. J l.J J k J j 

and m. 
J 

(cSj ,k)k EM [ 9]. Then 1 1 = 0 so E(S1) = M, and given 

f' 
/ 

M--, 
n 

/ 
M 

1~ 
M/N 

(*) 

with M/N colocal, there exists a unique map f': M + M, f'IT = t (see [11] 

'\, 

Lemma 3), 12 = Rm3 + Rm1 = P 3 so E (s 2) = M/P 3 which is simple (isomorphic to 

s2), that is E(S 2) has no submodules other than the trivial ones from 

which we infer that 

M 

l 
K--- 0 

can always be commutatively completed. 13 = Rm2 + Rm1 P 2 , then 
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I\, 
But M/P2 = s3 and the diagram 

M 

l 
K--_,.. 0 

can (trivially) be completed. 

Proposition 2.16 

Let R be a perfect ring and let M be an R-module. If N < M is a max-

imal submodule, then there exists a local submodule K of M such that M = 

K+N. 

Proof: Let K be a supplement of Nin M, that is, a submodule L which is 

minimal with respect to N + L = M. Then [12] Kn N « K. Hence Kn N < JK. 

I\, 

We have M/N = (K + N) /N = K/ (Kn N) which implies that K/ (Kn N) is simple. 

Then the map h: K/ (Kn N) -+ K/ JK defined by ( t +Kn N) h = t + JK is an iso-

morphism. Hence K is local. 

Dual to Lemma 2.15 we have 

Lemma 2.17 

Let R be a semidistributive semiprimary ring. A colocal left R-

module M is injective if and only if given the solid part of the diagram 

0 N 
1 p 

f 1 
/ 

/ h 
~ 

M 

with Pan indecomposable projective, Na local submodule of P and 1 the 
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natural inclusion, there exists a homomorphism h: P-+ M that completes 

the diagram commutatively. 

Proof: <=) Assume Mis not injective. Let T=Soc(M), let E=E(T) be the 

injective envelope of T. Then E = E(M) = E(T) is an indecomposable in-

jective. 

Let fl denote the Loewy length of E, let L < E be a maximal submodule 

of E containing M and let k < fl be an integer such that Sock (E) + L = E, 

Sock-l (E) + L = L. Let >.: P -+ E/L be the proJective cover of E/L and let 

TI: E-+ E/L be the natural epimorphism. Then there exists a homomorphism 

$: P-+ Sock(E) such that $TI=>.. 

-1 
Let Q = (T)$ 2. P. Since Ker$ .:::_ Q, $/Q induces an isomorphism 

from Q/Ker $ onto T, consequently, Ker$ is maximal in Q, and there ex-

ists K.:::_Q, Ka local submodule, such that K+Ker$ = Q (Prop. 2.16). 

By assumption, there exists a homomorphism¢: P-+ M such that the diagram 

M 

$/K i~ (1) 

0 K p 
l 

commutes. This implies that 

Kn Ker¢ Ker$ n K, (*) 

Since Pis distributive and Eis colocal we conclude ((18], Prop. 2.3) 

that either Ker¢ ~ Ker$ or Ker $ ~Ker ¢. We claim that Ker$ = Ker¢. 

'I., 

First, if Ker$ .:::_ Ker¢, then, since Ker$ is maximal in Q and (P)$ = 

P /Ker$ is co local (Prop. 2. 3) we see that 

Q/Ker $ ..:_ Ker ¢ /Ker $ ..:_ P /Ker $ . 
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Hence, ¢/Q = 0. But ¢/K =¢/Kand ¢/K = 0 which is a contradiction. 

Assume then, that Ker¢ ..:_ Ker \jJ. From (*) and by modularity, 

Ker ¢ = Ker ¢ + (Ker \jJ n K) = Ker \jJ n (Ker ¢ + K) • 

Hence, 

Q/Ker ¢ 
'\, 

= Q/ (Ker \jJ n (Ker ¢ + K)) = Q/Ker \jJ EB Q/ (Ker ¢ + K) • 

Since Q/Ker ¢ is co local, we conclude that Q/ (Ker </> + K) = 0. But 

Q/ (Ker ¢ + K) = (Ker ¢ + Ker \jJ + K) I (Ker </> + K) 

'\, 

= Ker \jJ / ( (Ker ¢ + K) n Ker \jJ ) 

= Ker \jJ I Ker </> • 

So, Ker¢ = Ker \jJ as claimed. Let \jJ: P /Ker \jJ -+ Sock (E) be the monomor­

phism induced by \jJ and let~: P/Ker¢ -+ M be the monomorphism induced by 

<j>. Then there exists a. E End (RE) such that ~a.= ~. It is then clear that 

a. is a monomorphism; moreover, since Eis indecomposable a. is an isomor-

phism and \jJa. = ¢. Hence \jJa./K = ¢/K = ¢/K, 

Let t E T, then t = x\jJ for x E K 

(t)a. = (x)\jJa. = (x)\jJ t. 

Hence, a./T = lT. Let S = 1 - a., since Ker S ..:::._ T, Ker S .Q_ E and S E J (EndRE) 

we can write a.=l+S, SEJ(End(RE)). \jJa.=<j> implies ~(l+S)=~. But 

<j>:\= 0. Hence \jJ:\+\jJS:\ = O. But xi/JS E Sock-l (E) for x E P/Ker </>, 

- -
So O = x\jJSA and \jJ:\ = 0 which is a contradiction. 
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Theorem 2.18 

Let R be a semidistributive artinian ring. The following statements 

are equivalent. 

1) R is left 2-hereditary. 

2) Local submodules of (indecomposable) projective left R-modules are 

projective. 

3) Colocal factor modules of (indecomposable) injective left R-modules 

are injective. 

4) Nonzero maps between indecomposable injective left R-modules are 

epimorphisms. 

Moreover, these statements are equivalent to those formed when left is 

replaced by right. 

Proof: 

1) <=> 2) Propositions 2. 5 and 2. 6. 

3) ::::;, 2) Let E/K be a colocal factor module of an indecomposable in-

jective left R-module E. Let P be an indecomposable projective left R-

module with local submodule M. Consider the following diagram where 

i: M +Pis the inclusion map and n: E + E/K the natural epimorphism. 

0--~ l M--~ p 

Since E/K is injective, then there exists a homomorphism a: P + E/K such 

that rn = f. Since P is projective, there exists a homomorphism B: P + E 

such that Bn= a. Leth= iB; from Lemma 2.15, we see that Mis projective. 

2) ::::;, 3) Let M be a local submodule of an indecomposable projective R-
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module P. Let Ebe an indecomposable injective R-module, E/K a colocal 

factor of E. Consider the following diagram, where n: E + E/K is the 

natural epimorphism and 1: M + P the inclusion map. 

n E -~..,. E/K ---,. 0 

' 
f 

P--- M 0 
1 

By assumption Mis projective and hence, there exists a homomorphism 

a: M + E such that an= f. The injectivity of E implies the existence of 

a homomorphism S: P + E such that 1S= a. Let g= Sn. Then, by Lemma 2.17 

we see that E/K is injective. 

3) * 4) Let Q be an arbitrary injective R-module, Q an indecomposable 

injective R-module. Let~: Q + Q be a nonzero homomorphism. Then, by 

- I'\, - I'\, 
assumption, Q~ = Q/Ker~ is injective and Q = (QHfFlL, some R-module L. 

But Q being indecomposable implies that~ is onto. 

4) ~ 3) Let Ebe an indecomposable injective R-module, Ka submodule 

such that E/K is colocal. Then Soc(E/K) is simple and E(E/K) is an in-

decomposable injective R-module. Let n: E + E/K be the natural epimor-

phism, 1: E/K + E(E/K) the natural inclusion. Let a= nt. By assumption 

a is onto and hence so is 1. Then E/K is injective. 

Finally, the dual result to Proposition 2.5 shows that 4) implies 

the non-parenthetical version of 3). 

We close this chapter by showing some examples of semidistributive 

£-hereditary rings. 

1. Let D be a division ring and let (X,.::) be a finite ordered set. 

Define 



R = { Z: d .. x .. , i_::J l] l] 
i,jEX}. 

If we define 

(.<Z:. d .. x .. )(.<Z:. d~. x .. ) = 
l.:::J l] l] l.:::J l] 1.J 
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Z: ( Z: d.k d'k.)x .. , 
i.::_j i2_k<j l J l] 

then R becomes a ring, called the incidence ring of Dover!_. This ring 

may be considered as a subring of the jxjxjxj upper triangular matrices. 

R is clearly ant-hereditary semidistributive ring. 

2. An example of an i-hereditary semidistributive ring which is not 

an incidence ring is given below. 

Let D be a division ring and let ¢ E Aut (D) be an automorphism which 

does not fix the center of D. Let 

0 
b 

x 
y 
c 

a,x,b,z,c,d ED, mED~ 

with DM = DD and the right D-multiplication in Mis given by m*d = m¢(d). 

It is clear that R¢ is not an incidence ring [9]. 



CHAPTER III 

MORITA DUALITY AND £-HEREDITARY RINGS 

In this chapter will establish that semidistributive £-hereditary 

rings have self-duality. This will be accomplished by examining the 

quivers of these rings and by calculating their injective modules. 

We begin the chapter by introducing the basic notions concerning 

(Morita) duality and by proving some necessary facts. 

Definition 3.1 

Let C and D be two categories. Let H' :C+D and H":D+C be two contra-

variant functors. We say that the pair (H' ,H") is a duality between C 

'\, '\, 

and D if there exist natural isomorphisms such that H"H'=lc and H'H11 =10• 

Notation. If Rand Sare rings, ~ and MS will denote the categories of 

left R-modules and right S-modules, respectively. RFM will denote the 

category of finitely generated left R-modules. 

Definition 3.2 

Let RUS be a bimodule. The pair of contravariant additive functors 

Ho~(-,RUS): ~+MS and Homs(-,RUS): MS+~ are called the U-duals. 

We will sometimes denote Ho~(M,U) by M* and Horns(Ho~(M,U),U) by 

M** if Mis a left R-module. The same notation will be used for a right 

S-module N. 

27 
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Definition 3.3 

Let RUS be a bimodule. We will say that a left R-module (or a right 

S-module) Mis U-reflexive if the evaluation map crM: M + M** defined by 

(m*) (m)crM = (m)m*, where m EM, m* EM*, is an isomorphism. 

Theorem 3.4 [15] 

Let Rand S be rings and let RC and OS be full subcategories of~ 

and MS such that RR E RC and SS E OS and such that every module in RM (re­

spectively MS) isomorphic to one in RC (respectively OS) is in RC (re­

spectively OS). 

If H': RC+ OS and H": OS+ RC is a duality between RC and OS, then 

there exists a bimodule RUS such that 

1) 
'\., 

U=H"(S) 
R 

'\., 

and US = H' (R) , 

2) there are natural isomorphisms 

'\., 

H' = Ho~ (-,U) 
'\., 

and H" = Homs(-,U), and 

3) every ME RC and every NE OS is U-reflexive. 

Definition 3.5 

Let Rand S be rings, RUS a bimodule. We say that the duality given 

by the pair Ho~(-,U) and HomS(-,U) is a Morita duality if 

1) RR and SS are U-reflexive, and 

2) every submodule and every factor module of a U-reflexive module is 

U-reflexive. 

Definition 3.6 

An artinian ring R is said to have a (Morita) self-duality if there 

is a Horita duality D: RFM + FMR, D': FMR + RFM. 
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Theorem 3. 7 ( (2], (15]) 

Let R be an artinian ring. R has self-duality if and only if there 

exists an injective cogenerator RE of RFM and a ring isomorphism 

¢: R + End(RE), which induces a right R-structure on Evia xr = x¢(r), 

xEE, rER, such that 

and 

Definition 3.7 

Let R be a ring with self-duality D. We will say that Dis a weak-

'v 
1:Y_ symmetric duality if D(Re/Je) = eR/eJ for every primitive idempotent 

e ER. 

Theorem 3.8 (10) 

Let R be an artinian ring. Then R has a weakly symmetric duality 

iff there is an injective cogenerator E of RFM and a ring isomorphism 

'v 
¢: R + End(RE) such that (E)(¢e) = E(Re/Je) for every primitive idem-

potent e E R. In particular E = E (R/ J) ; if R is basic, then E is the 

minimal injective cogenerator. 

Proof: In view of ( 3.7) we just need to show that D = Hom(-,RER) is 

'v 
weakly symmetric if and only if Ee= (E)¢(e) = E(Re/Je) for every primi-

tive idempotent e E R. 

But Dis a weakly symmetric duality iff 

'v 
D(Re/Je) = eR/Je. 

That is, 

iff 
'v 

[Hom(Re/Je,E)]e [D(Re/Je)]e # 0 
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iff e Soc(Ee) f: 0 

iff 
I\, 

Re/Je = Soc(Ee) 

iff 
I\, 

Ee= E(Re/Je) as needed. 

Having established the basic necessary results we proceed toward 

our main goal. One of our basic techniques consists of analyzing the 

quivers of an artinian ring. A quiver is a finite set of points called 

vertices connected by arrows. 

Given an artinian ring Rand a basic set of primitive idempotents 

{e1 , ••• ,en} of R we form the (left) quiver Q(~ of B: as follows: the 

vertices are v1 , ••• ,vn' one for each idempotent, with nij arrows from 

v. to v. iff the simple left R-module 
J ]. 

Re./Je. appears exactly n. times 
]. ]. l.J 

as a direct summand of the semisimple left R-module Je./J2e .• (The 
J J 

right quiver O(~l of R is formed similarly, the vertices are v!, ••• ,v', 
~ l. n 

one for each idempotent, with n!. arrows from v' to v! iff e.R/e.J 
l.J J ]. ]. ]. 

appears exactly n!. times as a direct summand in the decomposition of 
l.J 

the semisimple right R-module e J/e.J2.) 
J J 

It is then clear that the quiver Q of an artinian ring is a multi-

graph. 

We recall here some definitions and a few elementary facts from the 

theory of graphs that will be needed in the sequel (see [13]). 

A (finite) graph G is defined to be an ordered pa1.r (V,E) where V 

is a (finite) set and Eis a binary relation in V. The elements in V 

are called the vertices and the ordered pairs in E are called the edges 

(or arrows) of the graph. If v., v. EV are such that a = (v., v.) E E then 
]. J ]. J 

v. is called the initial vertex and v. is called the terminal vertex. 
]. J 

A graph is said to be directed if directions are assigned to the edges. 



We remark that in a directed graph the edge (v.,v.) is not the same as 
1 J 

the edge (v.,v.). In a directed graph we will denote the edge (v.,v.) 
J 1 J 1 

by v. + v .. 
1 J 

Definition 3.9 

a) In a directed graph, a path is a sequence of edges (arrows) 
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(a. ,a. , ••• ,a. ) such that the terminal vertex of a. coincides with the 
11 12 lk lj 

initial vertex of a. for l.::_j .::_k-1. 
lj+l 

b) A path is simple if it does not use the same edge twice. 

c) A path is elementary if it does not meet the same vertex twice. 

d) A circuit (or closed path) is a path (a. ,a. , ••. ,a. ) in which 
11 12 lk 

the terminal vertex of a. coincides with the initial vertex of a .• 
lk 11 

e) A directed path in a directed graph Q is a path in which any 

two consecutive edges have the same direction, that is, if v. ,v. and 
lj lj+l 

v. are three consecutive vertices, then the directions assigned to 
lj+2 

the edges joining them are 

v 
1. 

J 

a. 
1. 

J ) 
a. 
1.+1 

J ) 

Similarly we define elementary circuits, simple circuits and directed 

circuits. 

Definition 3.10 

a) Two vertices v., v. in a graph Qare said to be connected if 
1 J 

there is a path in Q joining them. 

b) A graph Q is connected if any two vertices in Qare connected. 

c) A tree Tis a connected graph which contains no circuits. 

Definition 3.11 

Let G be a graph with vertices V = {v. }~ 1 and edges E ={a.}~ 1 . A 
1 1= 1 1= 
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graph G' with set of vertices V' and set of edges E' is a subgraph of G 

if V' c V and E' c E • 

Definition 3.12 

a) A tree of a graph Q is a subgraph T of Q which is a tree. 

b) A spanning tree of a graph Q is a tree of Q which contains all 

the vertices of Q. 

Proposition 3.13 [13] 

a) Any .two vertices in a tree are connected by a unique path. 

b) A graph is connected iff it contains a spanning tree. 

Moreover, if the graph has n vertices, its spanning tree will contain 

n- 1 edges. 

For the quiver of an arbitrary artinian ring we state the following. 

Proposition 3.14 [9] 

Let R be an artinian ring with (left) quiver Q. If Re./Je. is 
1. 1. 

k k+l (isomorphic to) a direct summand of J e./J e., then there is in Q a 
J J 

directed path v. + v + •.• + v. = v. of length k from v. to 
1. il 1 k J J 

v .• 
1. 

If 

in addition R is hereditary the converse is true. 

Proof: Induct on k. By definition of a quiver the assertion is true 

for k = 0, 1. 

Let's now assume that Re./Je. is (isomorphic to) a direct summand 
1. 1. 

k k+l of J e ./ J e. . Let 
J J 

t 
ffi 

r=l 

L k-1 Re. J e. ~ 0 
Jr J 

(*) 



be a projective cover. By [ 1] Propositions 9.15, 9.19, 15.18 and by 

passing to the quotient, f induces an epimorphism 

t 
EB 

r=l 

We have that R/J is a semisimple ring; consequently 

t 

EB 
r=l 

2 
(Je. /J e. ) 

Jr Jr 
and 

are R/J semisimple modules and f is a splitting homomorphism (see [ 1] 

Prop. 4 .3). 
I'\, 2 

Thus, there is r such that Re./Je. = Je. /J e. , that is, 
i i Jr Jr 

there is an arrow from v. to v .• 
Jr i 

From(*), and by the inductive hypothesis, we see there is a path 
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of length k-1 from v. to v. 
J Jr 

We have thus obtained the desired path of 

length k from v. to v .• 
J 1 

Now, suppose that R is hereditary and let v. + v + ••• 
1 ik-1 

+v = 
i 

p 
v. be a directed path of length k from v. to v .• Assume that 

J J 1 

Rei /Jei is a direct sunnnand of the semisimple module 
m m 

Jm /Jm+l e. e. for m < k 
J J 

Since Re. is projective, so is Jme. and we can write 
J J 

m I'\, 
J =Re. ~M e. i 

J m 

for some left R-module M. We obtain that 

Jm+l /Jm+2 e. e. 
J J 

I'\, 2 2 
= Je. /J e. ~ JM/J M. 

1 1 m m 

The existence of an arrow v. 
1m+l 

+v 
i 

m 
implies that Re. /Je. 

1m+l 1m+l 
is 



(isomorphic to) a direct summand of Je. /J2e .. From this we conclude 
l l 
m m 

that Re. /Je. is a direct summand of 
1 m+l 1 m+l 

m+l m+2 
Je. /J e .. 

J J 

Proposition 3.15 

Let R be an artinian ring with (left) quiver Q. Let v = v + 
i ik 

V. + • •• + V. 
1 k-l 1 1 

v. be a directed path of minimal length from 
J 

v. to v. in Q. Then e.Re. 
J l l J 

k 
= e.J e .. 

l J 

Proof: Let m be the least positive integer such that 

k k-m 
e.J e. G e.J e. c e.Re .. 

l J+l J-lJ 

Clearly, 

k-m k 
e.J e./e.J e. 

l J l J 

is a nonzero left e.Re.-module and 
l l 

k-m k 
J(e.Re.)(e.J e./e.J e.) = k-m k e.Je (e.J e./e.J e.) 

l l l J l J l l l J l J 
0. 

34 

k-m k We then have ([ 1 ], Prop. 15.18) that e.J e./e.J e. is e.Re.-semisimple. 
l J l J l l 

Hence, 

k-m k 
e.J e./e.J e. 

l J l J 

~ (A) 
( e . Re . I e . J e . ) 

l l l l 

for some A, and 

k-m k e.(e.J e./e.J e.) # O. 
l l J l J 

Then 
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k-m k-m+l 
e.(e.J e./e.J e.) # 0 and 

1 1 J 1 J 

(Jk-m /Jk-m+l ) 4 e. e. e . .,.. O. 
1 J J 

Consequently, Rei/Jei is (isomorphic to) a direct summand of 

k-m k-m+l 
J e./J e. and by Proposition 3.14 there is a path of length strict-

J J 

ly less thank from v. to v., contradicting our hypothesis. 
J 1 

Fort-hereditary rings we have 

Proposition 3.16 

Let R be an artinian t-hereditary ring with quiver Q. Suppose there 

is a directed path (of length k) from v. to v. in Q, then e.Re. # O. 
J 1 1 J 

Proof: We first claim that if there is an arrow v + v, then there is a 
p q 

1-1 map from Re + Re • To see this, we have, by definition, that 
p q 

Re /Je 
p p 

2 
is a direct summand of Je /J e • 

Consider the composition Je 
q 

q q 
n 2 

---'--'? Je /J e 
q q 

Re /Je 
p p 

where n is 

the natural epimorphism and K the corresponding projection onto the di-

rect summand. 

Since Re is projective, there exists ¢: Re + Je , ¢ # 0 such that 
p p q 

the following diagram commutes. 

Je 
q 

Re /Je 
p p 

with n1 also the natural epimorphism. We may consider¢ as a map into 

Req; since Rist-hereditary¢ is 1-1. If v. = v. 
1 1k 

v. = v. is an oriented path we then get a sequence of maps 
10 J 

+ •.• +v 
i., 

.L 

+ 



Re. 
1 

Re. 
1 k-l 

with each¢. a monomorphism. Hence, 
1. 

But 

so, 

J 

(Re.H.¢. 
1 1 1k-l 

(e.Re.H.¢. 
1 1 1 1k-l 

e.Re. #: 0. 
1 J 

Proposition 3.17 

and 

¢. < e .Re., 
11 - 1 J 

Re. 
J 

(e .Re. H. ¢. 
1 1 1 1k-l 

If R is an artinian £-hereditary ring, then the quiver Q of R has 

no directed circuits. 
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Proof: It is enough to show that there are no elementary circuits. Con-

sider then a circuit 

v. 
1 

v. +-v +- ••• 
1 k ~-1 

where all the vertices other than v. = v. are different. We thus get 
1k 10 

a sequence of monomorphisms 

Re. 
1 k-l 

... , 

Re. 
1 

and then Jtke. # 0 which is a contradiction, for R is artinian. 
1 

Another simplification in the quiver of a ring occurs when we con-
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sider semidistributivity. 

Proposition 3.18 

If R is an artinian semidistributive ring, then its quiver Q is a 

graph, that is, for any pair of vertices v.,v. in Q there is at most one 
1 J 

arrow from v. to v .• 
J 1 

Proof: If v. and v. are not connected by an arrow there is nothing to 
1 J 

prove. We may then assume that (Re./Je.)(k) is a direct summand of 
1 1 

2 
Je./J e .• By hypothesis, R 

J J 
is semidistributive, that is, Re. is distri­

J 

butive and hence so is Je .• 
J 

2 This implies [ 5 ] that Soc (Je ./ J e.) = 
J J 

2 
J e. I J e. is square free and hence k = 1. 

J J 

If we combine Propositions 3.17 and 3.18 we see that the quiver Q 

of an artinian semidistributive i-hereditary ring is a graph with no 

directed circuits. As a consequence of this fact we can partially order 

the set of vertices {v1 , ••• ,vn} of Q as follows. 

Definition 3.19 

Q. 

Let R be an artinian semidistributive i-hereditary ring with quiver 

Let {v1 , ••• ,vn} be the vertices of Q. We will put v. < v if there 
1- J 

is at least one directed path from v. to v. or v. = v .• 
] 1 1 J 

We will relabel the vertices { v.} of Q so that v. < v. implies i < j . 
1 1- ] -

Notice also that under this condition v1 is a minimal element and vn is 

a maximal one. 

We remark here that the quiver of an artinian ring R is connected 

if and only if R is an indecomposable ring ([ 1 ], Prop. 7.9). 

In what follows we will assume, unless otherwise stated, that R is 

an artinian indecomposable semidistributive i-hereditary ring with {e1 , 



.•• ,e} a basic set of primitive idempotents and with quiver Q. 
n 

As an innnediate consequence of Proposition 3.17 we have that 

e1Je1 = ••• = e.Je. = ... = e Je = 0. For, if e.Je. # 0 then 
11 nn 11 
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2 
e.(Je./J e.) # 0 which implies that there is an oriented path (of length 

l. l. l. 

one) from v. to v .• 
l. l. 

This simple remark allows us to establish the following. 

Proposition 3.20 

e.Re. is a division ring for every i = 1, ... ,n. 
l. l. 

Proof: Since e.Je. = 0, we have 
l. l. 

e.Re. = e.Re./e.Je. = e.Re./J(e.Re.) 
l. l. l. l. l. l. l. l. l. l. 

I\, 

= End(Re.)/JEnd(Re.) 
l. l. 

I\, - I = End(Re. Je.). 
l. l. 

But Re./Je. is simple and hence End(Re./Je.) is a division ring. 
l. l. l. l. 

It is our innnediate task to derive from the quiver Q of Ra few 

simple facts about R. 

First, we notice that if there is an arrow v. + v. connecting v. 
l. J J 

with v. then e.Je. # 0 and we may consider the bimodule 
l. l. J 

e.Re. 
l. l. 

e.Je. 
l. J e .Re .• 

J J 

Furthermore, since R is semidistributive 

dim R e.Je. e. e. i J 
l. l. 

for otherwise, 

= dim e.Je. 
1 Je Re. 

1, 

J J 



R e.Je. 
e. e. 1 J 

l l 
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'\; (k) 
(e. Re.) 

l l 

which contradicts the fact that Re. is distributive. We can then choose 
l 

e .. E 
lJ 

such that 

e.Je. 
l J e.Re. e.Re. 

l l J J 

e.Je. = e.Re.e .. = e .. e.Re. 
l J l l lJ lJ J J 

and define 

a .. : e.Re. ~ e.Re. via 
lJ l l J J 

e .. 'f O 
lJ 

ze .. = e .. (z)a ... 
lJ lJ lJ 

Clearly a .. is an isomorphism, and by using the fact that R is indecom­
lJ 

'\; 

posable we conclude that e.Re. = e.Re. for every i, j. 
l l J J 

Applying Proposition 3.13 we can choose a spanning tree T of Q con-

taining n-1 arrows. We will select Tso that it contains all the arrows 

ending in v1 (see [13]). 

The existence of this tree will enable us to choose elements e .. ER 
lJ 

whenever i 2 j independently of the path connecting v. to v. and will also 
J l 

make possible the construction of division ring D isomorphic toe.Re. 
l l 

n 
which will embed into $ e.Re. in a similar way as a ring A embeds 

i=l l l 

into the main diagonal of the ring of nxn matrices over A 

Let v. = v. + V. + . .. v. +v v. be a directed path from 
l io 11 1k-l lk J 

v. to v. which lies entirely in T. Define 
J l 

where ekk = ek and e . . 
1k1k+l 

e. . e .. E e.Je. 
lk-llk JJ l J 

are defined as above for arrows v. + v. 
1k 1k+l 

in T. 
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We will first define e for v + v that close two directed paths from 
µv µ v 

one vertex to another. After this stage, we will add these arrows to the 

tree T and continue inductively until such additions are no longer possi-

ble. 

Let a = v + v be an arrow in Q-T; v + v will close necessarily 
µv µ v µ v 

a unique non-directed circuit in Q. We choose this arrow (if possible) 

so that it determines two directed paths 

~v. 
1 k 1 -, 

v. 
/J 

v~v~ ..• ~v. 
µ v Jk'-1 

from v. to v. with v. + v. + ••• + v. a directed path along T. 
J ]. ]. 1.1 J 

Let e Ee Je , ~ # 0 as before. That is, 
µV µ V µV 

e Je = e Ree 
µ v µ µ µv 

e e Re . 
µv v v 

-e ••. e. . e .. are 
µv Jk,-lJk, JJ 

elements of e.Je .. Again, since R is semid1.stributive we have that 
]. J 

dim e.Je. 
e. Re. 1. J 

]. ]. 

dim e.Je. = 1 
]. J e.Re. 

J J 

and there exists O # t Ee.Re. such that 
]. ]. 

Let 

te .. e .. 
].]. 1 0] 1 

e 
µv 

a e then 
(µ-1)µ µv' 



and 

0 :/: e µ\I Ee Je 
µ \) 

e Je = e Ree = e e Re. µ \) µ µ µ\I µ\I\) \) 

e µv 

Let S : e Re + e Re be the isomorphism defined by ze = e (z)S µ\I µ µ \) \) µ\I µ\I µ\I' 

z E e Re • Let cr : e Re + e Re be the isomorphism determined by the µ µ µ\I µ µ \) \) 

(unique) (nondirected) path from v to v along T, that is, cr is the v µ µv 

isomorphism obtained by composition of the isomorphisms crst (and their 

inverses) determined by arrows v + v in T. 
s t 
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(1) 

Then there exists hµv E Aut(e Re) such that the diagram below com-
\1 \) \) 

mutes. 

s 
e Re 

µ\I 
e Re µ µ \) \) 

11 1 h~\l 

e Re e Re µ µ \) \) 
cr µ\I 

i.e., s hµ\I = cr Let 
µv E Aut(e Re) such that 

µv v µv gµ µ µ 

e Re 

µv 
gµ 

"i µ 

e Re µ µ 

commutes. 

sµv 

cr µ\I 

Then S hµv 
µv v 

e Re 

'i : 
e Re 

\) \) 

= µvo d µv 
gµ µµv an gµ Define 



(J 
µV 

then we have that 

(J = (J 
µV µV 

and 

e (z) o µV µV 

That is, 

e (z)o = (z)gµve 
µv µv µ µv 

z Ee Re • 
µ µ 
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(2) 

or (3) 

te = e (t)(gµv)- 1o 
µv µv µ µv 

The commutative diagrams involved in the construction of oµv from Sµv 

for the directed path 

v 1 +v +v + .•. v. +v. 
µ- µ v Jk'-1 J 

are shown in Figure 1. hµv µv 
By chasing this diagram we see that t = gt , 

We will call the maps hµv the twisting induced by the addition 
t 

of the arrow v + v. 
--- µ v 

By (1) we can unambiguously define e .. by 
1J 

e .. = e .. e .. 
1J 11 10Jl 

Similarly, from (3) we obtain 

Moreover, if x E e. Re. , then 
1 1 

e. . e .. E e.Re .• 
Jk,-lJk JJ 1 J 

(5) 



-1 
(J. • (J •• 

111 1.J 1 
e. Re. ~ e.Re.~ e. Re. 

1 1 1 1 1 1 J 1 J 1 

]JV ]JV 
gi g. 

-1 J1 
(J •• 

'J./ 1.1.1 'J./ 'J./ 

e. Re. ~ e.Re.~ e. Re. 
1.1 1 1 1 1 J 1 J1 

1 1 1 
-1 

(J •• 

'J./ 1.1.1 'J./ 'J./ 
e. Re. --> e.Re.~ e. Re. 

1 1 1 1 1 1 J1 J1 

(J 
µ-1µ 

(J 

]JV 

••• -+ e 1Re 1--...;,. e Re ~ e Re -+ ••• -+ e . Re . -+ ••• -+ e . Re . -+ ••• 
µ- µ- ]J ]J v v J J 1. 1. 

]JV 
gµ-1 

'J./ 

• •• -+ e 1 Re 1 e 
µ- µ- ]J 

1 

]JV 
g]J 1 

'J./ 

1 1 

'J./ S]JV 'J./ 
Re ~ e Re -+ • • • -+ e . Re . -+ • • • -+ e . Re . -+ • • • 

]J vv JJ 1.1. 

1 

'J./ 'J./ a 'J./ 'J./ 'J./ 
]JV 

• •• -+ e 1Re 1--> e Re ~ e Re -+ ••• -+ e . Re . -+ ••• -+ e . Re . -+ ••• 
µ- µ- ]J ]J v v J J J J 

Figure 1. Diagram of the Twisting Induced by the Addition of the Arrow v + v 
]J v 

(4) 



Also, 

Hence 

xe .. = xe .. e .. 
1.J 1.1. 1 OJ 1 

e 
µv 

= e .. e. . (x) cr. . 
11 1 0J 1 1 0J 1 

= e .. e .. 
1.1. 1 0J 1 

= e .. e .. 
11 1 0J 1 

xe .. = xe .. e .. 
l.J l.l. 1 01 1 

e 
µv 

Then (4) and the definition of cr imply that 
µv 

µv 
g = 1 R . µ e e 

µ µ 

cri . 
k-11 k 

Again, let v + v be an arrow in Q-T, v + v different from 
µ1 vl µ1 vl 

44 

(6) 

v + v. We choose v + v so that (if possible) it will determine two 
µ v µ1 vl 

directed paths 



• • • -<e-- V -<e-- V <-- .. • -<e-- Vt 

µ1 vl k'-1 

from vt to vs. 

We proceed exactly as in the previous case and we remark that 

v 
µ1 

+ v does not necessarily close a unique nondirected circuit in 
vl 

TU {v 
µ 

+ v }. 
v However, an easy computation shows that, if v 

µ1 
closes the circuit containing v + v, the isomorphism a : e Re 

µ v µ1 vl µ1 µ1 

e Re is independent of the path along T U { v 
vl vl µ 

+ v }. 
v 

We are now done 

with the first stage. We continue until this construction is no longer 

possible and collect all the arrows so obtained. 
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Let T1 be the graph obtained by adding to Tall the arrows vµ + vv, 

v + v , •••• 
µ1 vl 

Since Q is finite, T1 exists (and might be equal to T). 

We remark that T1 is a graph such that every (nondirected) circuit in T1 

contains two vertices joined by two (different) directed paths along T1 

and one of them along T. 

Construct T2 from T1 as T1 was obtained from T, that is, add to 

T1 those arrows vµ + vv in Q-T1 which will close circuits composed of 

exactly two directed paths, one along T1 and the other containing 

v + v. Since Q is finite, this construction must end, say at T. 
µ v r 

T . 
r 

We remark that formulas (1), (2), (4), (5) and (6) remain valid for 

We remark that T might not equal Q. 
r 

Let vµ + vv E Q-Tr. This arrow cannot close a circuit with one 

directed path along T, that is, it cannot close a circuit in such a way 
r 

that two directed paths are joining a pair of vertices in the circuit. 
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Let O # e Ee Je as before, that is, such that 
µv µ v 

e Ree = e e Re 
µ µ µv µv v v 

Let S : e Re + e Re be the isomorphism defined by ze = e (z)S , 
µv µ µ v v µv µv µv 

zEe Re. 
µ µ 

Let cr : e Re + e Re be the isomorphism determined by a nondirect-
µv µ µ v v 

ed path from v to v along T . It is clear by the construction of T 
µ v r r 

that cr is independent of the chosen path along T . 
µv r 

Then, there exists hµv E Aut(e Re), µvE Aut(e Re) such that \) \) \) gµ µ µ 

S hµv = µv S 
µv v gµ µv 

or 

Define cr 
µv 

e (z)cr 
µ\! µ\! 

te 
µv 

cr 
µv 

cr and 
µv 

If v + v after inserted in T , determines a directed path from 
µ v' r 

v. to v. in T U { v + v } , that is if we have 
1 J r µ v 

v. 
1 

+v + ... +v +v 
il µ \) 

+ ••. 

again, let e Ee Je be such that e Ree 
µv µ v µ µ µv 

Define e .. 
1J 

T T U {v + v} 
r 1 r µ v 

e 
µv 

e e Re 
µv v v 

Let 

v. 
J 

and let v + v E Q - T such that it closes a circuit containing two 
µ1 vl rl 

directed paths from one vertex to another one of which lies entirely in 



T Then v + v· must necessarily be in such a path. If both v + v 
rl µ v µ v 

and v + v are along the same path we have; w.l.o.g. 
µl \)1 

v~v~ 
µ \) 

with the lower path along T . 
rl 

Let e E e Je such that 
µlvl µl vl 

Then, there exists t Ee.Re. such that 
1 1 

= e .. e .. 
11 10J1 

e .. = e .. e .. 

e 
µv 

iJ 11 10J 1 
e .. = e .. e .. 
JJ 11 1011 

is unambiguously defined. 

isomorphism defined via 

e µv e. 
JJ 

be the 

We obtain, using the same procedure described before, the isomorphism 

defined by 
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(7) 



48 

with 

µlvl 
E Aut(e Re ) gµ 

1 µ1 µ1 

and 
µlvl 

E Aut(e Re ). h 
vl vl vl 

We also obtain 

and 

(8) 

If v + v and v + v are not along the same path, that is, if 
µ v µ1 vl 

v. <:---- v <:---- v <:---- v. 
/J.1 µ1 vl J.k-1 

~ 
v. v. J. 

/ J 

' v. <:---- v <;---- v <;---- v. 
J1 µ v Jk'-1 



with the lower path along T we obtain 
rl 

We construct T 
r3 

from T 
r2 

as T was ob­
r2 

tained from T 
rl 

Since Q is finite the process must end, say at T 
rk 
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(9) 

We consider v + v E Q - T and obtain T from Tk as T was obtained 
s t rk rkl r rl 

from T. Again, since Q is finite, we obtain Q and the total construc­
r 

tion ends. We remark that formulas (8) and (9) adopt the form 

(10) 

and 

µ \) 
[ s s 1-1 
gµ ••• cr. . 

s 1 k-11 k 

(11) 
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We also remark that the addition of every path v + v to Q induces 
µ \) 

a commutative diagram as in (4). 

Example: 

Let Q be as follows: 

V3 

~i7~ 
vl ~vz v6 vs 

~ ~I/, 
v8 I 

~ I , I 
V4 

Let T be v3 

Then T1 is 



T2 = T is v3 r 

~ 
~ 

' 
v7 ' ' ' ' 

" ~ ' 
v1~---v2 v6 vs 

~ ~i~ 
""' v8 / ""' / ""' / 

and T is 
rl 

v4 

L b 1·n Q 1 d 1 -l et v. + v. e an arrow , et y. . = cr. • an et y. . = cr ••• 
1 J 1J 1J J1 1J 

If v. is a vertex in Q, we can choose a (possible nondirected) path 
J 

from v1 to vJ along T: v1 = vi0 

Define 

a . . = 
1J 

and let 

D = {d E 
n 
EB e.Re.: d1T. 

1 1 J i=l 

that is, d ED if an only if d 

+ ••• v. + vk = 
1 k-1 

v • 
J 

if j = 2, .•. , n. 

if J = 1 

J=l, .•. ,n} 

n 
z: (x) cr1J. , x E e1Re1 . 

j=l 
It is then clear that Dis isomorphic to e1Re1 via 
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and 

from 

n 
x-+ I: (x)cr1 . 

j=l J 

hence to e.Re. for i=2, .•. ,n. 
1 1 

1) Dek = ekRek 

2) e.Re .. = e.Re.e .. e.Je., 
1 1] 1 1 1] 1 J 

3) 
k for De .. = e.J e., V, < V. 

1] 1 J 1- J 

which we conclude that 

De .. 
1] 

e.Re. 
1 J 
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It is also clear that 

for v. + V, 
1 J 

via a path of length of k, 

(12) 

Example: Let R be an artinian semidistributive £-hereditary ring with 

the partial order generated by l .::_ 3, 4; 2 .::__ 3, 4; 3, 4 .::__ 6; 4 < 5. 

The quiver Q of R can be pictured as 

Let's choose the spanning tree T as the solid arrows below 

/ 
v3 
\~, 

\ "-------,4 

----------vl v2 v6 
~ 

ft / 
I 

I "" I 
" v4~----- vs 



53 

for z in the correct eiRei. 

-
el3e36 = tel4e45e56 

Set e45 = (t)o14e45 ; then e13e36 = e14e45e56 . From e45 E e4Je5 we deter­

mine s45 : e4Re4 ~ e5Re5 so that ze45 = e45 (z)s45 by using the fact that 

= 1 dim e4Je5 , for then, e5Re5 

Similarly, we pick 

0 45 and we define 0 45 by 

Then, 

Similarly 



and 

Then 

Then 

e23(z)cr23 

(Jl2 

e .. 
l.J 

D = 

2) 

3) 

-1 -1 = (Jl3(J23 = (Jl4(J24 

and CJ •• are unambiguously defined. Let 
l.J 

6 
{d: d = E (x)crlj, x E e1Re1}. 

j=l 

De .. 
l.J 

k = e.J e. for v. < v. via a path of length k, 
l. - J 

R = E 
i~ 

l. J 

De ..• 
l.J 

54 

We can say a little more about the quiver of ant-hereditary semidistri-

butive ring. 

Proposition 3.21 

Let R be a semidistributive i-hereditary ring. Then the quiver Q 

of R contains no triangular circuits, that is, circuits which are formed 

with three edges. 

Proof: Assume 
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is a triangular circuit in Q. Then 

2 '\, 
Je. /J ek = Re./Je.@ Re./Je. $ L 

k l. l. J J 

where Lis a semisimple R-module. 

Also, 

2 '\, 
Je./J e. = Re./Je. ffi K 

J J l. l. 

for some semisimple R-module K. 

Let 

'\, 2 
Re./Je. 63 Re./Je. = N/J ek' N2_Jek, 

l. l. J J 

and let p: Rei$ Rej + N/J2ek be a projective cover. 

Consider the following diagram 

Re. EB Re 
l. J 

lp 

N n N/J2ek 

with n the natural proJection. Then, there exists a nonzero homomorphism 

cp: Re. ffi Re.+ N such that cf>n=p. 
l. J 

Since N.::_Jek2_Rek, cp/Rei and cp/Rej are either both monomorphisms or one 

of them is zero. 

Let cf>.= cp/Re., cf>,= cp/Re .. Since pis a projective cover, neither 
l. l. J J 

cf> nor cf>, can be zero and consequently both must be monomorphisms, for 
l. J 
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N .2_ Jek .2_ Rek. But this is a contradiction since Jek is distributive. 

The rather simple structure of the quiver of a semidistributive 

£-hereditary ring has allowed us to construct the division ring D. It 

will also enable us to construct an R-module M whose existence fully 

characterizes those rings. Before that, we answer the following question: 

Given a directed graph G which contains no directed circuits, at most one 

edge between any two vertices and no triangular circuits. Is there a 

semidistributive £-hereditary ring R whose quiver is G? 

Proposition 3.22 

Let G be a graph such that 

1) There are no directed circuits in G. 

2) There is at most one edge between any two vertices of G. 

3) G contains no triangular circuits. 

Then, there exists a semidistributive £-hereditary ring R with quiver G. 

Proof: Let V = {v.}~ 1 be the set of vertices of G. Define, v. <v. 
]. i= i- J 

if and only if there exists a directed path in G from v. to v .. Thus, 
J ]. 

we induce a partial order in the set X = {l, ... ,n} via i _< j iff v. < v., 
]. - J 

Let D be a division ring and let R be the incidence ring of Dover X, 

that is, 

R = { E 
i _2.j 

d .. x .. : d. ED, i,j EX}. 
J.J J.J J.J 

Then the quiver of R is G (see [ 9 ]). 

Now, we proceed to the construction of M. 

Theorem 3.23 

Let R be an indecomposable semidistributive ring with {e1 , ... ,en} 



a basic set of primitive idempotents. Then, R is 2-hereditary if and 

only if there exists a left R-module M satisfying the following condi-

tions: 

1) For every i = 1, •.. ,n there exists a nonzero homomorphism 

a.. : Re. -+ M. 
]. ]. 

2) If¢: Re. -+M, i=l, ... ,n, is any nonzero homomorphism, then¢ 
]. 

is a monomorphism. 

Proof: Let RM satisfy conditions 1) and 2) in the statement and let 

¢:Re.-+ Re. be a nonzero homomorphism. Then, there exists a monomor-
1 J 

phism a..: Re.-+ M; by composing with¢ we obtain a nonzero map 
J J 

¢a..: Re.-+ M which by hypothesis is a monomorphism. Consequently, ¢ is 
J ]. . 
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a monomorphism. Conversely, assume R is an 2-hereditary ring with quiver 

Q. For i _< j, that is, for v. < v., we define a map ¢~: Re. -+ Re. via 
1- J J ]. J 

i 
z¢. = ze .. where e .. is the ring element in e.Re. determined, as before, 

J l.J l.J ]. J 

by Q. It is then clear that¢~ is a well-defined monomorphism; moreover, 
J 

if i -2._j .2.. k we easily obtain from the construction of the e .. 's that 
l.J 

that is 

with 

and 

i 
Hence, {Re.,¢.} is a directed system. We define M 

]. J 
lim Re., -+ ]. 



58 

the natural inclusion. We also define a.: Re.+ M via (x)a. = (x)A. + S. 
l. l. l. l. 

It is then clear that M satisfies 1); we claim it also satisfies 2). To 

see this, we will show that the maps a., i = 1, ... ,n are monomorphisms. 
l. 

First, we notice that every x. E Re. can be written as 
l. l. 

x. = 
l. I ~i' 

k<i 
~i E Deki, k < i. 

Let z E Re., z "f O such that (z)a. = 0, then ZA. ES and we can write 
l. l. l. 

zA. = 
l. 

n 

(1) 

Also, if ~k: i!l Re1 + Rek, k= 1, ... ,n, denotes the natural projections, 

we have, for fixed k, 

= 

So, 

ZAi~k = 

Furthermore, 

z = I 
µ<i 

xj I = 
SI, 

t<SI. 

k SI, 
I XSl,<pk -

51.<k 

I SI. 

k<SI. ~' 

s 
x. E Re .• 

J J 

1 {o k# i 
I ~= 

k<SI. z k=i 

if we write, as in the remark 

z µ' z = e z Ee Re., µ2._i µ µ µ l. 

above, 

j xj j t < SI.. xtSI.' = etxSI. E et Re SI., tSI. 

(2) 
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From (2) we obtain 

I (z J\.Trk) I I 
k Q, 

I I 
Q, 

zJ\iTrk = = x. Q, q>k x. k . µ 1 Q,<k j .::_Q, J ' k<Q, j<k J ' µ<1 

k Q, Q, 
= {: 

k#i 
I I xj 'Q, qik - I I x 

J,k j .::__ Q, Q,<k j2_k k<Q, k= i 

Hence, for fixed j ' j 2-k we get 

k Q, Q, ={ OE ejRek if k#i 
I x. Q, q>k I x. k 

j2_£<k J ' j <k<Q, J ' z. E e.Rek if k=i 
J J 

(3) 

Next, we remark that if Re is the unique maximal element respect to the 
n 

partial order< induced by Q, then a : Re ~Mis an isomorphism in which 
n n 

case there is nothing to prove. (See for example [16] .) 

i 
Finally, we see that because of the relation a.= qi.a. for i2_j, it 

1 J J 

suffices to show that ak is monomorphism for maximal indices k. 

We will then assume that Re and Re are maximal with respect to<. 
m n 

So, let z E Re be such that za = 0, z= I z.; then, z.a = O, j <m. 
m m j<m J J m 

Applying (3) we obtain 

(3 I) 

for every k such that j ::_ k, k # m. More explic1 tly, if £1 , t 2 , ... , Q,kg, are 

the indexes such that there is a path of length 1 from v Q, , s = 1, ... ,kQ,, 
s 

to vj; h1 ,h2 , ... ,~ are the indexes for which there is a path of length 

2 from vhs' s= l, ... ,kh to vj; i 1 ,i2 , ... ,iki the indexes for which there 

is a path of length 3 from v. , s = 1, ... ,k. to v., etc. We can write 
18 1 J 

I 
j <Q, 

Q, 
x .. = 

J 'J 
OE e.Re 

J J 
(4) 
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,Q,1 . ,Q, 
(x. . Hi I x. ,Q, = O E e.Re,Q, (5) 

J ,J 1 ,Q,1<,Q, J' 1 J 1 

,Q,2 j 
I 

,Q, 
= 0 E e.Re,Q, (6) (x . )cp,Q, - x. ,Q, 

J ,J 2 
,Q,2<,Q, J, 2 J 2 

,Q, 
k,Q, . ,Q, 

(x. . Hi I x. ,Q, = O E e.Re,Q, (7) 
J ,J k ,Q, <,Q, J, k J k 

,Q, k,Q, ,Q, ,Q, 

I 
hl ,Q, 

I 
,Q, 

O E (8) (x. ,Q,)cph - x. h = e Reh 
j.2_£<h1 J, 1 j <hl <,Q, J' 1 J 1 

I 
h2 ,Q, 

I 
,Q, 

O E (9) (xj ',Q,)cph - x. h e.Reh 
j.2_£<h2 2 j <h2 <£ J, 2 J 2 

I ',Q, I 
,Q, 

OE ejRe' (10) (xj ,,Q,)cjl' - x.' 
= 

j-2_£<' j<,<,Q, J' 

il ,Q, ,Q, 
O E (11) I (x. ,Q,)cp. I x. e.Re. 

j.2_£<i1 J, 11 j<il <£ J,il J 11 

i2 ,Q, 
I 

,Q, 
O E (12) I (x. ,Q,H. x = e.Re. 

j.2_£<i2 J, 12 i2<,Q, J,i2 J 12 

i 
k. ,Q, ,Q, 

I (x. ~)cp. I x. 0 E e.Re (13) 

j.2_£<ik. J' 1k. ik~,Q, 
J,ik. J 1k. 

1 1 1 
1 1 
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n Q, 
I (x. Q,) <p = 0 E e. Re . 

j <£<n J , n J n 
(14) 

Now, 

p2_q. 

we notice that cp~/epRep: epR~ + epReq is an isomorphism whenever 

Q,' £1 
Hence there exists a unique 1 E ejRej, Q, > £1 such that 

Q, 
X • n 

J '"'1 

Introducing 

Q,l 
x .. -

JJ 

this 

I 
Q,l<Q, 

in (5) we get 

£,£1 
0 E e.Re .. ~ = 

J J 

By a similar argument, (6) and (7) will yield 

Q,2 

x .. 
J ,J 

Q,k 
Q, 

x .. -
J ,J 

= 0 Ee.Re. 
J J 

=OEe.Re .. 
J J 

i J i 
From (8), (9) and (10) we obtain, after using <p j <pk= <pk, 

hl hl' Q, 

x. + Y. s 
J,j J 

h2 h2 'Q, 
x. + Y. s 

J ,j J 

I 
Q, 'hl 

Y. 
hl<Q, J 

I 
Q, 'h2 

Y. 
h2<£ J 

OE e Re 
J J 

OE e.Re. 
J J 

OE e Re . 
J j 

(*) 

(5') 

(6') 

(7') 

(8') 

(9') 

(10') 



From (11), (12) and (13) we 

il 
+ 

i1,·\ 
+ 

i1,·\ 
x. y. 1 J ,j J 

i2 
+ 

i2 ,,Q,s 
+ 

i2 ,,Q,t 
x. y. yj J ,j J 

ik. ik,,Q, 
. s 

ik,,Q, 
. t 

l + l + Y. l x. yj J ,j J 

Finally from (14) we get 

n 
x .. + 

J ,J 
"' yn, ,Q, = 0 
L, j . 

j<t<n 

obtain 

I: 
,Q,,il 

1 = 
il<,Q, 

I: 
,Q, ,i2 

yj = 

i2<,Q, 

,Q,,ik. 

I: Y. l 

ik~,Q, 
J 

l 

Adding (5') through (14') we get 

I: 
i <l<m 1 -

,Q,fn 

0 

0 

o. 

I: 
l<m 

,Q, 
x .. = o. 

J ,J 
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(11') 

(12 I) 

(13 I) 

(14 I) 

(15) 

Applying <j>j to (15) and applying <j>k to (3') with j < k < m, k /: n we obtain, 
m m 

,Q, ,Q,l ,Q, ,Q,2 
I: (x. n ) <J> - I: (x. n ) <J> -

n n J,Nl m n n J,N2 m Nl<N<m N2<N.2_m 

tin tin 

0 (16) 



k Q, 
I x. 0 qi 

J ,x., m 
j..::_£<k 

Q, Q, 
Ix. kqi J, m 

0, k..::_m, kin. 

Adding equations (16) and (17) gives 

m Q, 
- Ix qi = O. 

j 'Q, m 
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(17) 

m Q, 
Hence z. = Ix. 0 q> 

J J ,x., m 
Oas needed. This establishes that the maps a. are 

J 

monomorphisms. 

But 

If m EM, then 

n 
m = I 

i=l 
(m.) A. + S 

l l 

m. 
l 

= E m.(e.)a.., 
l l l 

m. E Re .• 
l l 

I ~i' 
k<i 

and by (*) we can write ~i 

and let 

Then 

n 

r = I rkk(ek)ak. 
k=l 

n 

r = I rkk(ek)ak 
k=l 

Let 

k=l, ... ,n 

m. 



Let 

sk 
1 

f: 

r = 

that is, 

n 

-1 = 0 1,k(rkk) E e1Re1 , 

'\., 

e1Re1 ~ D 

n 

L (t) criJ" 
j=l 

k=l, .•• ,n. 

L ~(ek)ak 
k 

= m, 

we have proved that 
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Then 

L D(e.)a. = M. 
1 1 

(LI) 
i=l 

Now, let g: Re. + M be a nonzero homomorphism; then, there exists d E D 
J g 

such that (e.)g = d (e.)a. and 
J g J J 

(re.)a. = r(e.)a. 
J J J J 

-1 
= rd d (e.)a. 

g g J J 

-1 = rd (e. )g 
g J 

-1 = (rd e. )g, 
g J 

r ER. 

That is, Ima.~ !mg. But, since a. is a monomorphism, c(Ima.) = c(Re.). 
J J J J 

Hence, c(Img) < c(Ima.) and !mg= Ima .• Consequently, 
- J J 

c(Ker g) = c (Ker a.) 
J 

0, so Ker g = O. 
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If R is an incidence ring over a division ring K, the left R-module 

M = lim Re. which we introduced in Theorem 3.23 corresponds to the "last 
-+ 1 

column vectors". As in this particular case, we can endow M with a right 

D-structure. 

Let R be an £-hereditary semidistributive ring with quiver Q. Let 

T be a tree in Q and let M = lim Re .. We recall that for every vertex 
-+ 1 

vi in Q there exists a (possible non-directed) path from vi to v1 along 

T, cr1i denotes the induced isomorphism from e1Re1 onto eiRei. If 

h E Aut(eiRei) we will denote by h the element in Aut(e1Re1) which make 

the following diagram commute. 

e1Re1 
crli 

e.Re. 
1 1 

h l l h 

e1Re1 e.Re. 
crli 1 1 

Let i..::_j, then there exists (at least one) a directed path 

v. + v 
1 il 

+ v. + v from v. to v .. 
1k-l j J 1 

(*) 

v + v be the added arrows along the path 
µt \)t 

(*), so that we have 

v. + •.. +v 
1 µl 

+ ..• + v 
µ2 

+ ..• + v 
µt 

+ •.. + v .. 
J 

µ \) 

Each v 
µm 

+v 
\) 

m 
induces a twisting hmm E Aut(e Re ) , m= 1, ••• ,t, and a 

µm µm µm 

commutative diagram as in (4). 



(J •• (J 

e.Re. 
1l.l 

e. Re. ~ ... ~e Re 
µmvm 

Re ~ > e 
1 1 11 11 

"ml ~vm 
\) \) 

mll 
m 

lhµmVm 
lh~mVm i (J •• hµm Sµ v 'I/ 111 11 

e.Re. e. Re. ~ ... ~e Re mm e Re ~ 
1 1 11 11 "m1/m Vm "m 

\1 !1 l ~vm (J •• (J h\) V/ 111 V/ µmvm m 
e.Re. e. Re. 7 ••• ~e Re e Re ~ ... 1 1 11 11 µm µm \) \) 

m m 

for m= 1,2, ••• ,t. 

Chasing these diagrams we can write 

is independent of the path 

µ \) 
(h. t t)-1 EA ( R ) ut e. e .. 

1 1 1 

from v. to v .. Let 
J 1 

n 
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~ e.Re. 
J 

l1 

J 

~ e.Re. 
J J 

l µmvm 
hj 

~ e.Re. 
J J 

(J • • 

1k-1J 

By (11), f .. 
1J 

m = m+ S = E d .. ( e . ) a . E M and let d = E (x)crlk ED, x E e 1Re1 • 
i<j 1J 1J J k=l 

Define 

md = 
- -1 

E d .. (e .. (x)(f..) cr1 .)a .. 
i <j 1J 1J 1J J J 

If m1 = m, then 

z = 
k 

j i 
(x. cj>. A. 

1 J 1 

j 
X.A.) Es. 

1 1 

z. k E e.Rek. 
J' J 
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Then 

j 
x. n E e .Re 0 • l.,x, ]. )(, 

By chasing diagrams (4) and recalling formulas (3) 

m= 1,2, ... ,t 

we have that 

j - -1 = x. 0 e 0 (x)(f .. ) cr1 . 
]. ')(, )(, J l.J J 

That is, md is well defined. 

Also, since each ekJe!l is a ekRek - e!lRe!l bimodule for k..::_!l and since 

a. is an R-homomorphism, M has an (R - D) bimodule structure. 
J 

We can now establish the following Corollaries. 

Corollary 3.24 

Let R be a semidistributive fl-hereditary ring, let M = lim Re. and 
-+ ]. 

let N < M. Then 

N = I:{D(e.)a..: (e )a.EN}. 
j J J J J 

Proof: Let x E N, x 
n 
I: d . ( e . ) a . , d . E D . If d_ 'f O , we have 

j=l J J J J K 

-1 -1 n 
ekdk x = ek~ <i:l di (ei)a.i) = (ek)a.k. 

That is, 
-1 

ekdk x = (ek)a.k and hence (ek)a.k EN. 



Corollary 3.25 

Let R be a semidistributive .Q,-hereditary ring, M= lim Re.. Then 
-+ 1 

1) Every nonzero homomorphism g: M-+ M is a monomorphism. 

2) Every nonzero homomorphism g: M-+M is an epimorphism. 

Moreover, EndR(M) is a division ring isomorphic to D. 

Proof: 

1) Let g: M-+M, g,/: O, define gi = a. g: Re. -+ M. 
1 1 

By Theorem 3.23 

gk is a monomorphism for every k. 

write 

Then 

LetxEKerg, 

t 

x = I: 
k=l 

t 
(x)g = I: 

k=l 

let {e. }k be such that (e. )a. E Kerg. 
1k 1k 1k 

We can 

(see page 63) 

o. 
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But Mis distributive, hence r .. (e. )g. 
1k1k 1k 1k 

O; g. being 
1k 

a monomorphism implies x = 0, that is, g is a monomorphism. 

2) Let g: M-+ M be a nonzero homomorphism. Since M is a factor of 

Q, Q, 
R, it has finite length and hence M = Kerg ffi Img . By 1), g and conse-

.Q, 
quently g is a monomorphism. 

Hence M 
Q, 

Img 2 Img. That is, g is an epimorphism. 

We have established then that End(RM) is a division ring. 

Ford ED, define ijJd: M-+M via (m)ijJd md. Then, since Mis an 

R-D bimodule, ijJdEEnd(RM). The map ijJ: D-+ EndR(M) is a monomorphism, 

moreover, if h E End (RM) then h/ (Re. ) a. E End ((Re. ) a. ) . Hence 
1 1 1 1 

h/(Re.)a. = ijJd, for some d ED and h 
1 1 



That is,~ is an epimorphism and consequently an isomorphism. 

Proposition 3.26 

Let R be a semidistributive £-hereditary ring, M = lim Re., -+ 1 

a.: Re.-+ M the canonical monomorphism. Let 
1 1 

Lk = I{Re.a.: j j_ k} 
j J J 

= I{De.a.: j j_ k}. 
j J J 

Proof: First notice that since Mis distributive, so is Ek and hence 

Soc(Ek) is square free [ 5 ] • Let i > k. Then, 

= ek. (e.)a. + Lk. 
1 1 1 

But eki E J and hence J(ei)ai + ~ =I- 0 E Ek. Because of Soc(~)= r~ (J) 

we have 

Hence, 1 =I- k1 , .•. ,kt. 

be such that i 'f k. 

Then ei(Rek /Jek.) = 0 and eiSoc(~) = 0. 
J J 

If (e.)a. E Soc(Ek) then 
1 1 

'\, 

Re/ J e i = Rek . I J ek . , j = 1, .•. , £ , 
J J 

that is, i=k. and (e.)a. I. Lk which is a contradiction. Hence, 
J 1 1 

(e.)a. I. Soc(E..) for i[k. 
1 1 -k 

'\, 

Because Soc(Ek) =I- 0, we conclude that Soc(~)= Rek/Jek. 

Let i 
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Proposition 3.27 

Let R, M, Ek be as in Proposition 3.26. Then~ is isomorphic to 

E(Rek/Jek), the injective envelope of Rek/Jek. 

Proof: 
I\, 

We have established that Soc(~)= Rek/Jek. Because R is semi-

distributive and i-hereditary we obtain that 

[ 8 ] • 

But c(ekR) = /l{j: k~j} = n - ll{J: j 'I k} 

= c(M) - c(~) = c(~). 

from which it follows that 

We now state a proposition which besides being interesting in its own 

right, will be useful in proving our main result. 

Proposition 3.28 

Let R be a semidistributive i-hereditary ring, M = l!m Rei, 
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1) For every indecomposable submodule N ~ M and every nonzero homo-

morphism f: N-+ M, there exists a unique homomorphism f: M-+ M making the 

following diagram commute. 

M 

f t~f 
Q--')>N~M 

1 

2) For every submodule K < M such that M/K is a nonzero indecompos-



able factor of M and every nonzero homomorphism f: M-+ M/K, there exists 

a unique homomorphism f: M-+ M such that the following diagram commutes. 

M 

M~M/K~O 
n 

Proof: 

1) Let N < M and let {e. }k be - 1I< 
the collection of idempotents of R 

such that (e. )a.. EN. Because M = 
1 k 1 k 

n 
E D ( e . ) a. . , we have 

i=l 1. 1. 

c( R e.M) = 1 for every j and then N = 
e. e. J 

J J 

eM for e = E e .• 
k 1 k 

Also, since N is indecomposable, the vertices {v. }k form a connected 
1.k 

subgraph of Q and N = lim Re .• 
k 1 k 

Moreover, since Mis distributive, 

Nf < N. We conclude then, by applying Propositions 3. 24 and 3. 25 to 

R N, that there exists d ED such that nf = nd, n EN. 
e e 

Define 

a.. : Re. -+ M via za.. = za.. d, i = 1, ... , n. 
1. 1. 1. 1. 

Then za.. 
1.k 

= ZCl. f. 
1.k 

For i2_j, 

i-
e.~.a.. = e. a..= (e .. )a..d 

1. J J 1. J J 1.J J 

-1 
(e .. (x)cr1 . f. )a.. 

1.J J J J 

( (x) cr1 . e . ) a. 
1. 1.J J 

i 
(xcr1 .e.)~.a.. = (xcr1 .e.)a.. 

1.1. JJ 1.1. 1. 

= (e.(x)cr1 .)a.. = e.a. .• 
1. 1. 1. 1. 1. 
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i-
That is, ~.a.= a. for i2..j and the following diagram commutes. 

J J 1 

Hence, since M = lim Re. , there exists a unique homomorphism f: M-+ M 
-+ 1 

such that a. f = Cl. V j. Clearly, f extends f. 
J J 

2) Let K .:._ M such that M/K is indecomposable and let f: M-+ M/K be 

an homomorphism. Define (m + K)d = md + K. 
'\, 

Since D = End(M), and since 

Mis distributive, Kd..:. Kand M/K is a right D-module. 

Let n: M-+ M/K be the natural epimorphism and let {e. } be the col­
ik 

lection of idempotents such that 0'/: (e. )a. n E M/K, that is, (e. )a. I K. 
1k 1k 1k 1k 

and M/K = lim Re .• 
k 1 k 

commutes 

Also, since K < Ker f and M is distributive, f induces f': M/K-+ M/K 

so that nf' = f. Let e = I e. , then e(M/K) is an eRe-module and there 
k 1k 

exists d ED such that (m+K)f' = md+K. 

Define f: M-+ M, via mf = md. Then mfn = mf + K = md + K = (m + K) f' = 

mnf' = mf for every m E M. If g: M-+ M is such that mg+ K = mf for every 

m EM then M(g - f) ..:. K, that is Im(g - f) '/: M and by Corollary 3.25 g = f. 
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Now, we state and prove our main result. 

Theorem 3.29 

Let R be an indecomposable semidistributive 2-hereditary ring. Then 

R has a weakly symmetric duality. 

Proof: By results in [ 1] we may assume R is basic. Let {e1 , •.. ,en} 

be a basic set of primitive idempotents of Rand let E = E1 ~ ... ffi En 

where 

M = lim Re., and L. is as in Proposition 3. 26. -+ 1 J 

Then~ is an indecomposable injective R-module and, because R is basic, 

Eis the minimal injective cogenerator in~· 

Let S = End(RE) and let w ES, then w = 

rrk: E-+ ~ the natural projection. 

I 
i,j 

1/Ji with 1/J~ = 
J J 

7T.W1T., 
1 J 

Since R is 2-hereditary, 1/J~ is either zero or onto; moreover, if 
J 

i 
i { J then 1/J. = 0 and consequently 

J 

and only if (e.)a.. +L. ::f, O. This 
J J 1 

w = I 
i_:sj 

implies 

i 
1/J .. 

J 

that 

We have that 1/Ji 'f O 
J 

if i ::_j then 0 'f qi~ 
J 

Hom(Re.,Re ). Consider the solid part of the following diagram 
1 J 

Re. M 
11 I 

I I 

'¥ 'V 

E. 

ri/Ji 
Re. M 

J a.. 
J 

--,E. 
J 

if 

E 

i 
Then there exists cS: M-+ M such that ni 1/J j = cSnj , Hence, by Corollary 3. 25 

there exists a unique d E D such that (m) cS = md. Define 

i i 
ze .. d 

i 
y.: Re. -+ Re. via (z)yj = = (zH d. 

J 1 J 1J J 

Then the map e: 1/J~ 
i is well defined and one-one. -+ 

YJ J 
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Let 8: S -+ R, 8 (. 2::. ijl~) • 2::. 
i = y .. 

]. <J J ]. <J J 
Then 8 is a bijection. 

Let w' = • 2::. ijJ Ii 1)1'.i = 'TT.W''TT •• 
]. 2,] j , J ]. J 

Th "f ~, d ,i h en, 1. v an yj are t e maps 

i 
associated with 1)1'. we have that 

J 

8 + 8' and correspond to 

Consequently,' 8 is additive. 

Also, if i < j < k, y~y'j and 88' correspond to ij,J~ij,k'~ that is, 8 is 
- - J k 

i i 
a ring isomorphism. Also, 8(1)1.) = y. and R has a weakly synunetric dual-

1. ]. 

ity (Theorem 3.8). 
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