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Abstract 

A backpropagation neural network and discriminant analysis were 

compared for their efficacy in the prediction of violent 

behavior. · Forty-eight predictor· ,variables including demographic 

data, criminal history, psychome'tric data, substance abuse 

history, and situational factors were collected from official 

records of male criminal offenders (N = 392) and used to predict 

the violent or nonviolent nature of the offense for which each 

subject was incarcerated. Both neural netwo,rk (NN) and 

discriminant analysis (DA) models showed statistically 

significant prediction accuracy of about 77% total hits on 

cross-validation. As decision thresholds for classification 

were made increasingly stringent, however, the NN models held 

their accuracy better than the DA models. The highest levels of 

accuracy were achieved for both NN and DA models with a 
•' 

collection of 17 variables that included demographic data (age, 

income, race, unskilled labor), c·riminal history (probation and 

parole status, previous violent arrests), psychometric data 

(MMPI scales 1, 3, 8, 0; IQ), situational factors (being 

married, living with a mate, irregular work history, supporting 

a family), and substance abuse (benzodiazepihes). 

ix 
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A NEURAL NETWORK APPROACH TO THE 

PREDICTION OF VIOLENCE 

Artificial neural networks, otherwise known as parallel 

distributed processing models (~urn~lhart & McClelland, 1986) or 
' ' J 

connectionist models (Feldman & ·:Ba~lard, 1_982) 1 are a form of 

adaptive computer information processing system that associates 

input patterns wit~ output patterns. This association, or 
' ' 

"mapping," is said to' be "learned" by the' network as the input-

output associations are formed by induction, that is, by 

repeatedly processing examples of input-output ,pairs and 

gradually adjusting. a set of numerical weights, unti~ the 

network can generate the correct output for each input used in 

the "training" process. 

Neural networks differ in fundamental ways from traditional 

forms of artificial (computer) information processing systems. 

Unlike traditional artificial ,intelligence (AI), such as expert 

sy~tems, neural networks contain no 'separate knowledge base of 

rules; 1n fact, the u~derstanding of the rules for mapping 

inputs to outputs is not required of the programmer--they are 

generated in the training phase by the network. Many problems 

in AI have been intractable because of the lack of know~edge, 

necessary for constructing explicit rules, even though large 

sets of examples based on experience exist. Furthermore, rule-

based systems o~ten fa~! when applied to real-world data that is 

corrupted with noise ~Hecht-Nielson, 1988). Neural networks 



have offered an alternative means of solving such problems, 
i 
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without the need for explicit rules. In contrast to traditional 

computing in general, neural networks are comprised of many 

simple distributed processing units,· rather than a :single .. .. I 

complex central processing unit~ Furth~rrnore, the result of 

processing is not stored in ·a ~pecific memory location, but 

consists of the overall state of the network (matrices of 

weights) after it has converged. to a criterion condition of 

equilibrium (Caudill, 1987). 

Neural networks were inspired by the neural architecture of 

the human brain, originally conceived by McCulloch and Pitts 

(1943) in a paper· entitled, "A logical calculus of the ideas 

immanent in nervous activity." The adaptive nature and, hence 

the learning capabilities, were added 15 years later by 

Rosenblatt (1958). The computational units are highly 

interconn~cted, arranged in hierarchical layers, and operate in 

a metaphorical sense as neurons connected together into a 

functioning whole (Klimasauskas, 199ia) . That is, each 

"neurode" sums the excitatory (+) or inhibitory (-) input 

received from each neurode in the preceding layer via a.weighted 

"synaptic" connection, 'transforms ·that input, and produces an 

output, which is then received as input by each neurode in the 

successive layer, and processed in a similar fashion. 

Many different types of neural network architectures exist 

(at least 50, 13 of which are in common usage; Hecht-Nielson, 



1988), differing in topology (number of layers, number of 

neurodes per layer, degree of interconnectivity among and 

between neurodes in diff~rent layers); "learning" algqrithms 

(specifying how the weights are to be .adjusted); ahd transfer, 

or "activation" functions (for the withi~-neurode 

transformation) . This study proposes the most popular form of 

network for pattern classification, a "backpropagation" neural 

network (Werbos, 1974; Parker, 1982), as an appropriate model 

for individual behavioral prediction. 

Implementation of neural networks may be realized in 

several different forms. Hardware implementations operate in 

3 

parallel at very fast speeds via simple processors and parallel 

circuitry. "Neurocomputers" combine partially parallel hardware 

and software which simulates the parallel processing of its 

elements. Strictly software forms of neural networks, such as 

the one employed in this study, ~imulate the parallel processing 

of elements, but run on copven tidnal: serial computers (Kinoshita 

& Palevsky, 1987). 

The last decade has seen a surge of interest in neural 

networks on the part of researchers in a highly diverse range of 
' ' 

disciplines, including artificial intelligence, computer 

science, electrical engineering, physic,s, neurobiology, 

philosophy, linguistics, and psychology. This excitement, 

evident by the hundreds of talks and papers on the subject each 

year (Caudill, 1989), may be attributed to the widespread and 
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often dramatic success recently achieved by applying neural 

networks to an impressive variety of pattern recognition, 

classification, nqnlinear feature detection, and prediction 

problems (White, 1989a, 1989b), many of which had previously 

been intractable, or solved only ·by very difficult conventional 
i 

approaches. Hornik, Stinchcornbe, and White (1989) have provided 

a theoretical foundation which establishes that these successes 

are not just "flukes," rather 'they reflect the.capabilities of 

backpropagation networks as general universal approximators of 

unknown nonlinear regression functions (p. 364). 

Backpropagation neural networks , are potentially applicable 

to any situation that requires the acquisition of a complex 

nonlinear mapping (Si~pson, 1990). Successful applications have 

included speech processing· (e.g., Elman & Zipser, 1987), image 

recognition (e.g., Cottrell, Munro, & Zipser, 1987), temporal 
' ' 

processing (e.g., Elman, 1988), -knowledge processing (e.g., 

Hinton, 1986; Pollack~ 1988), text ahd sentence processing 

(e.g., Sejnowski & Rosenberg, 1987), optical character 

recognition (e.g. Becker & Hinton, 1991; Caudill, 1988), medical 

diagnosis (e.g., Weiss & Kulikowski,,1991),_ as well as 

diagnostics and robotic control. These examples are by no means 

exhaustive, but were selected to illustrate the tremendous 

diversity of recent work encompassed by the field (see Simpson, 

1990, for an extensive bibliography). 

Another area that has seen many successful neural network 
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applications is prediction. Prediction applications include 
I 
I 

Latin American conflict (Werbos & Titus, 1978), corporate bond 
' rating (Moody & Utans, 1991), bankruptcy (Odom & Sharda, 1990), 

cancer recurrence (Weiss & Kulikowski, 1991), time :series 
I 

prediction (Sharda & Patil, 1990), time ,series ,o,£ sunspots 

(Weigend, Rui:nelhart, & Huberman, 1991), solar flares (Fozzard,, 

Bradshaw & Ceci, 1989), and Mackey-Glass chaotic time series 

(Crowder, 1991; Lapedes & Farber, 1987; Sanger, 1991). 

Prediction is one of the most f~ndamental objectives of 

basic and applied science. Survival- of early civilization 
~ 
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depended on such problems: the prediction of weather cycles for 

planting and harvest, and of animal migration among the earliest 

examples. Success at prediction is taken as validation of 

theoretical explanations of phenomena. 

One of the goals of psychological science is to predict 

human behavior. Literature on ~he applied prediction of human 

behavior reveals essentially three types of behavior that 

psychological science has tried to predict (Meehl, 1954): 

success in some type of training or schooling, recovery from 

psychological _disorder~, and criminal recidivism. 

,Although neural networks have been used in psychology to 

model perceptual, cognitive, and neurobiological processes, 

there has been no previous psychological study done, to this 

author's knowledge, which has applied neural networks to 

individual behavioral prediction. Examples of psychological 
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modeling efforts include models of word recognition and context 

effects (McClelland & Rumelhart, 1981; McClelland, 1991), memory 

(McClelland & Rumelhart, 1985), human_ categorization (Kruschke, 

1991), speech (McClelland·& Elman, 1986), cerebral cortical 

processing (Crick & Asanlli'\la, 1986; s'ejnowski, 198.6), place 

recognition and goal location (Zipser~ 1986), and neural 

plasticity (Munro, 1986). Thus, although neural networks have 

proven quite useful in psychology, and in other types of 

prediction, they have not yet been evaluated as a tool for 

predicting individual behavior, a primary objective in 

psychology. 

A pressing, long-term problem in behavioral prediction, 

which has thus far proven intractable (Monahan, 1981; Wenk, 

Robison, & Smith, 1972) with traditional techniques is the 

prediction of violence._ This problem was selected as a test 

case for a neural network approach to behavioral prediction for 

several reasons. First, i,t is an old problem (e.g., Burgess, 

1928), which has a history of previous attempts (to be reviewed 

in a later section), that can serve as a baseline for comparison 

with a neural network approach. Second, not much progress has 

been made in the more than sixty years of documented attempts, 

thus, the potential for improvement over previous attempts is 

feasible. Third, violent behavior occurs with a very low base 

rate (proportion of the population that actually commits violent 

acts), a characteristic that plagues prediction attempts (Meehl, 
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1954), and one that, it will be argued, may be more tractable 

with neural networks than with traditional prediction methods. 

Fourcth, any potential improvement realized would carry a very 

high societal value, as this problem" is still a very important 

concern of the public, as well as of the criminal justice 

system; any contribution that wpuld at least lead in a positive 

direction could eventually help solve some very serious 

practical problems. Fifth, a large,data base exists in the 

official records of incarcerated offenders. 

The focus of this research is on two fundamental issues. 

First, the aim is to empirically evaluate the potential 

contribution of neural network technology to an area important 

to psychology--behavioral prediction. A secondary aim is to 

attempt to predict, in q practical sense, an instance of low 

base rate behavior--violent behavior. 

Traditional Approa,ches to Prediction 

Traditional approaches to predicting criminal behavior have 

relied upon two general modes of combining data--clinical and 

statistical/actuarial methods. This section will give an 

overview of the processes involved in clinical and statistical 

prediction. 

Clinical Prediction Methods 

Clinical prediction involves hypothesis formulation 

concerning the structure and dynamics of the particular 

individual for whom the prediction will be made (Meehl, 1954). 
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This method entails an intuitive or subjective combination of 

factors deemed relevant by the clinician (Elstein, 1976). Such 

relevance is often determined per individual case from a study 

of occurrences in the individual's, life ·(Meehl, 1954; Monahan, 

1981) . Factors are. selected from· interview impressions, case 

history, and psychometric information, often in the absence of 

any exact knowledge of the statistical relationships between 

predictive information and the criterion behavior (Meehl, 

1954) . 

Accuracy o:f clinical prediction rarely exceeds accuracy 

obtainable by chance (Meehl, 1954) . This method is particularly 

· prone to overpredict, that is, to generate many "false 

positives," cases .predicted to exhibit the criterion behavior 

which in fact do not display such behavior. This "leniency 

error" (Sarbin, 1942) has been demonstrated in the prediction of 

grade point averages, and virtually every study predicting 

success on parole (Meehl, 1954; Monahan, 1981; Steadman, 1980). 

Overprediction is not unique to the clinical method of 

prediction, but sterns from a problem of base rate in the 

criterion behavior, which plagues any attempt to predict a 

behavior that occurs only rarely. Base rate refers· to the 

proportion of cases exhibiting a particular criterion behavior 

in a given population. This rate is critical in prediction, 

with the likelihood of maximal prediction accuracy occurring in 

criterion behaviors with a base rate of 50% (Meehl & Rosen, 
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1955) 0 

Blind guessing, in a criterion distribution with a base 

rate of 50%, results in 50% correct pecisions. In .this case, a 

prediction method with only" weqk or mode~ate validity is likely 
I 

to improve upon this base rate accuraGY· Blind prediction in a 

skewed distribution, howev.er, w~th a base rate, for example, of 

20%, can achieve BO% correct decisions simply' by predicting all 

cases to belong to the more frequent class (Meepl, 1954; Meehl & 

Rosen, 1955). Therefore, considerably higher levels of 

predictive validity are required for discrimination above base 

rate accuracy, as the base rate deviates from 50%. 

The extreme manifestation of the base rate problem in 

clinical prediction results from .the fact that it is often 

ignored in this method of prediction (Meehl, 1954; Meehl & 

Rosen, 1955). This tendency has been documented by Tversky and 

Kahneman (1974), who labelleq it the "representativeness 

heuristic," the tendency to predict the outcome that appears 

most representative of the available evidence even when that 

outcome is statistically less likely than others. This 

heuristic is especially prominent when case-specific. 

information, the ·sole basis for much clinical prediction, is 

present. In spite of this lack of accuracy inherent in clinical 

prediction, the criminal justice system has relied heavily on 

the clinical judgment of psychologists and psychiatrists for 

predictions of dangerousness (Monahan, 1981) . 



Statistical Prediction Methods 

In contrast, statistical methods of prediction determine 

expectanc:les about future behavior. on the basis of class 

membership, resulting in a probability figu~e 'that is an 
> ' 
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empirically determined relative freq~ency (Meehl, 1954). The 

data are mathematical!~ combined by mechanistic decision rules 

for the purpose of classification (Meehl; 1954; .Monahan, 1981). 

Actuarial tables containing the distribution of frequencies in 

cells represent complex conjunctions of data (Meehl, 1954). In 

contrast to the elinical method of selecting relevant factors on 

a per case basis, statistical me'thods dictate precisely the 

factors to be considered for every instance of a specified type 

of case (Monahan, 1981) . 

Statistical prediction can often be more efficient than 

clinical prediction, taking less time, less effort, and 

requiring lower level personnel to carry out (Meehl, 1954). In 

addition to greater efficiency, 'virtually all studies comparing 

the relative efficacy of the two methods find statistical 

prediction more accurate than the clinical approach (Meehl, 

1954; Steadman, ,1980; Monahan, 198,1). -Despite findings of. 

vastly improved accuracy, reliability~ and consistency, 

statistical methods have been neglected in the prediction of 

violent behavior (Shah, 1978; Monahan, 1981). 

The most commonly used·statistical methods for prediction 

are additive linear models. Two such methods of historical 
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significance, the Burgess method (1928) and the Glueck method 

(1950) have held up relatively well in the prediction of 

criminal recidivism. A third linear model, the standard tool 

for prediction, is multiple regr'e~s'.ion' analysis, or its variant 

for use with dichotomous criterion variables, discriminant 

function analysis. 

The Burgess·method is a simple point scoring method, in 

which each predictor variable is dichotomized at the median. If 

an individual's status on a given predictor variable falls into 

the category associated with success on'the criterion, his score 

is incremented by 1 point; if in the category associated with 

failure on the criterion, the individual scores 0 on that 

variable (Wilbanks, 1985). A total score is obtained by summing 

points for each predic~or variable; thus the maximum possible 

score is equal to the number of· predictor variables included. 

Scores for all subjects in a construction sample are 

cross-tabula ted with the cri t~rion variable to yield the 

proportion of successes a~d·failures associated with each 

possible score, and appropriate categories of risk are thereby 

assigned (Wilbanks, 1985) . 

The Salient Factor Score, a modern variant of the Burgess 

method is used by the United States Board of Parole as an aid in 

predicting success on parole (Wilbanks, 1985) . Possible scores 

range from zero (high likelihood of violation, hence poor risk) 

to ten (low likelihood of violation, hence good risk) . Hoffman 
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and Beck (1985) used the Salient Factor Score to predict serious 

parole violation within a five-year follow-up period. 

Recidivism was correctly predicted in 40% of individuals 

classified as "poor risk," whereas only 14% of those classified 
I 

as "good risk" seriously violat~d parole · (see Table 1) . 

Insert Table 1 abo~t here · 

A second statistical method of historical importance in 

criminological prediction was developed by Glueck and Glueck 

(1950) in a well-known study of juvenile delinquency. The 

Gluecks compared 500 institutionalized juvenile males with 500 

unconvicted juvenile males, studied at an average age of 14 - 15 

years (Farrington & Tarling, 1985). A prediction table based on 

five factors concerning discipline, supervision, affection, and 

cohesiveness among family members showed remarkable 

discrimination. Of those scoring in the high risk range, 98.1% 

were delinquent and in the low risk range, 97.1% were 

nondelinquent. There were many serious flaws with the Gluecks' 

study, however, such as the use of extreme groups, an 

unrealistically high proportion of delinquents (50%), 

interviewer bias, and the absence of'a validation sample 

(Farrington & Tarling, 1985). Although the Gluecks' results 

must be discounted-due to these flaws, their method has held up 

in comparison to other methods and is therefore worthy of 



13 

mention. 

The Glueck method is similar to the Burgess method, but 

more precise in the weighting of Ptedictor variables (Wilbanks, 

1985) . The weight assigned to each di~hotomized predictor 

variable is equal to the proportion of s~bjects in a 

construction sample who fail on the criterion -~ar~able and 

possess that attr~bute. Thus total scores for all subjects, 

derived by summing the'se percentq_ge weights across all predictor 

variables, are divided into intervals associated with increasing 

levels of risk ~Wilbanks, 1985). Wilbanks (1985) applied both 

the Glueck method and the Burgess method tp a criterion of 

parole success based on twenty predictor variaples. He found 

the methods to produce very simi,i.3.r results: lOB and 100 errors 

made, respectively, in the construction sample; 100 errors made, 

by both methods, in the validation sample. Copas and Tarling 

(1984) demonstrated that both the Burgess and Glueck models are, 
' 

in fact, the same simple loglinear model in which all predictor 

variables are treated as independent. 

Familiar multiple regression techniques rely on an ordinary 

least squares method (Tarling & Perry, 1985) to derive weights 

for each predictor variable based on its relative contribution 

to the explained v'ariance, while holding constant the effects of 

other predictor- variables in the equation (Wilbanks, 1985) . 

Unlike the simpler point methods of Burgess and Glueck, multiple 

regression takes intercorrelations between predictor variable's 



into account. A subject's score is the linear combination of 
I 

weighted scores on each predictor variable and some constant. 

Two variations of the multiple regression approach include 

discriminant analysis, for use with dichotomous criterion 

variables, and logistic regression. It has been shown (e.g., 

Copas, 1985) that multiple regression, with d1chotomous 

criterion variables, is mathematically equivalent to 

discriminant analysis. Weiss and Ku~ikowski (1991) cite 

empirical comparisons of discriminant analysis and logistic 
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regression and conclude that they usually give similar results. 

With a large number of categorical predictor variables, however, 

it was suggested that logistic regression may produce a slightly 

more optimal (in terms of greater classification accuracy) model 

(Weiss & Kulikowski, 1991). 

Regression models, including discriminant analysis, have 

been the standard tools fqr prediction studies. It has been 

asserted (e.g., Lippmann, 1987; Weiss & Kulikowski, 1991) that 

these models, in contrast with neural network models, require 

fairly restrictive assumptions about the distributions of both 

criterion and predictor variables--normal distribution 

underlying the error component of the criterion variable; joint 

multivariate normal distribution of the predictor variables; and 

homoscedascity of variance, or constant error variance across 

different levels of the predictor variables. (e.g., Neter, 

Wasserman, & Kutner, 1989). These assumptions apply, however, 



only when the model will be used for purposes of making 
! 

inferences to populations, by attaching probability values to 
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inferential statistics. It is not on this basis that the neural 

network and regression .models in thi,s study will be compared. 
I 

These models will be evaluated in strictly a descriptive sense, 

that is, in terms of their respective accuracy in deriving a 

prediction model equation which can be applied ·to new' cases for 

the purpose of predicting membership in one of two classes. 

Even if Qne did intend to use regression methods in an 

inferential sense, the F test has been shown to be robust with 

respect to violations of these assumptions, except in extreme 

cases, especially when large sample sizes are used (Cohen, 1968; 

Hair, Anderson, & Tatham, 1987). 

Of more significant concern for behavioral prediction is 

the number of, and intercorrelations among, the predictor 

variables used in the model. It is a common finding that more 

error is genera ted and little' predictive power is gained by the 

inclusion of more than the first several variables in the linear 

model equation (Farrington, 1985; Gottfredson & Gottfredson, 

1985; Tarling & Perry, 1985). That is, little predictive power 

is gained when variables, intercorrelated with those already in 

the equation, are added. Each additional variable adds a 

further increment of error that is unique to the construction 

sample and cannot be expected to exist in a new sample, and thus 

adds to the shrinkage (reduction in explained variation) of the 
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equation when applied to this new sample. This is a significant 
I 

problem in the prediction of criminal behavior which involves a 

large number qf potential predictor variables. 

Finally, data relevant to the prediction of criminal 
i 

behavior are potentially ridden with multilevel interactions, 

that is, nonadditive combinations of variables, although these 

have yet to be empirically demonstrated (Beverly, 1964). It is 

theoretically plausible that this lack of evidenc!2 for 

significant interactions in criminological data is inherent in 

the statistical method which requires that each potential 

interaction be specified and included in the equation as a 

separate term. Wnen the number of predictor variables is large, 

theoretical knowledge pf interactions, lacking in criminology, 

is necessary to guide a systematic investigation of such 

interactions (Palmer & Carl~on, 1976). Without knowledge of 

which variables interact, and the nature of the combinatorial 

process, one faces a combinatorial explosion of the number of 

possible interactions. For example, if there were a total of 

ten predictor variables, all possible combinations involving 1 

to 10 variables would result in a total of 1,023 possible 

combinations of predictor variables. Obviously, it would be 

feasible to empirically investigate only a few of these 

possibilities. 

A Neural Network Approach to Prediction 

Neural networks offer a fundamentally different statistical 
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approach to prediction problems. White (1989) is one of the few 

statisticians involved in analyzing the learning procedures of 

feedforward neural networks. He ·concluded that the method of 

backpropagation can be viewed as an' application of: the Robbins­
\ 

Monro (1951) stochastic approxi~ation procedur~ to solving a 

novel class. of multidimensional' nonlinea.r regress~on problems 

(p. 449). "Approximations" are used in place of 'the true 

response function ?f a nonlinear least squares framework (White, 

1981) . White (1989b) further suggests that neural networks are 

applicable to regression problems requirin~ some type of 

"flexible functi<;m form" (p. 1011) . 

Gallinari, Thiria, Badran, ·and' Fogelman-Soulie (1991) have 

recently analyzed the relations between discriminant analysis 

and neural networks, analytically for linear neural networks, 

and empirically for the nonlinear case. The empirical 

investigation compared th~ two models on problems increasing in 

degree of nonlinearity. The,ir results showed an advantage for 

nonlinear networks over the discriminant analysis models that 

increased in magnitude as the nonlinearity of the problem 

increased. Furtherrno~e the advantage of the neural network 

models extended to·generalization on new cases •. They 

established that each layer of weights in a network'perforrns a 

nonlinear discriminant analysis from the states obtained in the 

previous layer. Thus each layer increases the separation and 

the clustering of the different classes and the last layer 
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classifies the final projection (p. 357). 

Thus, although neural networks employ several preexisting 

concepts from the statistical literature, it is the combination 

of these that is novel (White, 1989b). The net input to a given 

hidden unit in a neural network 'is a familiar linear 

discriminant function which, when subjected to a nonlinear 

transformation within 'the hidden unit, acts as a nonlinear 

feature detector. The outputs of all feature detectors in the 

hidden layer ar'e then inputs to another linear discriminant 

function and another nonlinear transformation at each unit in 

the output layer. "The approximation benefits from the use of 

nonlinear feature detectors, while retaining many of the 

advantages of linearity in a particularly elegant manner" 

(White, 1989b, p. 1004). 

Mechanics 

Backpropagation neural networks "learn" to classify a 

pattern through induction, by repeatedly processing examples of 

each class. The network is arranged in successive layers of 

simple computational devices called neurodes, or simply "units." 

The network consists minimally of three such layers of 'neurodes: 

an input layer, a hidden layer, and an output layer (see Figure 

1) . The intermediate layer consists of neurodes which receive 

neither direct input from the outside world, nor a direct 

training signal, and hence are "hidden." ,The number of neurodes 

that can be contained in any layer of the network, and the 
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number of hidden layers used, are constrained only by the power 

of the particular software package used, computational limits of 

a given hardware system, and practical considerations of 

training t~me . 

Insert Figure 1 about here 

Examples are coded as input-output pattern pairs, in the 

form of two n-dimensional vectors. The input vectors represent 

patterns of "activation" values distributed across all neurodes 

in the input layer. The output vectors represent the correct 

output for each corresponding input pattern. The pattern of 

activation on the input layer is propagated in a forward 

direction (hence, a "feedforward" network) to the hidden layer. 

The resulting pattern of adtivation on ~he hidden layer is then 

propagated on to the next layer, the output layer if it is a 

three-layer network. Each 'neurode, or unit, receives inputs 

from all neurodes in the previous layer, each of which is 

weighted by a value representing the "connection strength" 

between each pair of between-layer neurodes. The receiving 

neurode computes a linear combination of these inputs, resulting 

in a scalar value, or net input, which is then subjected to a 

nonlinear transformation, or "activation function." The 

backpropagation algorithm requires the activation function to be 

continuous and differentiable at all points (Rurnelhart, Hinton, 



& Williams, 1986). Typically a sigmoidal, or logistic, 
I 

function, which meets this requirement, is used (Equation 2 

below) . 

The net input to "receivirign unit j, for input/output 
I 

pattern pair pis: 

netpj = ~wjpp, + ej 
' 

where ~ 1 to the number of sending units; 

j 1, to the number of receiving units; 

wJ, = the connection weight between sending unit ~ 

receiving unit j; 
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(1) 

and 

o¢ the output of sending unit i, produced by the 

presentation of input pattern p; 

ej = a bias, which functions as a threshold, in the 

form of a weight to receiving unit j, from an 

"extra" sending unit that always has an 

output = 1. 

The output of receiving unit j, or its "activation" value, for 

input pattern pis: 

where /; 
J 

a nonlinear function, sigmoidal in form. 

(2) 
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This activation value is then output to all neurodes in the next 

layer (see Figure 2) . The nonlinear activation function serves 

to constrain the output of each neuro~e to a value between 0 and 

1, filtering out noise (very low values), and preventing output 

values from reaching very large magnitudes (Carpenter, 1989). 

Insert Figure 2 about here 

Knowledge is represented in the values of weights assigned 

to the connections.between neurodes on different layers. These 

connection weights are initially set to small random values in 

the range [-0.1,+0.1] .. Upon presentation of a single input 

pattern, the forward propagation through the network proceeds as 

described, resulting in a final activation value for each output 

node. This output value (o) is compared to a target value (t) 

for that node, that is, the correct output for the input 

pattern. The difference between the output and the target 

(t- o) is thus the error measure for the network's processing 

of the input pattern. 

"Learning", via weight .modification, takes place as thi$ 

error is propagated backward through the network in a recursive 

fashion. The magnitude of the error in classifying input 

pattern p is used to determine the amount of change (a) needed 

in each weight (~ in order to reduce the error on the next 

presentation of pattern p. Each connection weight is modified 
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according to the "generalized delta rule" (Rumelhart, Hinton, & 

Williams, 1986a): 

where 

(3) 

the change in weight from unit i to j after 

processing input pattern p; 

n = the presentation number for input pattern p; 

n = learning rate, a constant of 

proportionality; 

a = momentum term, a constant that determines 

the magnitude of the effect of past weight 

change on current weight change; 

·where 6 . = the error signal; 
PJ 

( 4) 

~i = target, or correct output for 

unit j, for input pattern p, 

for the weights connecting the output layer and hidden layer 

units, and 

5 . = o (1-o .) :E5_~-w~ 
PJ PJ PJ kl"""'.. 

(5) 

where k = number of units in the layer 

above unit j, 
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for weights connecting the hidden layer and input layer units. 
i 

All weights in the connection matrix are thus updated according 

to this "learning rule" (Equation 3), a procedure which is 

recursive by layers, in such a way as to improve performance of 
l 

the network on the next occasion it receives similar input. 

Over many, perhaps thousands, "epochs" (one complete 

presentation of all input/output pattern pairs in training file) 

the total error, summed over the entire set of example patterns, 

is reduced to a minimal level in this implementation of a local 

gradient descent procedure, and the network is said to be 

"trained." Although the generalized delta rule does not 

guarantee that this minimum is the global minimum, and not a 

local one, empirical tests have demonstrated that convergence to 

a local minimum is quite rare (Rurnelhart & McClelland, 1986a; 

Weiss & Kulikowski, 1991) . 

The trained network produ~es a matrix of connection 

weights, a complex mathematical model underlying the patterns of 

association inherent in the, training data. Once trained, the 

learning mechanism is disabled, and the network can receive any 

pattern as input, from the training set or otherwise, and 

classify it according to the model developed from ·all -the 

connection weights. Although several have referred to this 

matrix as a "black box" (e.g., Bailey & Thompson, 1990; Garson, 

1991), meaning its weights are opaque to interpretation, 

researchers are actively seeking methods for interpreting the 



connection matrix in terms of the phenomenon being,modelled. 

Garson (1991), for example, suggests a method for using the 
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connection weights to partition the relative share of the output 

associated with each input variable, by which the relative 
I 

importance of input variables in a model can be analyzed. 

Klimasauskas (1991b) suggests using a nonparametri~ statistical 

technique, "sensitivity analysis," to investigate the relative 

importance of each input to a given output. These and other 

recently published methods (Arnaldo, Miller, & Gonzalez, 1990; 

Howell, 1990; Nelson & Illingworth, 1991; White, 1989) suggest 

that weight matrix analysis has the potential to contribute to 

the theoretical knowledge underlying the fitted model. 

For behavioral prediction, a neural network can be trained 

with a construction sample of pattern pairs, with each input 

pattern representing the values of all predictor variables for 

one individual, and each output pattern representing the correct 

classification for that individual. Consider an example 

prediction net comprised of 50 inputs, 10 hidden units, and 2 

output units. The input units might represent measurements on, 

for example, 20 predictor variables. The less than one-to-one 

representation of predictor variables on input nodes results 

from a "distributed" coding scheme, in which the value of a 

single predictor variable may be coded across several binary 

units, each representing a different category of a given 

variable. Marital status, for example, might be represented by 
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three binary units, each coding the presence or absence of one 

of three categories: single, married, or divorced. The use of 

three units allows the option of representing "unknown" as the 

absence of all categories. "Local 11 coding, using a single node 
I 

to represent a single variable, may .be incorporated as well. 

Current age might, for 'example, be represented by only one input 

unit, continuously valued. Input values are normalized, based 

on the dynamic range of values.for a particular input, to values 

on a scale of 0 - 1. In this manner, the input units may 

represent variables of any level of measurement, categorical or 

continuous. 

The two output units might represent the two levels of 

classification, "A" or "not A. 11 Once the network is trained, 

new cases from the validation sample, not processed by the 

network in the training procedure, can be given as input, and 

the value of each output node, ranging from 0 to 1, may be 

interpreted as representing the conditional probability of 

membership in each class (White, 1989), or a continuous 

gradation of 11 certainty11 of the classification decision (Jones & 

Hoskins, 1987; Williams, l986). ' Using a "Best-One-Wins" 

decision rule, the output node with the higher value represents 

the network's classification of the given input pattern. 

The hidden units are the unique feature of a neural network 

prediction scheme. The input patterns are mapped to (i.e., 

associated with) the output patterns via this layer of units, 



which represent the inputs at a higher level of abstraction 
I 
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(than the level of the input units), and may be conceptualized 

as representing salient features of the data (Rurnelhart, Hinton, 

& Williams, 1986b). In other words, new "hidden" ~ariables are 
I 

created from combinations of the input variables. 

Potential Advantages of the Neural Network Prediction Approach 

Neural networks offer some potential advantages over 

traditional statistical prediction methods. The first advantage 

lies in the interconnectivity of the network architecture. Each 

input neurode is connected to each hidden neurode, which is 

connected to each output neurode. This between-layer 

interconnectivi ty- allows the network -the opportunity to assign 

weights to any combination of variables necessary to reduce the 

output error, in the process of mapping input values to hidden 

units, and hidden unit values to output units. There is no 

counterpart to these hidden units in multiple regression or 

discriminant analysis. 

Second, whereas tradi tiona! ,methods have generally 

restricted their models to linear relationships, this 

restriction is somewhat arbitrary (Thorndike, 1918) and 'it seems 

implausible to assume that the factors influencing human 

behavior combine in only a linear fashion. Neural network 

activation values are subjected to nonlinear transformation 

locally at each neurode in the network. Inherent in this 

transfer function is the nonlinear combination of many predictor 
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variables. This nonlinear processing that occurs within the 

neurodes gives neural networks the capability of forming 

nonlinear separations of classes .·in the multidimensional 

decision space created by the network (Lippmann, 1987) . It has 

been well-established that backpropagation networks with only a 

single hidden layer can approximate any arbitrarily complex 

nonlinear mapping, to any desired degree of'accuracy, provided a 

sufficient number of hidden units are used (Hecht-Nielsen, 1988; 

Hornik, Stinchcornbe, & White, 1989; Lippmann, 1987; Simpson, 

1990; White, 1989). Thus, a neural network has the potential 

for outperforming a linear discriminant function in classifying 

a criterion behavior which is an ·unknown nonlinear function of a 

given set of predictor variables. Lapedes and Farber (1987) 

have shown that the backpropagation learning algorithm provides 

a natural extension of linear methods into a nonlinear domain. 

Third, rather than developing a prediction equation based 

on central tendencies and variability derived from the 

simultaneous processing of the training data (Lippmann, 1987), 

neural networks gradually fit a complex model by trial and 

error, as they .process one example at a time, and adjust the 

connection weights in very small increments (Gallinari et al., 

19 91) . 

Fourth, neural networks have been demonstrated to be quite 

robust with regard to handling input corrupted by random noise, 

both in training and in generalization (Hartzberg, Stanley, & 



Lawrence, 1990; Lippmann, 1987; Weiss & Kulikowski, 1991). 

Features that appear noisy, as a result of measurement error, 
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when considered individually, may prove to be highly predictive 

when combined with .other' features,and mapped to a new set of 
I 

higher order features (Weiss & Kulikowski, 1991). The same may 

be true of features that, individually, are only weakly 

correlated with the criterion. Neural networks are able to 

accurately generalize, that is, to classify new patterns, not 

seen in the training procedure, by interpolating between 

training examples (Gallinari et al., 1989; Hartzberg, et al., 

1990; Lapedes & Farber, 1987), or in the case of noisy data, 

approximating the surface function between data points (i.e., 

where there are no examples; Poggio & Girosi, 1990). 

Generalization accuracy is a function of the number of hidden 

units used and number of examples in the training set, and thus 

is a criterion by which the appropriate number of hidden units 

is determined (achieving an optimum number of hidden units is 

the object of the complexity fit procedure, to be described in a 

subsequent section). Increased generalization ability suggests 

that ,neural networks c~n reduce the size of shrinkage, (that 

occurs when applying a model developed on a construction sample 

to a validation sample) inherent in statistical prediction 

methods. Reduced shrinkage results in greater predictive 

accuracy for the validation sample and hence greater external 

validity of the model. 
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Fifth, there is some evidence from preliminary simulation 
I 
I 

work (Gordon, 1991a) to suggest that neural networks may excel 

over linear discriminant models with increasingly stringent 

thresholds, or decision rules, ,for class membership. A decision 
, I 

I 

threshold refers to a 'cutting score, a minimum score which must 

be reached or exceeded for classification into one of two 

classes. In this case, two decision thresholds were used in 

each simulation; a lower score at or below which a 'case was 

classified Nonviolent, and an upper score at or above which a 

case was classified as Violent. 

Simulation data (N = 200) were generated randomly and then 

transformed, to have intercorrelations among ten inputs 

comparable to those found among the ten clinical scales of the 

Minnesota Multiphasic Personality Inventory-2 (MMPI-2) for males 

(Hathaway & McKinley, 1989, p. 99). Correlations between each 

of the ten inputs and the criterion varied from -.25 to +.25, 

thus reflecting varying degrees of weak relationship with the 

criterion violence. 

A neural network with ten input neurodes, ten hidden 

neurodes, and two output neurodes, was trained with one~half of 

the simulated data (N = 100; 50 Violent, 50 Nonviolent), and 

tested with the other half (N = 100; 50 Violent, 50 Nonviolent). 

A discriminant analysis model was similarly developed on the 

same training data set, and applied to the same testing data • 

set. 
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The output from the neural net and the discriminant 

analysis models on the testing data set, were compared in terms 

of proportion correct classifications, at decision thresholds 

(cutting scores) of .50/.50, .40/.60, .30/.70, .20}.80, .10/.90, 
. I 

for inclusion in the respective predicted classes, Nonviolent 

and Violent. Neural net and discriminant analysis accuracy, in 

terms of proportion correct decisions, were quite comparable at 

thresholds of .50 to .70, but beyond a .80 classification 

threshold, the neural network maintained its ac~uracy on a 

validation sample, while discriminant function analysis fell at 

a steep decline _(see Figure 3) . Both the network output and 

discriminant model output, at thresholds more stringent than 

.50/.50, result in a band of undecidable cases, with probability 

near .50, much as human decision ~akers have been found to do 

(Meehl, 1954). 

Insert Figure 3 about here 

Additional pilot work (Gordon, 1991b) compared the accuracy 

of a backpropagation net and discriminant analysis on problems 

with decreasing base rates. A training file of 100 input 

patterns, each composed of three randomly selected values, in 

the range [0,1], was created. Each input pattern was then 

randomly assigned a target value of 1 (Violent) or 0 

(Nonviolent), in such a way to assure either a 50% base rate of 



violent targets, or a 20% base rate of violent targets. Thus, 
I 

two nets could be trained and two linear discriminant models 
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could be developed, with different training pattern files, each 

having a different base rate of the target behavior:. 
I 

Note that the random generation of input patterns and the 

random assignment of target patterns to input patterns, resulted 

in a near zero correlation (M = -.06 across the three inputs, 

R2 .02) between the input patterns and targets. That is, 

there was virtually no linear information present for the net to 

learn. Ten additional sets of randomly generated inputs were 

similarly created for running the trained net and applying the 

discriminant analysis model. The ten test sets consisted of 

input patterns only--no targets were provided. The objective of 

this simulation was to investigate the proportion of outputs in 

each of the two classes generated by each model, relative to the 

base rate of the training set, rather than assessing the 

accuracy of classifying patterns for which the targets were 

known. 

In both base rate conditions, the neural nets classified a 

similar proportion of cases in the validation samples (test 

patterns) as was present in the construction sample (training 

patterns), as belonging to the Violent class (see Table 2). 

Discriminant analysis, on the other hand, performed well with a 

base rate of .50, but with the small base rate of .20, 

classified all test patterns as belonging to the more frequent, 
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Nonviolent, class. Thus, in the condition of greater interest 

(due to the low base rate), the neural network outperformed the 

discriminant analysis model, even in the absence of significant 

linear information. 

Insert Table 2 about here 

One further step was taken, to determine if the neural 

network had developed a bias based solely on the distribution of 

target signals, independent of the input patterns, or rather had 

learned the mapping from the small amount of information, linear 

or nonlinear, present in the training set, which discriminant 

analysis was unable to learn. Another set of 100 training 

patterns was created. This time, however, all input values were 

held constant, at a value of .50. This was done to ensure that 

absolutely no information was present from which the net could 

learn. The base rate of Violent targets was held at the same 

low value of 20%. The result was that now the neural net, as 

discriminant analysis had done before, classified all patterns 

as Nonviolent, the more frequent class. 

The results of this pilot work, although preliminary, would 

imply a sixth unique advantage, in that the neural network was 

capable of discriminating between classes, even with a base rate 

as low as 20%. Furthermore, this discrimination was based on a 

set of three predictor variables which contained virtually no 
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linear information. It was determined however, by removing all 

linear information, the network performed at merely base rate 

level, as- the discriminant analysis had performed in the earlier 

condition. These preliminary results ,provide suppcirt for the 
I 

notion that neural networks may outperform discriminant analysis 

on problems of predicting low base rate behaviors. 

Finally, the neural network literature (Hartzberg et al., 

1990) suggests that there is no significant disadvantage, other 

than length of training time, in including a large number of 

predictor variables. The network will "disregard" variables 

that are not associated with the output, by not adjusting the 

weights connected to the inputs representing those variables, 

hence leaving them at or near their initial near zero values. 

Furthermore, it suggests that intercorrelation among predictor 

variables does not detract from the goodness of fit. This would 

seemingly make neural networks a suitable tool for use on 

problems where the number of potential predictor variables is 

great, and the intercorrela~ion among those variables is high. 

Relative Accuracy of Prediction Methods 

Measures of Predictive Accuracy 

Any classification model results in four possible outcomes 

for a given case: correct positive, correct negative, false 

positive, and false negative. A Correct Positive (CP) is a case 

which is predicted to exhibit the criterion behavior, and in 

fact does so. A Correct Negative (CN), on the other hand, is a 
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case which is predicted not to exhibit the behavior, and in fact 
i 

does not. In most classification problems, the objective is to 

maximize these two cases. 

the following cases occurs: 

Errors are committed when either of 

a case predicted to exhibit the 
I 

criterion behavior does not do so (False ,Positive, or FP), or a 

case predicted not to display the behavior, does display the 

behavior (False Negative, or FN) . Thus, predictions of violent 

behavior, when implemented, result in errors of either 

restricting an individual's freedom w'ithout cause (FP), or 

releasing an individual who will bring harm to an innocent 

member of the community (FN). Depending on one's perspective 

(community at risk vs. civil liberty) the relative value placed 

on these errors may be quite different. 

Many researchers (e.g., Steadman, 1980; Monahan, 1981) from 

the civil liberty perspective, have focused on the ratio of 

False Positives to Correct Positives. Predictive accuracy from 

this viewpoint is dismal (Steadman, 1980). This ratio is 

directly a function of two parameters in the prediction scheme: 

base rate and selection ratio (proportion predicted positive of 

the total sample ([(CP + FP) IN]; Meehl & Rosen, 1955; Brown, 

1976) . Selection ratio is determined by the particular decision 

threshold employed. Farrington and Tarling (1985) point out 

that only when base rate and selection ratio are equal can every 

case be correctly predicted. As base rate and selection ratio 

diverge, the maximum number of correct predictions decreases. 
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False positives will occur to the extent that the selection 

ratio exceeds the base rate. For example, if the base rate for 

violence were . 60, and 60% of the total sample were· selected to 

be predicted violent (selection ratio = . 60) on thel basis of a 
I 

test with perfect validity, 10'0% correct predictions could be 

made. If, on the other hand, with the same base rate and 

perfect validity, the selection ratio were .80, the maximum 

proportion of correct violent predictions would be only .75 

(Brown, 1976, p., 117) . 

Many different measures of pred~ctive 'accuracy appear in 

the literature (see Farrington & Tarling, 1985, for a review of 

14 such measures). One category of' accuracy measures is the 

degree of association between the predicted outcomes and the 

actual outcomes. This is a measure of the internal validity of 

the model. A second category of accuracy measures, is the error 

rate of the prediction model. The error rate may be considered 

the measure with the most practical significance, that is, a 

measure of whether a prediction model should be considered for 

implementation. It is conceivable that a significant degree of 

association ~ay be measured for a given model, but,that the 

false positive error rate is too large to consider 

implementation of the model. 

Error rate analysis may be approached from two different 

perspectives. The total error rate [(FP + FN)/N] is the 

simplest and most comprehensive measure, giving equal weight to 



the two different types of errors, false positives :and false 
I 
I 
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negatives. Error can also be analyzed separately by type (FP or 

FN), for the' purpose of weighting these types differentially. 

False positive error rates, as 

received much attention in the 

previously mentioned, have 
I 

criminology literature because of 

their implications for restricting individual liberty. It is 

this measure that has been the primary focus in studies that 

have concluded that violence cannot be predicted (e.g., Wenk, 

Robison, & Smith, 1972). 

Many and varied measures of association appear in the 

criminological prediction literature, each with some advocates 

(Loeber & Dishion, 1983; Copas, 1985; Farrington & Tarling, 

1985; Tarling & Perry, 1985; Wilbanks, 1985). Each 

correlational measure makes certain assumptions about the nature 

of the variables, and this must be considered in selecting a 

measure of association. Other measures have been shown to be 

very closely related mathematically, such as Mean Cost Rating, 

Kendall's r, Receiver Operating Characteristic Curve, and 

Goodman & Kruskal Y (Tarling, 1982). 

The variety of reported accuracy measures, along with gross 

differences in definitions of the criterion'behaviors, as well 

as varying lengths of-follow-up periods, make direct comparisons 

of accuracy across studies a difficult task. Follow-up periods 

range from six months (Klassen & O'Connor, 1988) to five years 

(Hoffman & Beck, 1985). Another salient weakness in the 
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criminological prediction literature is the lack of 
i 

cross-validation of many of the prediction models. Klassen and 

O'Connor, for example, report 93% correct classification (22% 

CP, 71% CN), with an accompanying .i.false positiv~ for every 
' \ 

one correct positive. This is an outstanding result, but there 

was no attempt to cross-validate the discriminant analysis model 

on a new sample. This weakness, along with a large number of 

predictors (64), renders these results in the prediction of 

short-term violence in non-schizophrenic mental patients 

somewhat meaningless. 

It is essential to measure the accuracy of a prediction 

model, not only on the construction sample, but on a validation 

sample as well. Weiss and Kulikowski (1991) refer to the two 

resulting categories of error as "apparent" error and 

"cross-validation" error, respectively. Apparent error is the 

error as measured on a particular construction sample. 

Cross-validation estimates. true error, that is, the expected 

value of error in the population from which the samples are 

drawn. A prediction model may be "overfitted" (with a large 

number of predictors) to the construction sample and produce a 

very small measure of apparent error. This fit reflects not the 

potential usefulness of the model on a new sample, or external 

validity, but capitalization on the measurement error and random 

fluctuations in the particular sample used. .AnY model with a 

high enough level of complexity (number of free parameters) can 
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closely fit these idiosyncratic characteristics in a single 

sample. 

A more meaningful test of a model is one that is applied to 

a new sample fqr cross-validation. Most models do:not hold up 
I 

well on new samples, that is, there is a tremendous reduction in 

accuracy over the accuracy attained on the construction sample. 

It is this reduction in performance from construction sample to 

validation sample that is referred to as "shrinkage" in 

regression analysis, and it is a function of the number of 

predictor variables used in the model, combined with the 

construction sample size (Copas, 1985.) . For the purposes of 

clarity and evaluation of methods, this discussion will be 

restricted to those relatively few studies which include both a 

construction sample, on which the predictive equation is 

developed, and a validation sample, on which the efficacy of the 

equation is assessed. 

As described previously, base rate affects the accuracy of 

any prediction scheme. Base rate is affected by definitions of 

criterion behaviors, sampling procedures, and length of the 

follow-up periods. 

A series of three studies by Wenk, Robison, & Smith (1972) 

is often cited as evidence that violence cannot be predicted. 

Wenk and colleagues defined violence quite restrictively, a& 

reconviction and reimprisonment for a violent parole violation. 

The base rates across these 3 studies ranged from 0.3% to 5%. 
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With such small targets, observed over follow-up periods of only 
i 

12 to 15 months, their models could produce no more than 0.42% 

correct positives (CP I Total predictions) in their total 

population of offenders, and 14% correct positives [CP I (CP + 
I 

FP)] of those predicted to be "Most Violent" (less than 3% of 

the total population). Extreme false positive rates accompany 

these low base rates, with 6, 8, and 19 false positives per one 

correct positi~e, for base rates of 5%, 2.5%, and 0.3%, 

respectively. 

Other studies demonstrate a linkage between definition of 

violence and base rate. A considerably less restrictive 

definition of violence was adopted by the State of Michigan 

(1978) in their study of parole violation. The criterion was 

defined as arrest for violent crime. Within a follow-up period 

of 14 months, 10.5% of the sample was arrested for a violent 

crime. Parolees had been previously classified into risk 

categories on the basis of a decision tree with six binary 

decision nodes, derived from an analysis of 350 predictor 

variables. Recidivism rates during the 14 month follow-up 

period were calculated for each risk category: Very high (40%), 

High (20. 7%), Middle (11.8%), Low (6.3%), and Very low (2%). 

A third study conducted by the U.S. Parole Commission, and 

replicated by Hoffman and Beck (1985), defined violation as any 

new commitment of 60 days or longer, or return to prison for 

parole violation (including technicalities). The follow-up 



period was two years. This definition yielded a base rate of 

26% violators. 
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As a further illustration of the effects of length of 

follow-up period~ and definition of recidivism, Megargee and 

Bohn (1979) followed a prisoner cohort of 1,011 prisoners 

(entering prison within a two-year interval) as they were 

released into the community. The follow-up period for 

determination of recidivism was extremely variant, ranging from 

18 to 67 months (mean = 42.8 months, standard deviation = 10.7 

months) . Recidivism rates were assessed according to three 

definitions of recidivism: rearrest (for any cause), 

reconviction (for a new offense), and reincarceration (for 

parole violations as well as new convictions) . The base rates 

of recidivism for these three categories were 52.6%, 26.7%, and 

26.2%, respectively. As is apparent from this and previous 

examples, the range of base rates across studies is quite large, 

from 0.3% (Wenk et al., 1972) to 52.6% (Megargee & Bohn, 1979). 

The decision threshold, or cutting score, for membership in 

the "Predicted Violent" class, also has direct implications for 

the magnitude of the two types of prediction error, and·hence 

social implications in the desired balance of community risk and 

individual liberty. The proper decision 'threshold for 

implementation of any prediction method must be determined for 

each specific application--its concomitant base rate in the 

specific population, and any externally imposed constraints on 



selection ratio (Brown, 1967) . 

Comparative Studies 
l' 

Two bodies pf research exist which compare the relative 
I 

accuracy of prediction methodologies, as applie-d to the same 
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data. Farrington and Tarling (1985) have edited a collection of 

these studies, evaluating statistical methods of prediction in 

criminology. Themethods include the simple point scoring 

methods of Burgess and Glueck, multiple regression models and a 

variety of less-known methods of clustering, or binary 

segmentation techniques. 

The earliest such study was: conducted by Simon (1971) to 

assess the relative efficacy of seven prediction methods, 

including simple point scoring methods, multiple regression, and 

five other statistical techniques. The study employed a sample 

of 539 prisoners released on probation, divided into equal 

construction and validation samples, to predict reconviction in 

a three-year follow-up period. Simon's best procedure (stepwise 

multiple regression) resulted in a multiple correlation of .17, 

prediction error of 42% [ (FP + FN) / total predictions], and a 

Goodman and Kruskal Y of .24, as measured on the validation 

sample. No other method produced significantly different 

results. She concluded that no method was superior to any other 

method in identifying the 43% actual recidivism. 

Tarling and Perry (1985) extended this study, using Simon's 



data and a more recent sample with a base rate of 58%, to 

include three additional methods, one of which was logistic 

regression. They also concluded equal efficiency in the 

performance of the ten methodS/,. reporting no results 
I 

significantly different from· tho.se- of Simon. 
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Wilbanks (1985) used five methods, also including Burgess, 

Glueck, and multiple regression, to· predict failure on parole. 

Parole failure occurred with a high base rate of 67% in a 

follow-up period of five years. He attained 77% correct 

classifications · (prediction error of 23%), with an average false 

positive ratio of .21 to 1, and a multiple correlation of .57. 

Once again, no method was found consistently superior to any 

other in cross-validation. 

Other researchers have reached the same conclusion; all of 

the methods involved in the comparisons perform about equally 

well when applied to the same data and cross-validated 

(Gottfredson & Gottfredson, 1985; Farrington, 1985; Farrington & 

Tarling, 1985). Thes~ consistent results support using the most 

mathematically developed of these methods, multiple regression, 

or rather its variant, discriminant analysis, as a single 

baseline measure for comparison with a neural network approach. 

The second collection of comparative studies used Fisher's 

(1936) method of linear discriminant analysis, a variant of the 

linear regression approach, as a baseline for comparison with 

newer methods that take advantage of the increased processing 
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and searching capabilities of modern computers. Weiss and 

Kulikowski (1991) used four sets of data for an empirical 

comparison of statistical pattern recognition, neural networks, 

and machine learning systems. The four data sets include 
I 

Fisher's original iris problem, a standard test for discriminant 

analysis, which discriminates between three classes,of iris' 

using four predictor variables representing physical 

characteristics of the flowers. The second data set involved a 

prediction of appendicitis from seven laboratory tests. A third 

data set was based on nine tests for breast cancer recurrence, 

each of weak predictive value. Fourth, data collected on 22 

medical tests were used to diagnose hypothyroidism, which occurs 

with a very low base rate of 8% in individuals suspected of the 

disease. Extensive cross-validation was conducted on each of 

five statistical methods, two neural network methods, and two 

classes of machine learning methods. It is beyond the scope of 

this project to include the details of many of these methods. 

Therefore, this discussion will be restricted to the results of 

extensive cross-validation obtained in the comparison of the 

linear discriminant model and a backpropagation neural network. 

Figure 4 displays the error rates of each of these two 

methods and base rate prediction, across all four data sets. 

Base rate error is the degree of error resulting from predicting 

all cases to fall into the modal class (Hair et al., 1987; Meehl 

& Rosen, 1954). The iris data are clearly the most 
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discriminable data, resulting in striking improvement over base 

rate with either method. This is hardly surprising for the 

linear model, since these data are those used originally by 

Fisher in his development of the linear discriminadt model. 
I 

Notice that the accuracy of the' linear model and neural net 

model was quite similar with the iris, cancer, and appendicitis 

data. The most interesting result was found with the thyroid 

data. This data set had an extremely' low base rate, of only 8%. 

The linear model was only slightly superior to 'base rate 

accuracy, whereas the neural net model was substantially more 

accurate, with an error rate of .0146. Another difference in 

the thyroid problem is that it used a much larger set of 

predictor variables (21) than did the iris problem (4), the 

cancer problem (7), or the appendicitis problem (9). This 

supports the contention that n~ural networks are potentially 

useful for fitting a model to data with very low base rates and 

a large set of predictor variables, both characteristic of the 

prediction of violence .. 

Odom and Sharda (1990) compared the efficiency of a 

backpropagation neural network and discriminant analysis on the 

prediction of bankruptcy. Using five financial ratios as 

inputs, five hidden units, and one output unit, the neural net 

was found to outperform the linear discriminant model on three 

samples, varying in base rate of bankrupt firms from .50 to .10. 

The superiority of their neural net model held on all measures 



of performance, demonstrating greater robustness, higher 
! 

consistency across decreasing base rates, and lower false 

positive rates. They concluded that neural nets hold promise 

for problems of prediction. 

The relative performance of a neural network model and a 
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Box-Jenkins automatic forecasting expert system was conducted by 

Sharda and Patil (1990) . For a set of 75 time series 

predictions, the two methods performed about equally as well, 

which was an important result considering the high level of 

complexity and expertise involved in the Box-Jenkins forecasting 

system, and the relative simplicity of the neural net procedure. 

Given the potential theoretical advantages, and empirical 

support for the promise of neural nets as a prediction 

methodology, there is sufficient support for proposing a neural 

net approach to the prediction of human behavior as well. 

Issues in the Prediction of Violence 

The prediction of violence has received the attention of 

researchers across several disciplines for more than sixty years 

(e.g., Borden, 1928; Burgess, 1928; Walker, Hammond, & Steer, 

1971; Jones, Beidleman, & Fowler, 1981; Black & Spinks, 1985; 

Klassen & O'Connor, 1988), yet it remains "the greatest unsolved 

problem the criminal justice system faces" (Rector, 1973; cited 

in Monahan, 1981, p. 21) . The problem of judging the likelihood 

that an individual will engage in future violence is ubiquitous 

in the criminal justice system. 
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Shah (1978) delineates fifteen different occasions in the 

legal process at which such likelihood judgments must be 

considered, including, for example, decisions concerning bail, 

sentencing, parole, and involuntary commitment. The system 

relies heavily on the ~judgment of mental health professionals 

for such estimates of dangerousness, in spit,e of the fact that 

these professionals generally acknowledge their lack of ability 

to reliably make such judgments. 

Equally impressive is the sheer volume of cases requiring 

such decisions. Consider that in 1988, nearly 14 million 

arrests were made in the United States (Flannagan & Maguire, 

1990), each requiring decisions of detention or release, 

prosecution or not. I~ 1975, 1.5 million adults were placed on 

trial, of which 1 million were convicted (Gottfredson, 

Hindelang, and Parisi, 1978), each requiring a decision of 

penalty. Of those convicted, 190,014 were incarcerated, 

requiring many placement and security decisions (Megargee & 

Bohn, 1979). Decisions regarding parole for those already in 

prison, 600,000 on an average day in 1988, add to this number, 

as do decisions regarding the appropriate conditions for the 

316,326 prisoners released into the community the same year 

(Flannagan & Maguire, 1990). 

Thus, any tool for use in this massive number of decisions 

must be practical in terms of its applicability, efficiency, and 

economy (Megargee & Bohn, 1979). A valid and reliable 



instrument for the prediction of violent behavior that meets 
I 
I 

these practical criteria would be of immeasurable societal 

value. 

Definitions of Violence 

47 

There is much discussion and no agreement upon a definition 

of violence in the criminology literature (reviewed by 

Farrington, 1982; Megargee, 1979, 1982; Monahan, 1981). 

Defini tiona! issues include terminology ("violence" vs. 

"dangerousness"), the scope of behaviors considered violent, 

types of violence ("angry," "instrumental," "criminal"), 

legality, intentiona~ity, and target~ (persons, property, 

animals) . 

For the purposes of this project, the following operational 

definition of violence will be adopted. Violence is 

operationally defined, for ease of implementation, according to 

the type of crime of which an individual has been convicted, and 

for which he was incarcerated (the "instant offense"). A subset 

of offenses previously select~d from the National Crime 

Information Center Uniform Offense Codes by Megargee (1982), was 

selected for this project. This list of violent 0ffenses 

includes offenses committed against one or more other persons, 

that carry a high probability of relatively serious physical 

injury, or actual physical harm to the person(s). Six 

categories of such offenses include all forms of homicide 

(except negligent manslaughter), kidnapping, sexual assault 



(except nonforcible statutory rape), robbery, aggravated 
i 

assault, and those forms of arson which endanger life (see 

Appendix A for a complete list of specific offenses) . 

Predictor Variables 

Although there exist many, potential variables (e.g., 
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testosterone levels, genetic variables, skin conductivity, EEG 

abnormalities) that have been found significantly related to 

violent behavior, this discussion will be restricted to those 

variables most likely available in official records, and 

therefore plausible for use in this application. 

Demographic variables 

Gender is somewhat trivial in consideration; violent crime 

is almost exclusively a male phenomenon (Monahan, 1981) . 

Whereas males comprise .48% of the general population, 95% of the 

prison population is male (Langan, 1991), and nine out of ten 

violent crimes are committed by males (Webster, 1978). This 

factor will be held constant in the present study, which will 

use exclusively male subjects. 

Age is one of the most powerful predictors of violence 

(Monahan, 1981; Petersilia, Greenwood, & .Lavin, 1977; Black & 

Spinks, 1985; e.g.). The relationship of age to violence is an 

inverted U-shaped function, heavily s.kewed to the young (Hoffman 

& Beck, 1985). Males in their twenties comprise 24% of the 

population, and 50% of. the prison population (Langan, 1991). 

With regard to homicide, in particular, 59.3% of all arrests in 
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1973 were of males aged 15 to 29 (Shah, 1978). 

Race, although a sensitive factor with regard to the 

implementation of any prediction device, must not be ignored as 

a factor in research. Silberman (1978) found that, the racial 
I 

difference (nonwhite vs. white) was at least four times greater 

for violent offenses than for nonviolent offenses, across all 

ages. Blacks, in particular, comprise 11% of the population, 

48% of the prison population, and 46% of all arrests for violent 

crimes (Langan, 1991). 

Other demographic/socioeconomic factors gleaned from the 

literature include preprison income level (Wolfgang, Figlio, & 

Sellin, 1972; 8 of 9 studies reyieweP, by Pritchard, 1977), 

occupation (Wolfgang & Ferracuti, 1967), and geographic location 

(Newman, 1979). 

History of violence 

By far the most ubiquitous factor found significant in the 

prediction of violent crime, is an individual's history of 

violence (American Psychiatric Association, 1974; Shah, 1978; 

Steadman et al., 1978; Wolfgang, 1978). Historical factors that 

have been considered include past convictions, in terms of both 

frequency (Monahan, 1981) and type (Black & Spinks, 1985), and 

number of previous arrests (for any cause; Shah, 1978; Monahan, 

1981; Klassen & O'Connor, 1988). Wolfgang (1978) found that for 

individuals with four previous arrests (for any reason), the 

probability of a subsequent arrest was 80%; for ten previous 
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arrests, the probability was 90%. Shah (1978) determined that 

with five previous arrests, the probability of a future arrest 

approached unity. 

Wolfgang (1972; 1978) followed' ,a birth cohort,; comprised of 
I 

all males born in a single year in the city of Philadelphia. He 

followed these males until they were 30 years of age, and found 

that 6% of the cohort were chronic criminal offenders. 

Moreover, this 6% of the sample accounted for 71% of. all 

homicides, 77% of all rapes, 70% of all robberies, and 69% of 

all aggravated assaults committed by the age cohort as a whole. 

This suggests that violence is somewhat concentrated in a small 

subset of offenders. Are there distinctive markers that 

distinguish this group from other criminal offenders? 

Prior convictions also predict subsequent conviction 

(Walker, Hammond, & Steer, 1967; Hirschi & Hindilang, 1977; 

Farrington, 1982; Hoffman & Beck, 1985): 40% probability with 

two priors, 44% with three, and 55% with four or more prior 

convictions (Walker et al., 1967). The number of previous 

commitments of more than 30 days in either a juvenile or adult 

institution (Wenk et al, 1972; Hoffman & Beck, 1985), length of 

the most recent commitment free period, and criminal status 

(Hoffman & Beck, 1985) such as probation, parole, confinement, 

or escape at time of current offense, all merit consideration as 

relevant predictors. 

Further factors concerning history of violence are age at 
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first police contact; before age 15 is highly predictive of 
! 

future violence (Wolfgang, 1972). The mean age at first arrest 

was found to be 14.4 years for violent offenders (Hamparian, 

Schuster~ Dinitz, & Conrad, 197S; State of Michigan, 1978). 
I 

Finally, with regard to history variables, child abuse and 

parents engaging in physical fights are considered relevant by 

Klassen and O'Connor (1988). 

Psychometric variables 

Two general categories of psychometric factors have been 

found significantly associated with yiolent behavior: 

intelligence and personality traits. Low intelligence _(Wolfgang 

et al., 1972; Hirschi & Hindelang, 1977; Farrington, 1982) and 

mental retardation (Klassen & O'Connor, 1988) are correlated 

with violence. 

The Minnesota Multiphasic Personality Inventory (MMPI) has 

been used as the basis of a typology-which differentiates ten 

different types of crlminal offenders (Megargee & Bohn, 1979) . 

The resultant ten types were subsequently found to differ 

significantly on five measures of recidivism (Megargee & Bohn, 
J > • ~ , I r 

1979) . When the types were used to segregate predatory inmates 

from those most likely to be victimized, significant reductions 

in the overall amount of violence in the prison resulted, and 

assaults that did occur were isolated to predictable areas of 

the prison (Bohn, 1978). Although the ten types did not differ 

significantly in the violence of the offenses for which they 
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were incarcerated, they did differ on other measures of criminal 

behavior patterns (Megargee & Bohn, 1979). These results would 

suggest that at least some markers or traits that distinguish 

inmates with violent tendencies· can qe detected on 1 the basis of 
\ 

MMPI profiles. 

The MMPI is an empirically derived inventory, researched 

over five decades; It consists of ten clinical scales measuring 

various personality dimensions, and three validity scales 

measuring test taking attitudes that could influence the 

validity of scores on the clinical scales (Dahlstrom, Welsh, & 

Dahlstrom, 1972). Characteristics of individuals with elevated 

scores are well known. MMPI research concerning the prediction 

of aggressive behavior distinguishes between two categories of 

the clinical scales. Scales 4,. 6, 8, and 9, are thought to 

suggest lack of impulse control. Scales 1, 2, 3, 5, 7, and 0, 

suggest control and inhibition of impulses (Graham, 1977). The 

classic "49" code (scales 4 and 9 most elevated) has long been 

associated with impulsive, hedonistic, and delinquent 

behavior--generally asocial or antisocial tendencies (Graham, 

1977; Megargee & Bohn, 1979). Yet more recent research has 

revealed that the "49" code does not necessarily suggest 

physical harm to others. This evidence points to a "43" code as 

most associated with violent, assaultive behavior (Davis & 

Sines, 1971; Persons & Marks, 1971). A person with this profile 

is expected to be excessively inhibited until hostility reaches 
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a level such that these inhibitions are overwhelmed, resulting 
i 

in bursts of aggressive, assaultive behavior (Grah~m, 1977; 

Megargee, 1973). This characteristic is referred to as 

"Overcontrolled-Hostility" and ~n auxiliary scale, the 0-H scale 

(Megargee, Cook, & Mendelsohn, 1967), can be scored from the 

MMPI items to measure this characteristic. 

A study conducted by Jones, Beidleman, and Fowler (1981) 

was successful in accounting for 34.9% of the variance between 

prisoners who·were violent while in prison, and those prisoners 

who were not violent, on the basis of 22 MMPI scales (basic & 

auxiliary scales) and demographic data. The following basic 

scales contributed most to group membership (discriminant load 

values greater than .40): F, Pa (6), Pt (7), and Sc (8); 

followed by Ma (9), and auxiliary scales PaV, HOS, and FAM (load 

values greater than .35). PaV is a parole violation scale 

developed by Panton (1962) . Manifest Hostility (HOS) and Family 

Problems (FAM) are two of Wiggin's (1969) content scales. Jones 

and colleagues report correct classification of 72.9% of the 

violent, and 80.6% of the nonviolent. It should be noted, 

however, that this fit was obtained on the construction sample, 

and not cross-validated. 

The three validity scales have also been found related to 

antisocial or criminal behavior. Megargee and Bohn (1979) 

suggest that the F scale is second only to scale 4 + .4K 

(correction term) in such prediction. They further suggest that 
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the"?" scale (Cannot say), in which items are marked both True 
i 

and False, or omitted, is relevant for criminal offenders. 

Finally, Black and Spinks (1985) also determined the F scale to 

be a significant correlate of criminal recidivism. 

Substance- abuse 

Although the abuse of substances is not intrinsically 

criminogenic, it is thought to interact with socioeconomic 

factors (Mednick, Pollock, Volavka, & Gabrielli, 1982), and has 

been found a significant correlate of criminal violence in 

numerous studies. Heroin or opiate use w~s significant in nine 

of nine studies reviewed by Pritchard (1977), and at least six 

other studies reviewed by this author. Alcohol abuse has 

received a similar level of attention in the literature in its 

relationship to criminal violence (Farrington, 1982; Mednick et 

al., 1982; Petersilia et al., 1977; Pritchard, 1977; Wolfgang, 

1958). Monahan (1981) and Mednick et al. (1982) suggest that 

both opiate and alcohol abuse may suppress factors that would 

otherwise inhibit violence. 

Other substances considered relevant in promoting violence 

include amphetamines (Ellinwood, 1971; Moyer, 1976), 

phencyclidine, or PCP (Smith, 1980), barbiturates (Mednick et 

al., 1982), and benzodiazepines (Moyer, 1976). Therefore it 

would seem reasonable to include any information that is 

available regarding inmates' history of substance abuse. 
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Situational variables 

The most recent trend in the prediction of violence is to 

emphasize the need to include situational .variables (Klassen & 

O'Connor, 1988; Monahan,- 1981), · espe'cially int~ractions between 

situational and p-ersonality -factors.· (e •. cf.~ Bern & Allen, 1914; 

Mischel, 1973) . Although there has been extens'ive discussion 
' ' ' 

(Monahan, 1981, . e.g.), there has been very little empirical 

effort. Such information is simply ·very, difficult to obtain 

through traditional means (official records), and very 

expensive, if available, through alternative means (extensive 

interviews, etc.). 

Theoretically, ari individual, predicted to be dangerous, if 

released into a stable, supportive environment is likely to 

become a false positi~e (Cohen, Groth, & Siegel, 1978; Waller, 

1974). The same individual,·~~ the other hand, if released into 

a stressful environment will often recidivate (Klassen & 

O'Connor, 1988; Monahan, 1981). 

It is apparent that some situations serve as an 

environmental stimulus leading to a violent response in some 

individuals, while the .same situation does not instigate 

violence in other individuals. This would argue against radical 

situationalism. The .purpose of this project is to identify 

traits that differentiate these two classes of individuals. 
' ' 

Thus, as a means'to this end, it would seem appropriate to glean 

from the available records any information that is present, 



representing situational factors that pertained to individual 

inmates at the time of their offense. 
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Situational factors may be roughly categorized into three 

categories: family factors, peer group factors, and employment 
I 

factors. Some information regarding these three categories may 

be obtained from an instrument named the Checklist for Analysis 

of Life History of Adult Offenders (CALH), developed by Quay 

(1984) as part of a battery of instruments designed to classify 

offenders into five groups, for the purpose of institutional 

custodial and program placement decisions. Information for this 

instrument is obtained by a case manager, who utilizes 

information contained in a presentence report to complete the 

checklist. 

The following CALH items would seem to reflect situational 

information in the aforementioned categories. 

Family Factors: 

15. Claims offense was motivated by family 

problems. 

20. Single marriage 

Peer Group Factors: 

1: Has few, if any, friends. 

16. Close ties with criminal elements 

Employment Factors: 

11. Irregular work history (if not student) 

14. Supported wife and children 



23. Suffered financial reverses, prior to 
i 

commission of offense for which 

incarcerated. 
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Each"of these factors, or at least a similar one, has been 
I 

found signifi~ant in one oi more studies:, current relationships 

with parents and siblings (Klassen .& 0' Connor, ,1988); marital 
' ' ' 

status (State of Michigan, 1978); pe.er influence (Bandura, 

1969), and anti-social· peer groups (West & Farrington, 1977), or 
' ' gang involvement (Red! & Wineman,. 1957; Wheeler & Caggiula, 

1966; Monahan, 1981); and preprison employment instability 

(Klassen & O'Copnor, 1988; Pritchard, 1977; West & Farrington, 

197 5) . 

Statement of Purpose 

The general purpose of this dissertation is to evaluate the 

potential contribution· of artificial neural networks to problems 

in the prediction of human ~behavior. Specifically, it is 

designed to answer' two questions: 

a. Will a backpropagation .. neural network model offer 

higher relative efficacy in the prediction of a low 

base rate criterion, violent be~avior ,· than a linear 

discriminant model? 

b. Will the res.ultant weight matrix from the trained 

neural network model offer information of value 

concerning the relative contribution of individual 

predictor variables? 



METHOD 

Subjects 

A preexisting database maintained by the Oklahoma 

Department of Corrections (DOC) served as a subject pool for 
I 
: 

this study. The database comprised a random sa~ple (N = 1233) 
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of all prisoners who were received for assessment and placement 

in state prison facilities during the 1983 calendar year. Each 

of the prisoners in the database was ·administered a battery of 

achievement, intelligence, and personality assessments during a 

10-day routine assessment procedure conducted upon reception 

into the prison system. Only the results of the MMPI were 

preassembled, the rest of the assessment results were contained 

in the personal files for each individual subject, located at 32 

different state correctional facilities. Access to the personal 

files was obtained, by permission of DOC (see Appendix E), to 

three of the 32 facilities: Joseph Harp Correctional Center 

(Lexington, Oklahoma), ·a medium-security facility; Mabel 

Bassett Correctional Center (Oklahoma City, Oklahoma), which 

housed the "Closed" classification files for subjects discharged 

from the prison system (via termination of sentence, parole·, or 

death); and the Assessment and Reception facility (Lexington, 

Oklahoma), which housed the "Closed" medical files for 

discharged subjects. A subset of the DOC database was selected 

according to the following criteria: , (a) ·male; (b) currently 

either incarcerated at Joseph Harp Correctional Center (n = 28), 
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OR discharged from the prison system (n = 788) . 

Subjects (N = 400) were randomly selected from the DOC 

database subset for use in this study by the DOC identification 

number, without knowledge of the,prisoners' status on the 
I 

criterion measure. Subjects were eliminated from this sample, 

and replaced from the remaining subject pool, if (a) their MMPI 

was invalid (n = 39) (Lachar, 1974; validity criteria: "?"[raw 

score] ~ 30, F minus K [raw scores] ~ 16, F[t-score] < 100), or 

(b) files were misplaced or incomplete (n = 4) . Eight 

additional subjects were eliminated from the sample due to 

missing data on five or more of the selected predictor variables 

(n = 4), or ambiguous status on the criterion variable (n = 4), 

resulting in a total sample size , (N.) of 392 subjects. 

Demographic Characteristics of Sample 

Demographic characteristics of the sample include a mean 

age of 28 years (SQ = 9.38), and mean education (highest grade 

completed) of 11 years (SQ = 1.86). Race of subjects was 77% 

Caucasian, 17% Black, 5% Native American, and 1% Other. Income 

of the sample subjects was distributed as Less than $10,000, 

74%; $10,000 - 19,999, 21%; $20,000 - 29,999, 4%; $30,000 and 

over, 1%. Occupation was distributed as 19% Unemployed, 47% 

Unskilled labor, 30% Skilled labor, 1% Professional, 2% Other, 

2% Unknown. Subjects came from residential communities with 

populations of less than 4, 000, 18%; 4, 000 - 15,999, 18%; 

16,000 - 49,999, 12%; 50,000 - 300,000, 9%; and over 300,000, 42%. 



60 

Procedure 

Selection of Predictor Variables 

An initial sample of 20 inmate files was examined to 

determine the degree to which each potential predictor variable, 
. I 

discussed above in the review of the .violence prediction 

literature, was consistently available. Forty-eight predictor 

variables (see Appendix B) were selected, based on their 

previous significance in prediction models and their 

availability from DOC official records. Dummy-coding of 

categorical variables (creating a separate dichotomous variable 

for each level of the variable) resulted in a total of 60 

predictor variables, which were used to develop both neural 

network and discriminant analysis models. Subsets of the total 

set of 60 predictor variables were selected by two methods: 

stepwise discriminant analysis and neural network weight matrix 

analysis. Each subset of predictor variables was also used to 

develop both types of models. 

Resampling Procedure 

A 3-fold cross-validation resampling technique was employed 

(Weiss & Kulikowski, 1991) . The resampling technique makes 

optimal use of the sample to (a) estimate the true (population) 

hit rate and (b) use as much of the sample as possible to 

construct and validate the prediction models. The total sample 

(N = 392) was randomly divided into three test samples: test1 (n 

= 131), test2 (n = 131), and test3 (n = 130). Three training 
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samples were then constructed by forming all possible 

combinations of two of the test samples: train1 (n = 261) was 

formed by combining test2 and test3, train2 (n = 261) was formed 

by combining testl and tesq, and, train3 (n = 261) • was formed by 
I 

combining test1 and test2 (and randomly selecting one 

observation from train3 to move to test3 to equalize the 

subsample sizes) . Thus three pairs of Train-Test files were 

created, and each model (neural network and discriminant 

analysis) was replicated three times, using a different Train-

Test pair to construct and subsequently cross-validate the model 

for each replicati~n. All results reported are averaged across 

the three replications. 

Data Collection 

The procedure for data collection consisted of examining 

two files per subject: a medical file containing substance 

abuse and psychometric data'; and a classification file 

containing demographic infqrmation, FBI/OSBI "rap sheets" 

(criminal history), a consolidated record card including offense 

and,incarceration history, presentence and parole eligibility 

investigation reports. A total of 62 observations was recorded 

for each subject using a data collection form constructed to 

accommodate all observations for a single' subject. The 

observations included demographic information (8 items), 

psychometric measures (22 items), criminal/violence history (11 

items), situational factors (8 items), substance abuse (12 
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items), and the violent/nonviolent nature of the instant offense 

(1 item). 

Neural Network Training 

Apparatus 

All neural network computer simulations were conducted on 

an 80386 personal computer, with a math coprocessor. A 

commercially available neural network software package was used 

to run the simulations. The software uses the standard 

backpropagation feedforward architecture and training algorithm. 

Neurodes on adjacent layers (e.g., Input Layer and Hidden Layer, 

Hidden Layer and Output Layer) are fully interconnected, that 

is, there exists a numerical weight representing the strength of 

the connection between each possible between-layer pair of 

neurodes. 

Connection weights are adjusted according the generalized 

delta learning algorithm, which is affected by two learning 

parameters, the learning rate (~) and the momentum term (a). 

The software allows the user to set and adjust these parameters 

to reduce training time and increase the likelihood of 

convergence to a global minimum error' value. 

A third parameter, the training' tolerance bandwidth, is set 

by the user to determine the degree of error that is tolerated 

for each input-output training pattern, in order for the 

software to count that pattern as "correct." during the training 

procedure. A training tolerance of .10, for example, will count 
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an output for a single training pattern as correct( if the 
. I 

absolute value of the difference between the output and target 

is less than or equal to .10. ~utputs counted as correct cause 

no adjustment of ,the .. weights. ·, Followin'g ea.ch epoct the numbers 
' \' 

of "correct" and "incorrect" patterns are displayed. 

Convergence of the network is attained when all patterns are 

designated as correct. The update per epoch of this display 

allows the user the ability to monitor the network's progress as 

it trains. 

The software interface also provides 'on-screen histograms, 

displaying the frequency distributions of connection weights 

across their range of -8. 0 to +8'. 0, separately for each layer of 
-

connections. These histograms also serve as visual aids by 

which to monitor the progress of t+aining in terms of capacity 

for further weight adjustment, and hence impr9vement in accuracy 

of classification. 

Architecture 

' '' 

Input Layer. The input layer of,each neural network 

comprised one neurode .for each ~ontinuous~y valued predictor 

variable, taking on the value of the .predictor' measure, such as 

intelligence test score or number of violent arrests. Missing 

values were replaced 'with the mean value of that measure for the 

entire sample (~ee Appendix B for ~ ~ist of predictor variables, 

and the number of cases lacking values on each predictor 

variable) . Rank-ordered categorical predictor variables, such 



as income, were similarly represented with one neu~ode per 
I 
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variable, taking on values indicating the number of the interval 

category in which the observation fell, or the mean value of 

that measure for the entire· sample if missing. Discrete 

categorical variables, such as marital status, were represented 

with a group of neurodes, one neurode per level of the variable, 

with each neurode taking a value of 1 to indicate category 

membership, 0 to indicate non-membership, and 0 on all neurodes 

in the group if the value were missing. Dichotomous predictor 

variables were represented with one neurode, taking values of 1 

("present"), 0 ("absent"), or overall sample mean if missing. 

The decision to represent missing data with the overall 

sample mean of each variable was made based on the results of a 

two-tailed test for significant differences of two proportions, 

the proportion of data missing for Violent cases and the 

proportion of data missing for Nonviolent cases. Of the ten 

variables for which there were missing data, three significant 

differences in proportions per category were found: child abuse 

(~ < .05), irregular work history (~ < .05), and Beta IQ (~ < 

.01). The mean of each variable used to replace cases with 

missing values was calculated on the entire sample (N =392), 

rather than on the separate groups, to avoid biasing the results 

in favor of the category for which there was a smaller 

proportion of data missing. 

Different networks were trained with input layer sizes of 
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60 neurodes representing the entire set of predict~r variables, 
l 

and subsets of 53, 29, 17, and 10 neurodes representing selected 

subsets of the entire set of predictor variables. Methods for 

selection of subsets of variables are described in a subsequent 
I 

section of this repQrt. 
,, 

Hidden Layer. Networks with input layers of 60, 53, 29, 

17, and 10 neurodes-were each trained with a single hidden 

layer. The number of neurodes in the _hidden layer for each 

network of different-sized input layers, was· determined by an 

empirical "complexity fit" procedure. The objective of the 

complexity fit was to find the smallest number of hidden units 

necessary to yield the best generalization, ·as measured by 

proportion correct classificatio·n on the test samples.· 
' Preliminary network construction, using the entire set of 

60 input neurodes, indicated rather small differences in hit 

rates with very different sized hidden layers. Therefore, a 

wide range of values for the number of hidden neurodes was 

tested for each value of input neuro~es. If a network produced 

a substantially better fit' (e.g~,: M + 2 Sll), then smaller steps 

were used in the procedure in an attempt to close in on an 

optimum number. The results of _this procedure were that for 60-

input networks, 15 different hidden layer value's were tested 

(ranging from 5 to 200 neurodes), producing a mean hit rate of 

0.71 (Sll = 0.04). Hidden layer sizes of 25 and 10 neurodes 

produced the best performance on testl, with 79.4% and 73.3% 
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correct classifications, respectively. Therefore, for 

replications 2 and 3, only hidden layer sizes of 25 and 10 

neurodes were trained and tested. A similar search procedure 

was used to achieve the best complexity fit for 17_:input 
I 

networks, resulting in an optimum hidden layer size of 12 

neurodes. 

The networks with 53, 29, ·and 10 inputs were trained with 

hidden layer sizes equal to one-half the number of inputs, or 

26, 15, and 5 hidden neurodes, respectively. The use of the 

"one-half the number of inputs" rule to determine the hidden 

layer sizes of these latter networks was based on the relatively 

small variation in accuracy found in the previous two complexity 

fits (when averaged across the three replications), and to 

reduce the overall number of networks to be trained in order to 

evaluate differences in networks with varying number of inputs. 

The effect of adding a second hidden layer to a network 

with the same 60 inputs was tested by training nine additional 

networks, with varying combinations of numbers of neurodes in 

each of two hidden layers. Networks with the following 

combinations of hidden laye.r sizes (Hidden Layer 1/Hidden Layer 

2) were tested on Replication-!: 30/15, 25/10, 15/10, 10/10~ 

10/5, 12/8, 12/6, 13/9, and 6/3. The three combinations which 

produced the best results on test1 data (15/10, 13/9, and 12/8) 

were then replicated with test2 and test3 data. 

Output Layer. The output layer of every network comprised 
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two neurodes, one for each class of the criterion measure, as 

recommended by Weiss and Kulikowski (1991) and others (e.g., 

Lippmann, 1987; Rumelhart & McClelland, 1986). During training, 

the outputs of these two neurodes ·'were compared to target values 
'•' ' 

of 1 and 0,- re~pecti~ely, for Violent. cases, and 0 and 1 for 

Nonviolent cases. 

Learning Parameters 

No consistent rule-of-thumb exists for determining the 

optimal values~ for the two learning parameters; the learning 

rate, and the momentum term. The choice for learning rate 

typically affects only training time, not whether convergence is 

actually achieved. The momentum" term is included to reduce the 

likelihood of convergence to a local minimum. Optimization is 

particular to the application. Therefore, some preliminary 

networks were trained using the entire data set (N = 392), for 

the purpose of i~vestigating values of these parameters. Values 

of .5 for the lea~ning rate,- and .9 for the momentum term, were 

found to lead to rapid, convergence and stable training 

characteristics. Several other combinations were tried, with no 

improvement in training, therefore the values of .5 and ,9' were 

used throughout training for all networks. 

Extent of Training 

Each network was trained until it converged at its minimum 

training tolerance le~el. The minimum training tolerance for 

most of the networks was .02, that is, the network converged at 



.02 but failed to do so at .01 training tolerance. With 
! 
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extended training, some of the networks converged at a training 

tolerance of .01. Each network was saved nine or ten times at 

decreasing training tolerances,, beginning with . 4 9~ and saving 
'I 

at successively smaller training tolerances of 

.10, .05, .04, .03, .02, and occasionally .01. 

~ 40, . 30, . 20, 

The purpose of 

these successive "saves" was to allow for testing after each 

network's training was complete, and to capture the optimum 

degree of training in terms of the network's performance on the 

test data set, without "overfi tting" the network model to the 

training data. Overfi tting of a neural net model may be thought 

of as the network's "memorization" of the training data, to the 

detriment of performance on the test data (Klimasauskas, 1991c) . 

Each saved state of the network was later tested on the test 

data; the state which yielded the highest cross-validation 

accuracy was selected for further analysis. 

WeiQht Matrix Analysis 

A separate network was trained, using the entire data set 

(N = 392) and all 60 predictor variables, for the purpose of 

analyzing the trained weight matrix for information regarding 

the relative influence of each input variable on the output of 

the network. The analysis was conducted according to Garson's 

(1991) technique for partitioning the weights connecting each 

hidden neurode to the output neurodes into the relative 

proportion, or "share," contributed by each input neurode 



according to the following equation (p. 50): 

where nv = the number of input variables, 

nH = the number of hidden units, 
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(6) 

Ivj the weight connecting input unit i and hidden unit j, 

OJ = the weight connecting hidden unit j and the output 

unit. 

Criterion Variable 

The criterion measure of violent behavior was determined by 

the offense for which each subject was convicted and 

incarcerated at the time of assessment in 1983. This "instant 

offense" was classified as, Violent according the previously 

described categories of violent offenses (see Appendix A for a 

list of offenses classified as Violent). Any other,offense was 

classified as Nonviolent. The mean time, elapsed between the 

date of arrest for the crime and date of assessment was 175 days 

(Sll = 250) for the entire sample; 164 days (Sll = 239) for the 

nonviolent cases, and 204 qays (Sll = 275) for the violent cases. 

The difference between mean time elapsed for the two groups was 
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nonsignificant, i(390) = 1.392, ~ > .05. 

Design 

For reasons of practical necessity, this study employed a 

retrospective design. That is, rather than actually predicting 
I 

future occurrences of vio.lent behavior, the models were 

developed to "postdict" violence for cases in which the outcome 

was already known. 

A retrospective design is not without inherent weaknesses, 

the most important of which is retrospective bias. This source 

of bias, associated with the knowledge of the outcome of the 

criterion behavior, however, was minimized in this study in 

three ways. First, by restricting the source of predictor 

variables to official records, one can presume that the 

personnel entering data in the records did so in a clerical 

fashion, independent of the nature of the conviction. Second, 

predictor variables were composed of pre-offense data, or data 

for which an individual's status remains unchanged as a result 

of the nature of the offense. Third, it is not in the nature of 

machine learning to process the validation sample data any 

differently depending on the outcome, of which the machine is, 

of course, ignorant. 

A second potential weakness of a retrospective design is 

one of sampling bias. This source of bias was controlled by 

selecting subjects randomly from the prison population, without 

concern for their status on the criterion. Rather, random 
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subject selection was affected only by the presenc~ or absence 

of the set of predictor variables of interest. There was no a 

priori reason to suppose that this availability was in any way 

contingent upon the violence status of the instant offense for a 
I 

given subject. 

Although these reductions in retrospective bias do not 

equate the validity of the design to that of a prospective 

design, this design had the potential for extracting useful 

variables that might be incorporated in the future, in a 

longitudinal prospective study. To this extent, the 

retrospective design is defensible. 
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RESULTS 

Base Rates 

The overall base rate of violent cases for the entire 

sample (N = 392) was .27. 'Although divided randoml:y, the three 
I 

test data sets (n = 131) resulted in very similar proportions of 

violent cases: . 27, . 28, and . 25 for testl, test2, and test3 

data sets, respectively. Please note that, unless specifically 

stated otherwise, all results reported are averaged across these 

three replications. 

Selection of Subsets of Predictor Variables 

A stepwise discriminant analysis of the entire data set, 

yielded a subset of 17 variables, using an E statistic (~ ~ 

0.15) as the criterion for selection. The discriminant model 

developed by the stepwise procedure using the 17 predictor 

variables accounted for 31.7% of the total variance in the 

criterion variable. This subset of 17 predictor variables was 

then used to develop both neural network and discriminant 

analysis models. 

Three further subsets of predictor variables were selected 

based on the Garson (1991) method of analyzing the weight matrix 

from a neural network. The result of the analysis was a rank-

ordering of the 60 predictor variables, based on the relative 

influence of each variable on the output of the network. 

Subsets of 53, 26, and 10 variables were chosen based on cutoff 

values of the proportions, greater than or equal to .01, .015, 
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and .02, respectively. Each of these subsets was also used to 
I 

develop both neural network and discriminant analysis models. 
i 

For ease of presentation, the notation adopted for 

referencing individual models will take the form: Mn - n - n 
\ I Hl H2' 

where M represents the Model type , (D=Discriminant Analysis, 

N=Neural Net); ni =number of Input~ for' the model; nHl =number 

of units in Hidden Layer 1', and nH2 ,; number of units in Hidden 

Layer 2, if the model is a neural network. For example, "D60," 

"N60-25," and "N60-15-10", refer to Discriminant Analysis Model 

with 60 inputs, Neural Network Model with 60 inputs and 25 

hidden units, and Neural Network Model with 60 inputs, 15 units 

in Hidden Layer 1, and 10 units in Hidden Layer 2, respectively. 

Neural Network Training Characteristics 

A total of 112 neural networks was trained during the 

course of this study, each of which was saved and tested at 

approximately ten different training tolerance levels. As a 

result of training each network to produce the highest Total 

Group Hit Rate based on cross-validation (test1) results, the 

extent of training across the "best" networks of different sizes 

varied considerably. The mean number of epochs necessary for 

achieving this criterion was 2,549 (minimum [N60-15-10] = 138, 

maximum [N17-12] = 6,042). The mean number of epochs for each 

network to achieve the maximum hit rate and to reach the minimum 

training tolerance was 3,270 epochs (minimum [N53-26] = 1,244; 

maximum [N17-12] ~ 6,568). The training tolerance levels that 
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produced the best test results also varied over the three cross 
I 

validations. For N60-25, optimum training tolerance levels were 

.04, .05, and .02; for N53-26, .10, .02, and .02;, for N29-15, 

.10, .10, .05; for N17-12, .05, :10, and .10; and for N60-15-10, 
i 
I 

.40, .40, and .20; for testl, test2, and test3 of each model, 

respectively. 

Total Group Hit Rates 

Concept of Chance 

For classification systems with classe's of unequal 

proportions, the meaning of "chance" accuracy of prediction is 

ambiguous. Two different criteria have been recommended 

(Huberty, 1984), neither of which seems completely appropriate 

for judging the improvement of a particular prediction model 

over the accuracy one could expect by chance alone. Therefore, 

a discussion of each criterion, and the position on this issue 

adopted for purposes of this study seems warranted. 

The first criterion, the maximum "chance" criterion 

(Huberty, 1984; Meehl & Rosen, 1955; Weiss & Kulikowski, 1991) 

is equal to the accuracy one could achieve by simply applying 

the base rate alone to the problem, and predicting all cases to 

belong to the more frequent, class, . 73 in the present study. 

The problem with adopting this criterion is that it is not based 

on a prediction system at all, and is useless in any practical 

prediction situation, where the cost of false negative 

predictions would be far too high to consider its application. 
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Consider the results if one were to predict all parole 
. I 

candidates to be Nonviolent, and therefore suitable for release; 

or all patients suspected of cancer to be negative, and 

therefore unnecessary to conduct a biopsy. The maiimum 
I 

criterion is thus a hypo·thetii:::al entity, which overestimates a 

more realistic chance criterion. 

The second criterion, recommended by Huberty (1984), is a 

proportional "chance" criterion. By this criterion the total-

group chance hit rate is equal to the sum (over groups) of the 

products of the sample proportion for each group, and the number 

of sample cases in each group, divided by the total sample size, 

or [(.73 x 287)+(.27 x 105)]/392 = .61 in this study. This 

level of accuracy would result from a prediction system which 

had a classification bias equal to the base rate, but no valid 

information on which to base its predictions. This criterion 

also constitutes a hypothetical entity; it would produce worse 

total-group accuracy than the maximum criterion, but at least it 

would detect ~ of the members of ,each class. 

Although, neither the maximum nor the proportional 

criterion seems appropriate as a proper baseline for comparison 

of the prediction models in this study, the more realistic 

alternative is not available. On this basis, bQth criteria will 

be used to "bracket" the decision space in which one could 

expect a prediction system to operate, and will thus be referred 

to as the "expected hit rates" per each criterion. The standard 



error of measurement calculated on the base rate information, 
i 
I 

was used to calculate normal (~) statistics to quantify, 
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separately, the differences between each model's total group hit 

rate and the two criteria. The standard error of measurement 
I 

[.s.E. = J[E(l-E)]JN, where E = .27 ·as defined by the base rate] is 

0.022. 

Entire Set of Predictor Variables 

The neural network (N60-25) which produced the best 

results, given the entire set of predictor variables represented 

by 60 inputs, us.ed a single hidden layer of 25 neurodes, and 

produced a Total Group Hit Rate of 1.0 on the training data, and 

.756 on the test data. (The Hit Rate on the training data was 

1.0 for all neural net models, therefore, will not be reported 

in future results.) The best 2-hidden layer network (N60-15-10) 

did not perform any better (Hit Rate .751) than the 1-hidden 

layer network, therefore its results and other 2-hidden layer 

networks were excluded from further analyses. A discriminant 

analysis model (D60), developed on the basis of the identical 60 

inputs, produced a Total Group Hit Rate of .843 on the training 

data, and .730 on the test data. This model, D60, accounted for 

38% of the variance in the criterion. 

Subsets of Predictor Variables 

Selected by Stepwise Discriminant Analysis 

A stepwise discriminant analysis (ll ~ .15 to enter, n ~ .15 

to stay) produced a subset of 17 variables of the original set 
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of 60 predictor variables (see Appendix C for a list of this 
' 

subset of variables). When the 17 variables thus selected were 

used to construct a second discriminant analysis model (017), a 

Total Group Hit Rate of .920 was achieved on the training data, 
I 

.791 on the test data. A second neural network (N17-12), using 

the same set of 17 inputs produced a Total Group Hit Rate on the 

test data was .761. 

Of this subset of 17 predictor variables, ten were 

positively associated with violent behavior (income; violent 

arrests; MMPI clinical scales 3, 8, and 0; two levels of marital 

status--married and "live with"; supported family; irregular 

work history; and use of benzodiazepines). The remaining seven 

predictor variables were negatively associated with violent 

behavior (age; one level of race--Native American; unskilled 

labor; two levels of criminal status--probation and parole; 

Beta-IQ; and MMPI clinical scale 1) . 

Selected by Neural Network Weight Matrix Analysis 

The neural network weight matrix analysis produced a list 

of the 60 inputs, rank-ordered with respect to the relative 

contribution ("share") of each input to the output of each of 

the two output neurodes (see Appendix D) . 

Neural network and discriminant analysis models were 

developed using each of three subsets of the 60 inputs: 53 

inputs (share L .01), 29 inputs (share L .015)", and 10 inputs 

(share L .02). Total Group Hit Rates for the neural network 



models were .720 (N53-26), and .743 (N29-15). The network 

trained with 10 inputs (N10-5) failed to converge with a 

training tolerance of .49 after extended training, hence its 

results were excluded from further analyses. Discriminant 
I 
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analysis models developed with the same subsets of 53 variables, 

29 variables, and 10 variables, produced Total Group Hit Rates 

of .743 (D53), .740 (D29), and .740 (D10). Table 4 summarizes 

the Total Group Hit Rates, on both the training data and test 

data, for each of the four neural network models and five 

discriminant analysis models. All models produced cross-

validation hit rates .that were significantly greater than the 

proportional criterion (.608), ~ < .0001, one-tailed. One 

model, D17, produced a hit rate that significantly exceeded the 

maximum criterion (.732), ~ < .005, one-tailed. Tests for 

differences between correlated proportions (McNemar, 1947) were 

nonsignificant for the difference between the NN and DA hit 

rates for a particular number of inputs, X2 (1, N=392) = 1.184 

for the 60-input models, and .007 for the 29-input models, ~ > 

.OS, one-tailed. All other NN - DA hit rates were opposite of 

the hypothesized direction. Among the DA results, D17 produced 
. 2 . 

a significantly higher hit rate than D60, X (1, N=392) = 12.5, ~ 

< .0005; D53, X2 (1, N=392) = 6.56, ~ < .005; D29, ~ < .005; or 

D10, ~ < .005; all one-tailed tests. Tests for differences 

between N17 and N60, and between N17 and N29, were 

nonsignificant. Thus among the NN models, none of the subsets 



79 

of variables produced better classification results than the 
I 

entire set of predictor variables. Table 3 displays the 

frequencies of the four possible classification outcomes for 

each of the models, from which the Total Group Hits Rates were 
I 

calculated. Figure 5 displays these results in relationship to 

the Total Group Hit Rates expected as per the maximum and 

proportional criteria. 

Insert Table 3 about here 

Insert Table 4 about here 

Insert Figure 5 about here 

Conditional Probabilities 

The probability of a correct classification can be 

conditionalized in four ways: (a) a case was actually violent 

[p(corriV) = CP/(CP+FN)], (b) a case was actually nonviolent 

[p (corr I NV) = CN/ (CN+FP)], (c) a case was predicted violent 

[p(corri"V") = CP/(CP+FP)], or (d) a case was predicted 

nonviolent [p(corri"NV") = CN/(CN+FN)]. Conditional 

probabilities (a) and (b) are equivalent to what Huberty (1987) 

calls Separate Group Hit Rates for the violent and nonviolent 
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groups, respectively. 
I 

Table 5 displays these conditional probabilities as derived 

from the classification results of each of the nine (4 neural 

net, 5 discriminant analysis) models. Also included in Table 5 
\ 

are the expected hit rates (proportional criteria) for separate 

groups (Huberty, 1987). The probabilities correct for the 

Violent and Nonviolent groups were significantly greater (~ 

statistic) than the respective expected separate group hit rates 

(.27 and .73), ~ < .05 or .01 (see Table 5), for all models, 

with the exception of D10, which failed to meet the expected 

value for the Violent group and was greater than the expected 

value for the Nonviolent group. There were no distinguishable 

patterns of differences between model types. Two results do 

stand out: the probability correct, given a case was predicted 

"Violent" was .66 for D17, and given a case was actually 

Nonviolent was .95 for D10; both results were greater than two 

standard deviations above the means for the respective 

conditions. 

Insert Table 5 about here 

False Positive and False Negative Ratios 

Figure 6 shows the ratios of false positive to correct 

positive predictions (FP/CP) and false negative to correct 

negative (FN/CN) predictions across each of the nine models. 
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The minimum false positive ratio across all models was .53 for 
I 

Dl7 (approximately one FP for every two CPs, or 1:2), and the 

maximum false positive ratio was 1.13 (approximately 1: 1) . The 

minimum false negative ratio was . 20. for N17 (1:5), and the 
I 

maximum false negative ratio was . 32 (1:3) . 

Insert Figure .6 about here 

Increasing Decision Thresholds 

The performance of each of the models was further compared 

at decision thresholds of increasing stringency. For the 

purposes of this comparison, the values of the two output nodes 

were combined according to the following formulas: 

Combined Output = 

where oy = Violent output, and oN = Nonviolent output, 

for positive predictions (ov > oN); and 

ON + (1 - Oy) 
. Combined Output = __;;.;.. ___ __;._ 

2 ' 

for negative predictions (oN >. ov) . 

Positive predictions were counted as correct for a 

(6) 

(7) 
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particular threshold level if: (a) the case was actually 
i 

violent and (b) the Combined Output was greater than or, equal to 

the decision threshold. All other positive predictions 'were 

counted as incorrect: Negative predictions were classified as 
I 

correct or incorrect in the same fashion. 

Figures 7 and 8 display the proportions of correct positive 

predictions [CP/(CP + FN)] and correct negative predictions 
,' 

[CN/(CN + FP)], respectively, at decision thresholds of .50, 

. 6 0, . 7 0, . 8 0, and . 9 0 . 

Insert Figure 7 about here 

Insert Figure 8 about here 

Notice the general tr:end toward superior performance of the 

neural network models, ove~ the discriminant analysis models, as 

the decision threshold increases. This trend held for both 

positive and negative predictions. The proportions correct at 

decision thresholds of .70 or greater £of-positive predictions, 

and .80 or greater for negative predictions, were higher for 

every neural net model than for any discriminant model. Also 

observe that the proportion of correct positives generated by 

the best neural net model (Nl7-12) decreased by only .13 from 

the least stringent threshold (.50) to the most stringent (.90) 
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threshold. The corresponding decreases for the be~t (at .50 

threshold) discriminant analysis models, D17 and D53, were .43 

and .36, respectively. For correct negative predictions, the 

degree of separation between the best neural net models and the 
I 

best discriminant analysis models also increased with increasing 

decision thresholds of .70, .80, and .90, with separations .03, 

.12, and .24, respectively. 



84 

DISCUSSION 

"Best-One-Wins" 

The performance of two classes of prediction models, neural 

network (NN) and discriminant analysis (DA), was first compared, 

using a "Best-One-Wins" (BOW) decision rule. _Both classes of 

models significantly exceeded the accuracy expected on the basis 

of the proportional criterion. The results for the models using 

the entire set of predictor variables (60 inputs) showed 

substantially better classification by the NN model (16% higher 

hit rate) over the accuracy of the DA model for the construction 

sample (as was true for all NN models), but no statistically 

significant advantage in classification accuracy for the NN 

model over the DA model on the cross-validation sample. The 

entire set of predictor variables accounted for 38% of the 

variance in the criterion as calculated on three cross­

validation samples--a level 3% greater than that obtained by 

Jones and colleagues (1981) on their construction sample, using 

the 22 MMPI scales and demographic data to predict intra-prison 

violent behavior. 

Although it would be highly desirable to be able to 

directly compare the hit rates obtained in this study to those 

of previous studies, the gross differences in terms of factors 

discussed previously (e.g., definitions of violence, base rates) 

preclude any direct comparisons. One prospective study 

(Wilbanks, 1985), however, did produce comparable classification 
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accuracy in predicting parole violation for 427 parolees. 
I 

Wilbanks achieved a 77% total group hit rate, quite comparable 

to the 76% (NN) and 79% (DA) achieved in this study. It should 

be noted, however, that in the Wilbank's study, the base rate of , I 
failure on parole was 67% (half of which were rearrests for 

felony charges, and half were reincarcerations for technical 

parole violations), nearly the complement of the 27% violent 

base rate in the present study. 

When the best subset of variables (17) selected by stepwise 

discriminant analysis was used to develop both classes of 

models, the NN performed as well as it had using the full set of 

predictor variables. This lends some support to the claim 

(e.g., Hartzberg et al., 1990) that using a large set of 

intercorrelated predictor variables does not detract from the 

goodness-of-fit of a NN model. The DA model, however, showed a 

significant 6% gain in accuracy on the cross-validation sample 

over the 60 variable model, providing a total group hit rate 

statistically equivalent to the NN hit rate. This DA model 

(D17) was the only model that was significantly better in 

accuracy than expected on the basis of the base· rate , (Jllaximum) 

criterion. When three additional subsets of predictor variables 

(53, 29, 10) were selected on the basis of Garson's (1991) 

method of analyzing the NN weight matrix, all models (NN and DA) 

performed equally well, but no better than the accuracy obtained 

with the entire set of predictor variables. 
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Although the performance of the neural net models did not 
I 

significantly differ from the performance of the discriminant 

analysis models overall, one capability of the neural network 

models is important to note concerning the issue of predicting a 
I 

low base rate criterion. All of the discriminant analysis 

models had ~ built-in advantage, in that the prior probabilities 

for each class, Violent and Nonviolent, were given as a priori 

information to the models. Thus the discriminant analysis model 

could use this base rate information in computing Bayesian 

posterior probabilities. The neural net models, in contrast, 

had to "learn" this information, simply by processing a given 

number of examples of each class. This would seem to document 

an attribute of neural nets that is not possessed by the linear 

discriminant models. Had the discriminant model been given 

equal prior probabilities for the two criterion classes, it is 

unlikely that it would have achieved such high classification 

accuracy. In most prediction applications, however, the base 

rate is known a priori, at least to the extent it can be 

estimated from the sample at hand; thus although this attribute 

of neural networks is interesting, it may not result in any 

practical advantage for neural networks over the discriminant 

analysis models in application. 

Three conclusions may be drawn from this first set of 

results using a,BOW decision rule. First, in terms of cross-

validation total group hit rates, the linear (DA) approach 



worked about as well as the nonlinear (NN) approach. Second, 
I 

stepwise discriminant analysis proved to be a useful strategy 

for selecting a subset of predictor variables for use with 

either class of models. Third, using a large set of 
\ 

intercorrelated predictor variables did not detract from the 

goodness-of-fit of the NN model. 

The results of conditionalizing the probability of a 

correct classification showed that both classes of models 

significantly exceeded the expected separate group hit rates 

[p(corriV) and p(corriNV)]. These two conditions may be 

considered to be of greater consequence, in terms of 
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implementing a prediction model, than the remaining two 

conditions [p (corr I "V") and p (corr I "NV")]. The separate group 

hit rates indicate the types of errors that were actually 

committed by the models, by quantifying the probability that the 

model detected those. cases that were actually violent and 

actually nonviolent. The remaining two conditional 

probabilities measured the accuracy of the model in terms of its 

internal predictive validity, that is, the probability that a 

"violent" prediction was correct, or a "nonviolent" prediction 

was correct. Overall, the 17-input models produced the highest 

accuracy with respect to all four conditions (with one 

exception), but there were no distinguishable patterns of 

differences between the two classes of models. The exception 

was for model DlO, which detected 95% of the Nonviolent cases, 



4% higher than the rate for D17. Further inspection, however, 
! 
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reveals that this result was at the expense of the Violent group 

hit rate which was only 17% for D10, detecting 30% fewer Violent 

cases than D17. In other words, model D10 approached the 
\ 

results one would obtain by classifying all cases as 

"Nonviolent," therefore, the high Nonviolent group hit rate 

should be di,sregarded as a measure of superiority for model DlO. 

In terms of false positive rates, once again, model D17 

produced the best results, with a rate of .56, or approximately 

one false positive for every two correct positive predictions. 

This result, compared to those reported throughout the violence 

prediction literature (e.g. Steadman, 1980) is quite good, 

reflecting the quality of the subset of 17 predictor variables. 

Indeed, nearly all of the models produced less than one false 

positive for every one correct positive. The results do not, 

however, demonstrate consistent superiority of one class of 

models over the other, in terms of false positive rates. False 

negative rates were comparatively very low, with D17 and N17 

producing approximately equal rates of about one false negative 

prediction for every five correct negative predictions. 

Increasing Decision Thresholds 

When the performance of NN and DA models were compared at 

decision thresholds of .50, . 60, . 70, . 80, and . 90, a different 

pattern of results was observed. As the decision threshold 

increased, the NN models retained their accuracy in terms of 



both correct positives and ,correct negatives, whereas the DA 
i 
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models dropped in accuracy at each successively higher threshold 

level. This result was consistent with previous results 
I 

obtained by Gordon (1991a). N17-12, .th~ best NN model in terms 
! 

of correct posi tiv~ predictions, was only_ 13% less accurate in 

classifying violent offenders with a decision threshold of .90 

(41% CP), than with a threshold of . 50 (54% CP.) • Model D17, on 

the other hand, fell in accuracy from 48% CP predictions at a 

threshold of .50 to only 5% at a threshold of .90. This general 

trend held for both positive and negative predictions. Correct 

negative predictions produced by D17 fell from 91% correct at 

.50 threshold, to only 41% correct at the most stringent 

threshold. The corresponding decrease for N17-12 was from 84% 

to 74%. Performance of all of the NN models exceeded the 

accuracy of all of the DA models at or above decision thresholds 

of .70 and .80 for positive and negative predictions, 

respectively. Thus, when performance of the prediction models 

was analyzed at increasing levels of decision thresholds, the 

neural networks showed substantially more accurate prediction 

than the linear discriminant models, , providing strong. support 

for the hypothesis that neu,~al networks can. offer ~ore relative 

efficacy in prediction, given that there is reason to produce 

predictions with higher degrees of certainty. 

The advantage for NN prediction accuracy sterns from the 

capacity of aNN rnodel'to be trained to any arbitrary degree of 
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accuracy (White, 1989). DA models, on the other hand, construct 

the best model possible in a single procedure of simultaneous 

processing of the data, minimizing the error in one "epoch." 

Moreover, these results suggest that prediction accuracy with 

high certainty may require, for some behavioral prediction 

problems, a nonlinear' model. The linear discriminant model 

apparently didn't fit the underlying patterns 'in the data to a 

degree comparable to that which was obtained with a nonlinear 

fit. 

The practical implications of this set of results would 

seem substantial. Any agency that would want to implement a 

prediction device for violent behavior, would surely want to 

have the highest degree of confidence possible in its 

predictions. ANN model offers this advantage, and does so in 

such a way as to allow a given agency the capacity to set its 

desired decision threshold, and make decisions to release or 

retain an individual based, in part, on outputs that meet, or 

fail to meet this threshold, respectively. 

Predictor Variables 

The second research question posed for this p'roject was to 

determine if the weight matrix from a NN could provide useful 

information concerning the relative contribution of each of the 

individual predictor variables. The Garson (1991) -method of 

weight matrix analysis produced information in the form of a 

rank ordering of the relative contributions of the predictor 
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variables, which was used to select subsets of variables. 

However, the subsets selected from this analysis did not produce 

better classification results than the entire set of variables. 

Nor were the results of the weight matrix subsets of predictor 
I 

variables as good as the subset produced by stepwise DA. Thus, 

although the weight matrix analysis produced information 

regarding each of the predictor variables, no support was found 

for the hypothesis that this information was "useful." The 

best subset was selected by stepwise DA; and the best DA model, 

as well as the best NN model, were developed with this subset of 

17 variables. This would suggest that stepwise DA is a 

profitable method for selecting a subset of the total set of 

predictor variables, to be followed with the development of a NN 

model on the basis of that subset of variables. When one 

compares the ranked list generated by the weight matrix analysis 

to the subset of 17 variables selected by stepwise discriminant 

analysis, however, one gets a somewhat different picture of 

which variables were most predictive of violence. The Spearman 

correlation between the rankings of the top 17 variables from 

stepwise DA, and rankings for the same variables produced by the 

weight matrix analysis was .56. This discrepancy in rankings 

was expected, since stepwise DA was limited to selecting 

variables on the basis of their linear relationships to the 

criterion; whereas the NN model had the capacity to select 

variables in terms of whatever nonlinear relationships produced 



the best results. 

Seven of the best 17 predictor variables selected by the 

stepwise DA procedure, also ranked in the top 17 of the 

variables ranked by the weight matrix analysis. Tfiese seven 
I 

predictors included four positive predictors -of violence: 
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income, married, living with a mate, and benzodiazepine use; and 

three negative predictors of violence: Native American race, 

probation and parole status. Apparently, these seven variables 

were of relatively high predictive power for both types of 

models. Further interpretation of the results of the weight 

matrix analysis would be premature, since the Garson method has 

yet to rigorously analyzed, but _the results of this study 

suggest that further ev-aluation 'of the Garson method is 

warranted. The conclusion to be drawn, however, is that the two 

classes of models were each relying on different variables, yet 

produced very similar results in terms of overall accuracy (BOW) 

of classification. 

Further inspection of the 17 variables selected by the 

stepwise analysis reveals that violent offenders in this sample 

were less likely than nonviolent felons to have been on 

probation for a previous offense at the time of arrest for-the 

instant offense; more likely to be younger, to have more 

previous arrests for violent acts, ·to score higher on MMPI 

clinical scale 0, and to be married than nonviolent offenders. 

These five variables were ranked as the top five, respectively, 
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in terms of partial correlations, and-accounted for 20% of the 

variance combined. Four additional variables, ranked six 

through nine accounted for an additional 5% of the variance; 

violent offenders more frequently used be.nzodiazepines, "lived 

with" a mate, and were less likely to be Native American, or to 

have performed unskilled labor than nonviolent offenders. The 

remaining eight variables in this subset accounted for another 

6% of the variance. Those variables positively associated with 

the criterion were income, irregular work history, MMPI clinical 

scales 3 and 8, and supported family; parole status, Beta IQ, 

and MMPI scale 1 were negatively associated with violent 

offenders. A total of 32% of the criterion variance in the 

entire data set was accounted for with this subset of 17 

predictor variables. 

It is interesting to note that all categories of predictor 

variables were represented in the best 17: demographic (income, 

age, Native American, unskilled labor), criminal history 

(probation and parole status, previous violent arrests), 

psychometric (Beta IQ, MMPI clinical scales 1, 3, 8, and 0), 

situational factors (being married, or "living with" a mate·, 

irregular work history, and supporting a family), and substance 

abuse (benzodiazepines). It was surprising, however that 

substance abuse was not more discriminating, given the extensive 

support in the violence literature· (e.g., Mednick et al., 1982; 

Pritchard, 1977; Smith, 1980). This result may be due to a 
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confound present in the only available measure of substance 

abuse. Although the information came from a medical interview 

at the time of a physical examination (which should lend 

credence to the information), the subjects were asked if they 

had used each substance, recently or at anytime in their past. 

Thus, the measure did not distinguish between use and abuse, 

which, in the case of alcohol, for example, would clearly 

diminish its discriminatory po~er. It is also conceivable that 

benzodiazepine use, the one substance measure that was 

discriminating, was confounded by the prescribed use of such a 

drug for individuals after they had committed a violent act. 

This possibility, although speculative, should detract attention 

away from benzodiazepine use as a predictor of violence, 

although there was support for its role as such in previous 

literature (Moyer, 1976); perhaps, at least in this study, it 

was an "aftereffect" of violent behavior. 

Other discrepancies between the variables found predictive 

in this study and previous literature include the lack of a 

white-nonwhite racial difference (e.g., Silberman, 1978), child 

abuse (Klassen & O'Connor, 1988), and age of first arrest 

(Hamparian et al., 1978; State of Michigan, 1978; Wolfgang, 

1972). The direction of association of marital status was 

opposite of that reported by the State of Michigan study (1978), 

whose risk assessment scale used single or divorced status as a 

positive correlate of parole violation (not necessarily by 
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violence) . The negative relationship of being married or living 
: 

with a mate, to violent behavior, might be explained if one 

views the responsibility level involved in such a commitment as 

increasing the general stress level an individual would 
I 

experience in providing for another person. This would seem 

even more likely if the individual were of low intelligence 

level. Another opposite effect was obtained for income level; 

previous literature (Pritchard, 1977; Wolfgang et al., 1972) 

indicated low socioeconomic status was a correlate of violent 

behavior--this study found income to be positively associated 

with violent offenses. The "highest" level of income for this 

study was relatively low, however--$30,000 and above constituted 

the highest category. 

MMPI scales 1, 3, 8, and 0 ranked in the top 17 variables 

of the stepwise DA subset. Scale 1 was negatively associated 

with violent behavior in this study. Low scores on scale 1 are 

generally indicative of a lack of somatic preoccupation, or 

concern with physical problems or health (Graham, 1977; 

Dahlstrom et al., 1972). Scale 3, a positive predictor in this 

study, is indicative of psychological immaturity, desire for 

attention and affection, and a tendency to deny, these and other 

troubling feelings (Graham, 1977; Dahlstrom et al., 1972). 

Dahlstrom and colleagues further suggest that scale 3 measures 

social facility; that high scorers frequently claim that others 

are untrustworthy, irresponsible, and unlikable. Perhaps more 
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directly relevant to violent behavior, Graham suggests that high 
I 

scorers occasionally act out in a sexual or aggressive manner, 

and furthermore tend to have problems with authority figures, 
I 

often including a "rejecting father to whom males reacted with 
I 

rebellion or overt hostility" (p. 40). Scales 1 and 3 are 

highly correlated; 20 of the 33. items comprising scale 1 are 

also included in scoring scale 3 (~ = .46; Dahlstrom et al., 

1972). The opposite direction of the relationship of scales 1 

, (-) and 3 (+) to violent behavior, therefore, is somewhat 

puzzling. One might consider, however, that the lack of 

admission to physical problems (low scores on scale 1) and a 

tendency to deny, or "repress" problems (high scores on scale 3) 

is consistent. 

High scores on MMPI scale 8 seem more logically consistent 

with violent behavior in that the scale represents a factor of 

general maladjustment, anxiety, distress, and thought 

disturbance (Dahlstrom et al., 1972). High scorers tend to be 

socially isolated and alienated from peers, impulsive, and 
I ' 

lacking in problem solving skills (Graham, 1977). Scale 8 was 

the only one of these scales that had previously been associated 

with violent behavior, and then usually in combination with 

scale 4 (Jones et al., 1981), which did not appear in the 

selected subset of predictor variables. Furthermore, elevated 

scores on scale 8 were characteristic of the two types of 

criminal offenders found by Megargee and Bohn (1979) to have the 
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highest rates of recidivism (reconviction or reincarceration 

after release from custody), and of the four types ranking the 

highest (of-10 types) in intra-institutional violent 

disciplinary infractions. The absence of scale 4 as a 

significant predic;tor of violence in this s·tudy may be partially 

explained by its degree of item overlap with scale .8 (10 of 50 

items comprising scale 4, ~ = .16; Dahlstrom et al., 1972). 

Finally, high scores on scale 0 indicate social 

introversion, general maladjustment and self-depreciation 

(Graham, 1977). Such individuals ·tend to withdraw from social 

contacts and responsibilities (Dahlstrom et al., 1972). These 

descriptors, as well, seem to fit logically with the other MMPI 

indicators of general maladjustment as predictive of individuals 

who might resort to violence. 

Limitations of a Neural Network Approach 

The very empirical nature of applying neural networks to 

behavioral prediction problems limits the confidence one can 
,- ' 

achieve in terms of knowing whether better results could have 

been achieved if the network had been designed differently. 

This limitation results from the lack of consistent rules for 

designing a network in terms of its architecture, complexity 

fit, learning rule, and activation function. One must rely 

either on rules-of-thumb suggested by other investigators as a 

result of their experience with different sorts of problems, or 

trends that can be discerned in the course of obtaining one's 
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own results. 

Backpropagation is only one of many existing neural network 

architectures. The conclusions drawn from this study are 

limited in generalization ~o this particular architecture. One 

cannot, on the basis of this study, make any statement about the 

efficacy of neural networks in general. 

Future Research 

The results of this study suggest that a prospective study 

of the prediction of violence, using a neural network approach, 

would be worthwhile. Further research may identify variations_ 

in neural network architectures, learning rules, or activation 

functions, that would improve the efficacy of a neural network 

approach to predictin9 violence, or other low base rate human 

behaviors. 
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Appendix A 

Offenses Considered Violent from NCIC Uniform Offense Codes 

(modified from Megargee, 1982, p. 168-170) 

NCIC Code 

Homicide (0900) 

Homicide--willful, killing--family--gun 0901 

Homicide--willful killing--family-- (other weapon) 0902 

Homicide--willful killing--nonfamily--gun 0903 

Homicide--willful killing--nonfamily-- (other weapon) 0904 

Homicide--willful killing--public official--gun 0905 

Homicide--willful killing--public official--(other 

Homicide--willful killing--police officer--gun 

Homicide--willful killing--police officer--(other 

Homicide--willful killing--gun 

Homicide--willful killing--(other weapon) 

Kictnapping (1000) 

Kidnap minor for ransom 

Kidnap adult for ransom 

Kidnap minor to sexually assault 

Kidnap adult to sexually assault 

Kidnap minor 

Kidnap adult 

Kidnap hostage for escape 

Kidnap--hijack aircraft 

weapon) 

weapon) 

0906 

0907 

0908 

0911 

0912 

1001 

1002 

1003 

1004 

1005 

1006 

1007 

1009 



Sexual Assault (1100) 

Rape--gun 

Rape--(other weapon) 

Rape--strong arm 

Sex assault--sodomy--boy--gun 

Sex assault--sodomy--man--gun 

Sex assault--sodomy--girl--gun 

Sex assault--sodomy--woman--gun 

Sex assault--sodomy--boy--(other weapon) 

Sex assault--sodomy--man-- (other weapon) 

Sex assault--sodomy--girl--(other weapon) 

Sex assault--sodomy--woman--(other weapon) 

Sex assault--sodomy--boy--strong-arm 

Sex assault--sodomy--man--strong-arm 

Sex assault--sodomy--girl--strong-arm 

Sex assault--sodomy--woman--strong-arm 

Sex assault--carnal abuse 

Robbery (1200) 

Robbery--business--gun 

Robbery--business--(other weapon) 

Robbery--business--strong-arm 

Robbery--street--gun 

Robbery--street-- (other weapon) 

Robbery--street--strong-arm 

Robbery--residence--gun 
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1101 

1102 

1103 

1104 

1105 

1106 

1107 

1108 

1109 

1110 

1111 

1112 

1113 

1114 

1115 

1117 

1201 

1202 

1203 

1204 

1205 

1206 

1207 
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Robbery--residence--(other weapon) 1208 

Robbery--residence--strong-arm 1209 

Forcible purse-snatching 1210 

Robbery--banking-type institution 1211 

Assault (1300) 

Aggravated assault--family~-gun 1301 

Aggravated assault--family--(other weapon) 1302 

Aggravated assault--family--strong-arm 1303 

Aggravated assault--nonfamily--gun 1304 

Aggravated as saul t--nonfamily-- (other weapon) 1305 

Aggravated assault--nonfamily--strong-arm 1306 

Aggravated assault--public officials--gun 1307 

Aggravated assault--public officials--(other weapon) 1308 

Aggravated assault--public officials--strong-arm 1309 

Aggravated assault--police officer--gun 1310 

Aggravated assault--police officer--(other weapon) 1311 

Aggravated assault--police officer--strong-arm 1312 

Aggravated assault--gun 1314 

Aggravated assault--(other weapon) 1315 

Arson (2000) ' 

Arson--business--endangered life 

Arson--residence--endangered life 

Arson--public building--endangered life 

2001 

2002 

2008 
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Appendix B 

Predictor Variables 

Variable Values/Levels # cases with missing yalue 

Demographic 

1. Age Years 0 

2. Education Years 3 

3. Income 1 - < $10,000 12 

2 - $10,000 to 19,999 

3 - $20,000 to 29,999 

4 - ~ $30,000 

4. Population 1 - < 4,000 0 

2 - 4,000 to 15,999 

3 - 16,000 to 49,999 

4 - 50,000 to 300,000 

5 - > 300,000 

5. Occupation Unemployed 8 

Unskilled Labor 

Skilled Labor 

Professional 

6. Race Caucasian 0 

Black 

Native American 



Psychometric 

7. Beta IQ 

8-25. MMPI 

Score 

3 Validity scales 

10 Clinical scales 

5 Auxiliar~ scales 

Criminal/Violence H~story 

26. Age First Arrest Years 

27. Arrests 

28. 

29. Convictions 

30. 

31. Cormni tments 

32. Status 

33. Time Free 

34. Child Abuse 

Situational 

35. Marital Status 

36. Single Marriage 

'it Violent 

'it Nonviolent 

'it Violent 

'it Nonviolent 

'it 

Free 

Probation 

Parole 

Escape 

Months 

Present/Absent 

Single 

. Live With 

Cormnon Law 

Married 

Divorced 

Present/Absent 

7 

0 

1 

0 

0 

0 

0 

0 

0 

3 

54 

0 

26 

120 
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37. Supported Family Present/Absent 31 

38. Irregular Work Present/Absent 130 

Substance Abuse History 

39. Alcohol Present/Absent 0 

40. Amphetamines Present/Absent 0 

41. Barbiturates Present/Absent 0 

42. Heroin Present/Absent 0 

43. Other Opiates Present/Absent 0 

44. Marijuana Present/Absent 0 

45. Mescaline Present/Absent 0 

46. Benzodiazepines Present/Absent 0 

47. LSD Present/Absent 0 

48. Inhaling Vapors _Present/Absent 0 



Appendix C 

Predictor Variables (17) Selected by 

Stepwise Discriminant Analysis 

Variable Partial R2 

Probation 0.0597 

Age 0.0411 

Violent Arrests 0.0405 

MMPI-0 0.0397 

Married 0.0214 

Benzodiazepines 0.0149 

Live With 0.0136 

Native American 0.0122 

Unskilled Labor 0.0103 

Parole 0.0097 

Income 0. 0094 

Irregular Work History 

Supported Family 

Beta IQ 

MMPI-3 

MMPI-1 

MMPI-8 

·o.oo88 

0.0078 

0.0077 

·0.0077 

0.0068 

0.0061 

Prob > F 

0.0001 

0.0001 

0.0001 

0.0001 

0.0039 

0.0163 

0.0217 

0.0304 

0.0466 

0.0538 

0.0585 

0.0668 

0.0865 

0.0873 

0.0885 

0.1082 

0.1305 

122 



Ra.n.k. 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

Appendix D 

Predictor Variables Ranked by Neural Network 

Weight Matrix Analysis 

Variable Share of Violent Output 

Professional ·o.0442 

Escape 0.0361 

Heroin 0.0360 

Live With 0.0342 

Native American 0.0312 

Probation 0.0253 

Violent Convictions 0.0251 

Inhaling Vapors 0.0224 

Unemployed 0.0213 

Alcohol 0.0206 
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-------------------------Subset of 10---------------------------

11 Married 0. 0196 

12 Skilled Labor 0.0188 

13 Parole 0.0185 

14 Nonviolent Convictions 0.0184 

15. Benzodiazepines 0.0184 

16 Common Law Marriage 0.0180 

17 Income 0.0178 

18 Unskilled Labor 0.0177 

19 LSD 0.0176 
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20 Single 0.0173 

21 Divorced 0.0173 

22 Violent Arrests 0.0169 

23 Mescaline 0.0167 

24 Barbiturates 0.0166 

25 Child Abuse 0. 0163 

26 MMPI-K 0.0162 

27 Single Marriage 0.0162 

28 Other Opi_ates 0.0161 

29 Time Free 0.0152 

------------------------Subset of 29----------------------------

30 Amphetamines 0.0148 

31 Irregular Work History 0.0148 

32 Education 0.0147 

33 Population 0.0145 

34 Prior Commitments 0.0145 

35 MMPI-FAM 0.0141 

36 Caucasian 0.0140 

37 Black 0.0137 

38 Nonviolent Arrests 0.0136 

39 Supported Family 0.0135 

40 Marijuana 0.0134 

41 MMPI-L 0. 0132 

42 Free 0. 0131 

43 MMPI-9 0.0127 

44 MMPI-HC 0.0123 

45 MMPI-OH 0.0123 
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46 MMPI-4 0.0120 

47 Age 0.0119 

48 MMPI-0 0. 0119 

49 MMPI-8 0. 0110 

50 MMPI-7 0.0108 

51 MMPI-3 0.0107 

52 MMPI-F 0.0105 

53 MMPI~HOS, 0.0104 

------------------------Subset of 53----------------------------

54 Age at First Arrest 0.0099 

55 MMPI-1 0.0097 

56 MMPI-PV 0.0096 

57 MMPI-5 0. 00 94 

58 MMPI-2 0.0093 

59 MMPI-6 0. 0091 

60 Beta IQ 0.0089 
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Appendix E 

Oklahoma Department of Corrections Approval Forms 

UQUIS'f 101 &CCIII lOIII 

laq.-at fo'f accaaa to eona~tloul eliac cE"ildD&l caM Iaino~ 1D.forut1n 

u:Uacaiae• tty Oklahoma Depntlldt of Cornetioa•• froa -----------

_..J-.o_,l_,en;;;;;.e...;R~ • ...;S::;;.;c~u:;l:;l:;.Y~G;:.;;o;,;r:;.;:d;,;o;,;n ...... ___ authonaed au •u17 zoapn .. DtiDs ----
(iidiftdual) 

_ok_l_a_h,.oma;;.;.;,o~S~ta.;,;;,t;.;e~U;,;;%1.;;;1;.;v;.;e;,;;;r;,;os;,;:i;.;;;t;,;,Y __ ~, bereiDahar u11•d J:aqua•tor. 
(.....,) 

1. lDfo~tioD zaquaatad: 
Demoqraphic information, psychometric data, cr~minal history, 
substance abuse biatoq: etrictly archival data 

1. laquutaz uquNt. tide Satonatioll. 
t9 011 a cntimaiaa Hlil - unt.11 ccmplation of my research (expected 
() Oil a oaa-tD6 Nail May .1992) 

3. the porpoae fo~ wbich illfoftllciDa 11 zaqauteds 

Lee 

() To ~laat a atatute, orcliuD.ca, or uecuti're orclaz. (Subaic con 
or li•e ctcattoo) 

() 'Z'o prnt.. aantcaa required for the adabtatnttn of cr1&iul 
juatic. puzauat co a &JEMIISDf· vicb a cr:iahal jaactce qnc7. 
(Attach a~c) 

~ a...arcb, •••laatl.e or atat1atical acttvitiee 
() Such pa2p0aaa •• autbori&ecl ~1 coart rule, dac181ou, or order. (Attach 

or cl&e) 
() Ot'ber parpoee kpldaa 

~~ 
l.e••••t Cnac.. ~~ laqu .. t laid-------
U •aiad, zea1011 .__., ----------------------

~/Y::CfL 
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N.• aazo ..... t Sa ude aM oren• taco k ... ucvua (Oklall_. h:ra.nt of Oornett.u) 
~reiultn calbcl AanCJJ &Dd (Jolene i. Scully Goraon _) 
ltuuaafcer c.lld .. dplat. , , 

A. 'l'bi• aan••••t s.a to fhricl• ada!Diatrat1'9elJ •ruted CDrfectS.OUl cltoat cdaual 
cue ltlnor, Dfon.U..on. for ftH&ru~ nalaatt.,. • Olr atat:Utical actiY:f.U.ea. !IN 
recipiaac aareea &bat the tlforaatioa will aot ~e aaecl to tbe datztaeat of tbe ~co~ 
.u'J•~t aor for ear purpoee otbar thaD ~bDee ecat.. ID &be reaurcb plal\. tbe reel• 
pi•& aazo••• fartlter to ,,.,.. .., tba ecnaf"-ti&U&J ad aac•H.tJ pnvSateu o! 
lnUn 524 (a) ll!f tbe o.tbua C2SM Courol nt We lneau Act of 197J au .. , 
~ap1aticnal ieaued ponaut to tllat Nets-. 

1. Aaac, acn•• co prn:t.•• .. ,&pint witll tlae cornctinal cU.eac caee 'b18tft)l :blfona• 
tin requeetd b ella attacUt acnN 1'..-c. 

c. 18cS.pS.nt qraaa to lute t1aa ••• of tid.. Woraatioa to tlte p11zpo.. to~r vbieb lt nt 
pi'MidM aDd to dean., tbe ICNI'ce docaaata ,..... tU, an oo loqe'l' a•.Ud !ol' tbc 
parpoau lol' wblclt S.t we pl'O'dW. 

». l.aoip:l.eDt 111r111 tbat tba oalJ pen-• au...d ICHII to tbill illlfomaU.cm azas 
rec1:e:i.ent and adviser ., ad qr••• uc to 41eeatnne or re-diecloae tlae ill-f'="'o"""I'U--· 
t10D co aay ocbft' apDCJ w penoa. 

I. lecipieat IJI'eea to illpllullt reaaou'le pncdu.na to poteet tbS.a iDfonatioD froa 
1JUDCbKtae4 acceu. alterat:lolae ol' ducncuoa., 

~. ledpleot aanel to a11lde 'tJ tlte len ol' ~•pla'icma of t1d.ll etata aDd t1aa falleral 
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Table 1 

Parole Violation by Salient Factor Score 

Risk Percent 

SFS category non-recidivists 

10 - 6 Very Good/Good 86 

5 - 4 Fair 71 

3 - 0 Poor 60 

All cases 74 

Percent 

recidivists N 

14 766 

29 423 

40 614 

26 1806 

128 

Note. Adapted from "Recidivism Among Released Federal 

Prisoners: Salient Factor Score and Five-Year Follow-Up" by 

P. B. Hoffman and J .. 1. Beck, 1985, Criminal Justice and 

Behavior. 12, p. 505. 
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Table 2 

Performance Comparison of Neural Net and Discriminant Analysis 

with two different base rates. on 10 test files of random input 

Construction Sample 

Base Rate ("Violent") 

.50 

.20 

Proportion Classified "Violent" 

Neural Net 

Maan. 

.60 

.15 

Range 

(.56 - .67) 

(.11 - .18) 

Discrim,Anal 

Range 

.48 (.38 - .54) 

0 ( 0) 
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Table 3 

Frequencies of Four Classification Outcomes for NeUral. Network 

(Nl and Discriminant Analysis (Dl Models 
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Table 4 

Total Group Hit Rates 

Training Data T~st Data 

Inputs Neural Net Discrim Anal Neural Net Discrim Anal 

60 1. 000 0.843 ~a. 756 P 0.730 p 

17 1.000 0.813 0.761 p 0.791 p,m 

53 1. 000 0.836 0.720 p 0.743 p 

29 1. 000 0.798 0.743 p 0.740 p 

10 0.759 0.740 p 

m = ~ max < .005, one-tailed 

P - ~ < .00001, one-tailed proport 
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Table 5 

Conditional Probabilities by Model Type: Neural Network <NN) 

and Discriminant Analysis (DA) 

p(corriV) 

.27 p 

p (corr I NV) 

.. 73 p 

p ( corr I "V") p (corr I "NV") 

Inputs NN DA NN DA NN DA NN DA 

p 

* 

** 

** ** ** * 
60 .42 . 46 .88 .83 .54 . 49 .81 .81 

** ** ** ** 17 .54 .47 .84 .91 .56 .66 .83 .83 
** ** * ** 

53 .43 • 48 .83 .84 .47 .53 .80 .81 
** ** * ** 29 .so .33 .83 . 89 .52 .51 .82 . 79 

** 
10 .17 .95 .55 . 76 

Separate group hit rates expected by proportional criterion 

p < .OS, one-tailed 

p < .01, one-tailed 
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Figure 1 

Layers of a Backnronanation N (if. lllf.-:;;1.----- eural Network 

OUTPUT Layer 

HIDDEN Layer 

INPUT Layer 



L I L._ 
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Figure 2 

Activation Function 
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Figure 3 

Proportion Correct Classification at Increasing Decision 

Thresholds 

Proportion. Correct Classification 
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Figure 4 

Comparative Performance of TwO Prediction Methods ks. Base Rate 

Error Rate (Validation Sample) 
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Figure 5 

Total Group Hit Rates by Model Type 
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60 53 29 17 10 

Number of Inputs 

----A- Max. Criterion 

~ Discrim. Analysis 

TGHR • (CP + CN)/N 

Model Type 

-B- Propor. Criterion 

C=:J Neural Network 
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Figure 6 

False Positive and False Negative Ratios 

1 

0.8 

138 

t 0.6 
i 
0 

0.4 

0.2 

0 
060 N60 053 N53 029 N29 017 N17 010 

Model 

Ratio Type 

.. False Positives B False Negatives 

Ratio = # False : 1 Correct 



139 

Figure 7 

Proportion Correct Positive Predictions at Increas~ng Decision 

Thresholds 
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Figure 8 

ProQortion Correct Negative Predictions at Increasing Decision 

Thresholds 
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