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## CHAPTER I

## INTRODUCTION

### 1.1 Purpose

The root locus is a plot of the roots of the characteristic equation as a function of system parameters. It clearly indicates the effect of parameter adjustment on the roots of the characteristic equation. The principle is based on the fact that the poles of the overall transfer function $R(s) / U(s)$ are related to the zeros and poles of the open-loop transfer function and to the gain. The root-locus method not only indicates whether a system is stable or unstable, but also indicates the degree of stability for a stable system. In designing linear control systems, the root-locus method proves quite useful since it indicates the manner in which the open-loop poles and zeros should be modified so that the response meets system performance specifications. Additional equipment may be introduced into a system to reshape the root locus in order to improve system performance.

### 1.2 Background

The objective of this study is to develop a computer program for obtaining the roots of the characteristic equation when the system equations are written in the form

$$
[P][R]=[Q][U]
$$

where
$[P]=a \quad 1 x \mid$ transformation matrix;
$[R]=$ an output vector of dimension 1 ;
[Q] = an lxm control gain matrix; and
$[U]=a$ control input vector of dimension $m$.
A general purpose frequency response program has been developed by the School of Mechanical and Aerospace Engineering, Oklahoma State University (9) by expressing the input-output relations in matrix form. Several models have been developed using this representation to perform frequency response analysis. Hence it was desired to use the same representation to perform root locus analysis.

Evans (1) devised a graphical method for obtaining the root locus plot as he found that the process of calculating the roots of the characteristic equation for various values of the system parameter becomes tedious for systems of higher than second order. As the graphical approach was tedious for higher order systems, Bendrikov and Teodorchik (2) developed an analytic theory of constructing root loci. A semianalytic approach has been developed by Krishnan (3). Bendrikov and Teodorchik demonstrated that the geometric shape of the root locus of an algebraic equation in the complex plane does not change under linear coordinate transformations. However, their method was very complicated, and a direct digital computer approach was lacking. The introduction of matrix notations for Routh's array by Parks (4) and the formulation of Routh's algorithm for determining the oscillatory modes in feedback systems by Shen-Chen (5) helped Chen and Hsu (6) to develop a digital-computer-oriented root locus method by using Routh's algorithm.

Schulz and Melsa (7) have developed a computer program for plotting the root locus when the characteristic equation is in polynomial form. Robert J. Thomas (8) has indicated that the Jenkins-Traub algorithm is an efficient root-finder when the characteristic equation is in polynomial form. He has also indicated that the Jenkins-Traub algorithm is cheaper and more efficient than the Bairstow and Muller algorithms for higher order polynomials.

The study consists of five main parts. The first part describes the various ways in which a system can be represented. In the second part a description of the solution approach is presented. An explanation of the program in the third part is followed in the fourth part by three examples which illustrate the purpose and use of this program. The last part presents the conclusions, limitations of this program, and recommendations for further study. A listing of the computer program, a description of the sparse matrix method for evaluating the determinant, and Muller's algorithm for solving algebraic equations are presented in the appendices.

### 2.1 Introduction

In this chapter we will consider the different ways in which a system can be represented. We will illustrate the different representations by considering a third order system. We will select a particular representation for the purposes of this work and show that root-locus analysis can be performed when the system is represented in this manner.

### 2.2 System Representation

Any system can be represented in the following ways:

1. Input-output relation representation (block diagram approach).
2. State variable representation.
3. Input-output relation representation (matrix approach).

The third representation will be discussed in detail in the sections to follow.

One of the principal tools of the input-output representation is the transfer function. This method provides less detail and therefore is less complete than the state variable method. However, the input-output representation is easier to deal with. Since the transfer function representation specifies only the input-output behavior, one can always make an arbitrary selection of state variables for a system specified
only by a transfer function. In general, an infinite number of state variable representations exist for a given transfer function. If a state variable representation of a system is known, then the transfer function of the system is completely and uniquely determined. The third type of representation may be used to describe the system using a lesser number of equations. It is helpful to analyze any particular part of the system, especially when performing frequency response analysis.

Some authors of books on control systems (10) (11) define the characteristic equation as the denominator of the transfer function equated to zero, while others (12) define the characteristic equation as the determinant (sI-A) equated to zero, where (sI-A) is obtained from the state variable representation discussed in section 2.3. In this work we will refer to the denominator of the transfer function when equated to zero as the characteristic equation and the determinant (sI-A) equated to zero as a particular form of the characteristic equation. The eigenvlaues of the [A] matrix in the state variable form are identical to the poles of the transfer function.

### 2.3 Illustrations Using a Third-Order System

Let us consider a third-order system described by the block diagram shown in Figure 1. Using the block diagram identities, the above block diagram can be reduced as shown in Figure 2. The transfer function for the above system is given by

$$
\begin{equation*}
y(s) / u(s)=G(s) /(1+G(s)) \tag{2.1}
\end{equation*}
$$

where

$$
\begin{aligned}
& y(s)=\text { Laplace transform of the output; and } \\
& u(s)=\text { Laplace transform of the input. }
\end{aligned}
$$



Figure 1. Block Diagram of a Third-Order System


Figure 2. Simplified Block Diagram of Figure 1

The denominator of the above transfer function, when equated to zero, is the characteristic equation of the system. Hence the characteristic equation of the above system is

$$
\begin{equation*}
1+\text { G1G2G5 + G1G2G3G6 + G1G2G3G4 }=0 \tag{2.2}
\end{equation*}
$$

or

$$
\begin{aligned}
1 & +K(5)(3) /(s+8)(20)+k(5)(2)(17) /(s+8)(s+2)(60) \\
& +K(5)(2)(1) /(s+8)(s+2)(s)=0
\end{aligned}
$$

The characteristic equation for the same system can also be obtained by the state-variable method. The block diagram of Figure 1 is redrawn showing all the states in Figure 3.


Figure 3. Figure 1 Redrawn Showing All the States

In Figure 3, X1, X2, and X3 are the state variables, $u$ is the scalar input, and $y$ is the scalar output. In the state-variable representation, the state equations can be written as

$$
\begin{equation*}
\dot{x}(t)=A X(t)+b u(t) \tag{2.3}
\end{equation*}
$$

$$
\begin{equation*}
y(t)=c^{\top} X(t)+d u(t) \tag{2.4}
\end{equation*}
$$

where

$$
\begin{aligned}
X(t) & =n \text { dimensional vector known as the state vector; } \\
A & =\text { a constant matrix of dimension } n \times n ; \\
u & =\text { a control input vector of dimension } m ; \\
b & =\text { a control gain matrix of dimension } n \times m ; \\
c^{\top} & =\text { an output gain vector of dimension } n ; \\
d & =\text { a vector of dimension } m ; \text { and } \\
y & =a \text { scalar output. }
\end{aligned}
$$

Transforming both sides of Equations (2.3) and (2.4) into the Laplace domain,

$$
\begin{align*}
& s X(s)=A X(s)+b U(s)  \tag{2.5}\\
& y(s)=c^{\top} X(s)+d u(s) \tag{2.6}
\end{align*}
$$

Equation (2.5) cań be written as

$$
\begin{equation*}
X(s)=(s I-A)^{-1} b u(s) \tag{2.7}
\end{equation*}
$$

Substituting the expression for $X(s)$ into the relation for $y(s)$, we get

$$
y(s)=c^{T}\left\{(s I-A)^{-1} b u(s)\right\}+d u(s)
$$

or

$$
\begin{equation*}
\dot{y}(s)=\left[c^{\top}\left\{(s I-A)^{-1} b\right\}+d\right] u(s) \tag{2.8}
\end{equation*}
$$

The characteristic equation is given by the determinant (sI-A) $=0$.
For the system considered above,

$$
\begin{gathered}
{[A]=\left[\begin{array}{ccc}
8-\frac{3 k}{4} & \frac{-17}{12} k & -5 k \\
2 & -2 & 0 \\
0 & 1 & 0
\end{array}\right]} \\
{[s I-A]=\left[\begin{array}{ccc}
s+\frac{3 k}{4}+8 & \frac{17}{12} k & 5 k \\
-2 & s+2 & 0 \\
0 & -1 & s
\end{array}\right]}
\end{gathered}
$$

The characteristic equation of the above system is given by

$$
\begin{equation*}
(s+8+3 K / 4)(s+2)(s)+(17 K / 12)(2 s)+(5 K)(2)=0 \tag{2.9}
\end{equation*}
$$

The above equation is just a simplified form of Equation (2.2).
We will now write the system equations using the input-output relations (matrix approach). The block diagram shown in Figure 1 can be redrawn as in Figure 4 showing all of the inputs and outputs that we are going to consider.


Figure 4. Block Diagram With Four Outputs and One Input

In Figure 4, $u$ is the scalar input, $R 1$ is the error signal, and R4 is the output. In the matrix approach, the system equations can be written in the form

$$
\begin{equation*}
[P][R]=[Q][U] \tag{2.10}
\end{equation*}
$$

where
$[P]=a 4 \times 4$ transformation matrix which is a function of $s$;
$[R]=$ an output vector of dimension 4;
$[Q]=a 4 x 1$ control gain matrix which is a function of $s$; and
$[U]=$ a control input vector of dimension 1.
For the above system,

$$
P=\left[\begin{array}{cccc}
1 & G 5 & G 6 & 1 \\
-G 1 G 2 & 1 & 0 & 0 \\
0 & -G 3 & 1 & 0 \\
0 & 0 & -G 4 & 1
\end{array}\right]
$$

$$
Q=\left[\begin{array}{l}
1 \\
0 \\
0 \\
0
\end{array}\right]
$$

Inspection of Figures 3 and 4 indicates that the following equations can be written:

$$
\begin{aligned}
& \mathrm{R} 1=U-X 1 G 5-X 2 G 6-X 3 \\
& R 2=X 1 \\
& R 3=X 2 \\
& R 4=X 3
\end{aligned}
$$

The above equations can be written in matrix form as shown below.

$$
\left[\begin{array}{l}
R 1 \\
R 2 \\
R 3 \\
R 4
\end{array}\right]=\left[\begin{array}{ccc}
-G 5 & -G 6 & -1 \\
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right]\left[\begin{array}{l}
X 1 \\
X 2 \\
X 3 \\
0 \\
0 \\
0
\end{array}\right]+\left[\begin{array}{l}
1 \\
u
\end{array}\right.
$$

If we consider 1 outputs, $n$ states, and $m$ inputs, the matrix equation can be generalized and written in the form

$$
\begin{equation*}
[R]=[E][X]+[F][U] \tag{2.11}
\end{equation*}
$$

where
[E] = a $7 x n$ transformation matrix on $X$; and
$[F]=a 1 x m$ transformation matrix on $U$.
Equation (2.10) can be rewritten as

$$
\begin{equation*}
[R]=[P]^{-1}[Q][U] \tag{2.12}
\end{equation*}
$$

Substituting the expression for [ X ] in Equation (2.7) into the expression for $[R]$ in Equation (2.11), we get

$$
\begin{equation*}
[R]=\left\{[E][s I-A]^{-1} b+[F]\right\}[U] \tag{2.13}
\end{equation*}
$$

Comparing Equations (2.12) and (2.13), we know that determinant [P] = 0 is the characteristic equation.

We will now write the system equations using the above approach and show that irrespective of the number of equations we consider, we obtain the same form of characteristic equation for the system. We will now demonstrate three alternate forms using Equation (2.7), where $u$ is as for the state variable model, $[R]=[E][X]+[F][U]$, and $y$ is as for the state variable model. We will show that irrespective of the form in
which Equation (2.7) is written, determinant [ $P$ ] is the same for all of the cases and when equated to zero, it represents the characteristic equation.

For the block diagram shown in Figure 4, the system equations can be written in matrix form as

$$
\left[\begin{array}{cccc}
1 & G 5 & G 6 & 1 \\
-G 1 G 2 & 1 & 0 & 0 \\
0 & -G 3 & 1 & 0 \\
0 & 0 & -G 4 & 1
\end{array}\right]\left[\begin{array}{l}
R 1 \\
R 2 \\
R 3 \\
R 4
\end{array}\right]=\left[\begin{array}{l}
1 \\
0 \\
0 \\
0
\end{array}\right] u
$$

As shown earlier, determinant $[P]=0$ is the characteristic equation. Hence the characteristic equation is

$$
\begin{equation*}
1 \text { + G1G2G5 + G1G2G3G6 + G1G2G3G4 }=0 \tag{2.14}
\end{equation*}
$$

For the block diagram shown in Figure 5, the system equations can be written in matrix form as

$$
\left[\begin{array}{ccc}
1+\text { G1G2G5 } & \text { G6 } & 1 \\
\text { G1G2G3 } & -1 & 0 \\
0 & G 4 & -1
\end{array}\right]\left[\begin{array}{l}
R 1 \\
R 2 \\
R 3
\end{array}\right]=\left[\begin{array}{l}
1 \\
0 \\
0
\end{array}\right] \mathrm{u}
$$

On evaluating the determinant of [P], we see that we obtain the same form of characteristic equation as in Equation (2.14).

For the block diagram shown in Figure 6, the two system equations are written in matrix form as

$$
\left[\begin{array}{cc}
1+\text { G1G2G5 + G1G2G3G6 } & 1 \\
-G 1 G 2 G 3 G 4 & 1
\end{array}\right]\left[\begin{array}{l}
R 1 \\
R 2
\end{array}\right]=\left[\begin{array}{l}
1 \\
0
\end{array}\right] u
$$

We can see that determinant $[P]=0$ has the same form of characteristic equation as for the two cases shown above.


Figure 5. Block Diagram With Three Outputs and One Input


Figure 6. Block Diagram With Two Outputs and One Input

CHAPTER III

THE SOLUTION APPROACH

### 3.1 Introduction

In the previous chapter, we have shown that determinant $[P]=0$ is the characteristic equation. Hence, to solve our problem, a method for evaluating the determinant and a method for evaluating the roots of the characteristic equation have to be found. For large complicated systems, the [P] matrix will be large with a number of zero elements in it and hence the computer storage and time for evaluating the determinant will be large. In order to reduce computer storage and time, a sparse matrix method has been used to evaluate the determinant. The characteristic equation as obtained by evaluating the determinant of the [P] matrix is complex and is not in polynomial form. To determine the roots of the characteristic equation, Muller's method has been used. In this chapter, the sparse matrix method for evaluating the determinant of the [P] matrix, a brief description of Muller's method, and a brief description of the computer program will be presented.

### 3.2 Evaluation of the Determinant

A computer program has been developed by Key (13) for the solution of large, sparse, unsymmetric systems of linear equations. The program can solve large systems of sparse arrays in core with minimum computer
storage and computer time. It stores only a limited number of zeros in addition to non-zero coefficients.

Key tried several techniques for selecting the pivotal element which would reduce storage and yield reasonable accuracy and computer time. The minimum row-minimum column pivot selector was found to be consistently faster. From an accuracy point of view also, it ranked the best. A slightly modified version of Key's program, called subroutine SPARSE, has been used in the frequency response analysis program developed by the School of Mechanical and Aerospace Engineering, Oklahoma State University (9). A brief description of the program along with the modifications made in it is given below. For a detailed description of this procedure, refer to Appendix B.

Subroutine SPARSE is a linear equation solver which is designed to use a sparse coefficient matrix $A(s)$. It is a modification of the method by Key (13) and it allows the solution of complex equations and the presence of zero terms in the [A] matrix passed to SPARSE.

The actual solution of the compressed equations consists of "NEQN" passes through a loop in the routine. On each pass a pivotal element is chosen as the term at the intersection of the row with the least number of non-zero terms and the column in that row with the least number of non-zero terms. In the case of a tie, the first minimum row (or column) is used for the pivot selection. Before entering the routine, an initial value is assigned to the determinant. Every time a new pivot element is selected, it is multiplied with the previous value of the determinant. A final value for the determinant is obtained when all of the pivot elements are selected.

### 3.3 Solution of the Characteristic Equation

Many methods have been developed for the solution of algebraic equations by an automatic computer. One of the most powerful methods has been developed by Muller (14). It is capable of solving algebraic equations of high degree with complex coefficients in a relatively small number of iterations. A brief description of the method is given below followed by a discussion of the advantages and disadvantages of this method.

Muller's method finds the roots of an algebraic equation by an iterative procedure. Successive iterations towards a particular root are obtained by finding the nearer root of a quadratic whose curve passes through the last three points. The quadratic will, in general, have complex coefficients and complex roots. A detailed description of this method can be found in Appendix $C$.

### 3.4 Advantages and Disadvantages of Muller's Method

The advantages of Muller's method are:

1. Although the method is rather complicated, no evaluation of the derivatives of the function and only one evaluation of the function is required per iteration. This makes it suitable for solving algebraic equations by an automatic computer.
2. The time spent per iteration is less with this process than with iterative schemes which require the calculation of derivatives, whenever the degree of the equation is large.
3. Convergence occurs for most polynomial equations, in spite of
the fact that convergence has only been proved for single and double roots when the process has brought one to the neighborhood of a root.
4. Muller's method has a high speed of convergence. It can solve equations of high degree in a relatively small number of iterations.

The disadvantages of Muller's method are:

1. No general proof of convergence has been obtained for this method, although convergence can be shown to occur whenever the process leads one sufficiently close to a single or double root.
2. As shown in the previous chapter, the characteristic equation to be solved is of the form $1+N 1 / D 1+N 2 / D 2+\ldots N p / D p=0$, where N1/D1, N2/D2, . . . Np/Dp are ratios of polynomials. Muller's method does not converge in this case unless the initial guesses are provided very close to the actual roots. This is due to the fact that the value of the function tends to infinity whenever the root tends towards one of the open-loop poles. Since it is very difficult to provide initial guesses close to the actual roots, especially for complicated systems, the above form of the characteristic equation is premultiplied by the denominators of all the G's, the individual transfer functions. The characteristic equation, premultiplied as above, will have the same roots as the original characteristic equation.

### 3.5 A Brief Description of the Program

The program RTLOC is a general purpose program which can be used to perform root locus analysis. It consists of a main program RTLOC, a complex function subprogram $F(s)$, subroutine SPARSE and subroutine ZANLYT. The main program RTLOC reads the input variables and calls subroutine ZANLYT to solve for the roots of the characteristic equation. The
complex function subprogram $F(s)$ defines the characteristic equation whose roots are to be found by ZANLYT. Subroutine SPARSE is a linear equation solver which has been modified so that it can evaluate the determinant of any matrix. Subroutine ZANLYT is an International Mathematical and Statistical Library (15) subroutine which uses Muller's method to evaluate the roots of the characteristic equation. In addition to the above routines, the user has to write two subprograms, SMCON or AAECON and SMCOEF or AAECOEF. In subroutine SMCOEF or AAECOEF, the user has to define the [P] matrix and in subroutine SMCON or AAECON, the user has to define all the transfer functions.

Users who wish to use the program need to do the following:

1. Develop a matrix system model of the form

$$
P(s) R(s)=Q(s) U(s)
$$

where $R(s)$ is the vector of unknown signals, $Q(s) U(s)$ describes the input to the system, and $P(s)$ describes the system.
2. Code a subroutine SMCOEF or AAECOEF which defines $Q(s)$ and $a$ compressed $\mathrm{P}(\mathrm{s})$.
3. Code a subroutine SMCON or AAECON which defines all the transfer functions.
4. The user has to input the following variables:

EPS - first stopping criterion for ZANLYT (1.0e-7 is a suggested value)

NSIG - second stopping criterion for ZANLYT. A root is accepted if two successive approximations to a given root agree in the first NSIG digits.

KN - the number of known roots which must be stored in $\mathrm{X}(1)$, $X(2) \ldots X(K N)$, prior to entry to ZANLYT.

NGUESS - the number of initial guesses provided.
ITMAX - the maximum number of iterations allowed per root.
L - subscript of the parameters being varied.
M - the number of new roots to be found.
NEQN - the number of equations to be solved.
ZTEST - absolute minimum at which terms are set to zero in SPARSE.

SOMVAL - the final value of the parameter.
$P(L)$ - the initial value of the parameter which is varied.
5. To premultiply the determinant the user has to provide the poles of all the individual transfer functions.
6. All the arrays in the dimension, complex, and integer statements need to be checked for each individual problem. The NROW and NCOL arguments in the call statements for SMCOEF or AAECOEF and ZANLYT have to be changed for each individual problem.

The denominators of the transfer functions can be of any of the following forms.

1. $A s^{2}+B s+C$ where $A, B$, and $C$ may be expressed as constants or in terms of parameter values.
2. $s^{2}+2 \tau w_{n} s+w_{n}$ where $\tau, w_{n}$ may be expressed as constants or in terms of parameter values.
3. $\tau s+1$ where $\tau$ may be a constant or a parameter value.
4. $s+C N$ where $C N$ may be a complex number or a parameter.

On output, $X$ refers to the roots of the characteristic equation, $P$ refers to the parameter value, INFER refers to the number of iterations required per root, and IER provides the error code. A complete listing of the program is provided in Appendix A.

## CHAPTER IV

## ILLUSTRATIVE EXAMPLES

To illustrate the use of the program RTLOC, three examples will be worked in this chapter. Each example will comprise of a block diagram, the system equations, the equations in matrix form, user input, the results, and a brief discussion. Results for the first two are plotted.

### 4.1 Example 1

A block diagram of a third-order system (7) whose root locus is desired is shown in Figure 7.


Figure 7. Block Diagram for Example 1

The system equations are:

$$
\begin{aligned}
& R 1=(U-R 2 G 5-R 3 G 6-R 4) G 1 \\
& R 2=(R 1-R 3) G 2 \\
& R 3=R 2 G 3 \\
& R 4=R 3 G 4
\end{aligned}
$$

The system equations in matrix form are:
$\left[\begin{array}{cccc}\frac{1}{G 1} & G 5 & G 6 & 1 \\ -G 2 & 1 & G 2 & 0 \\ 0 & -G 3 & 1 & 0 \\ 0 & 0 & -G 4 & 1\end{array}\right]\left[\begin{array}{c}R 1 \\ R 2 \\ R 3 \\ R 4\end{array}\right]=\left[\begin{array}{l}1 \\ 0 \\ 0 \\ 0\end{array}\right] u$

The SMCON and SMCOEF listings for this example are given in Appendix $D$.

The poles of the individual transfer functions are:

$$
\begin{aligned}
& \mathrm{AL}(1)=(-1.0,0.0) \\
& \mathrm{AL}(2)=(-2.0,0.0) \\
& \mathrm{AL}(3)=(0.0,0.0)
\end{aligned}
$$

The input variables for this example are given below:

$$
\begin{array}{rlrl}
\text { EPS } & =1.0 \mathrm{E}-7 & \mathrm{M} & =3 \\
\text { NSIG } & =9 & \text { NEQN } & =4 \\
\text { KN } & =0 & \text { ZTEST } & =0.0 \\
\text { NGUESS } & =0 & \text { SOMVAL } & =0.12 \\
\text { ITMAX } & =100 & \mathrm{P}(\mathrm{~L}) & =2048.0 \\
\text { L } & =20 &
\end{array}
$$

$$
1-20
$$

A listing of the output is presented in Table I and a plot of the root locus is presented in Figure 8.

TABLE I
RESULTS FOR EXAMPLE 1

THE ROOTS OF THE EOURTION FOR P(20)=

| $X($ | $1)=$ | -1.5800 | 1.3229 |
| :--- | :--- | ---: | ---: |
| $X($ | $2)=$ | -1.5800 | -1.3229 |
| $X($ | $3)=$ | -1824.0800 | .0080 |

THE ROOTS OF THE EOUPTION FOR P( 28) = $X(1)=1.58001 .3229$
$x(2)=\quad-1.5000 \quad-1.3229$ $X(3)=-256.8000 \quad .8080$
THE ROOTS OF THE ECUPTION FOR P( 20) =

| $X(1)=$ | -1.5800 | 1.3229 |
| :--- | :--- | ---: |
| $X($ | $2)=$ | -1.5808 |
| $X($ | $3)=$ | -64.0808 |

THE ROOTS OF THE ECUATION FOR P( 20) = $X(1)=1.5800 \quad 1.3229$ $X(2)=-1.5800 \quad-1.3229$ $X(3)=\quad-16.8000 \quad .8080$
THE ROOTS OF THE ECLATION FOR P( 20 ): $X(1)=1.5880 \quad 1.3229$ $X(2)=-1.5680 \quad-1.3229$ $X(3)=-4.8800 \quad-.8880$
THE ROOTS OF THE EMARTION FOR P( 20) =

| $x$ | -1.8880 | 0808 |
| :---: | :---: | :---: |
| $x$ | -1.5800 | -1.3229 |

THE ROOTS OF THE EOUATION FOR P(20) $X(1)=\quad-.2580 \quad 0.6880$
$x(2)=1.5600 \quad 1.3229$
$X(3)=-1.5800 \quad-1.3229$
THE ROOTS OF THE EMARTION FOR P(29)= . 1250 ARE

| $X($ | $1)=$ | -.0625 | 0.6820 |
| :--- | :--- | :--- | :--- |
| $X($ | $2)=$ | -1.5808 | 1.3229 |
| $X($ | $3)$ | -1.5808 | -1.3229 |

2848.8680 ARE

### 512.0080 APE

128.8080 ARE
32.8080 ARE
8.8000 ARE
2.8600 APE
.5000 ARE


In the above problem, the complex conjugate poles are insensitive to the gain because of the pole-zero cancellation. It can be seen that one of the roots of the characteristic equation moves along the negative real axis as the gain is varied. The root locus moves through ( $0.0,0.0$ ), $(-1.0,0.0)$, and $(-2.0,0.0)$, which are the poles of $G^{\prime} s$, the individual transfer functions.

### 4.2 Example 2

The block diagram for this problem (7) is shown in Figure 9.


Figure 9. Block Diagram for Example 2

The system equations are:

$$
\begin{aligned}
& R 1=U-R 3 G 6-R 4-\text { R2G5 } \\
& R 2=\text { RTGTG2 } \\
& R 3=\text { R2G3 } \\
& R 4=\text { R3G4 }
\end{aligned}
$$

The system equations in matrix form are:

$$
\left[\begin{array}{cccc}
1 & G 5 & G 6 & 1 \\
-G 1 G 2 & 1 & 0 & 0 \\
0 & -G 3 & 1 & 0 \\
0 & 0 & -G 4 & 1
\end{array}\right]\left[\begin{array}{c}
R 1 \\
R 2 \\
R 3 \\
R 4
\end{array}\right]=\left[\begin{array}{l}
1 \\
0 \\
0 \\
0
\end{array}\right] u
$$

The SMCON and SMCOEF listings for this example are given in Appen$\operatorname{dix} E$.

The poles of the individual transfer functions are:

$$
\begin{aligned}
& \mathrm{AL}(1)=(-8.0,0.0) \\
& \mathrm{AL}(2)=-\mathrm{P}(20) \\
& \mathrm{AL}(3)=(0.0,0.0)
\end{aligned}
$$

The input variables for this example are given below:

$$
\begin{array}{rlrl}
\text { EPS } & =1.0 \mathrm{E}-7 & M & =3 \\
\text { NSIG } & =9 & \text { NEQN } & =4 \\
\text { KN } & =0 & \text { ZTEST } & =0.0 \\
\text { NGUESS } & =0 & \text { SOMVAL } & =0.12 \\
\text { ITMAX } & =100 & P(L) & =512.0 \\
L & =20 &
\end{array}
$$

A listing of the output is presented in Table II and a plot of the root iocus is presented in Figure 10.

In the conventional root locus, the system parameter that is allowed to vary is the gain K. In the above example the effect of varying a parameter other than the gain $K$ on the roots of the characteristic equation has been illustrated.

TABLE II
RESULTS FOR EXAMPLE 2

THE ROOTS OF THE ECUATION FOR P ( 20) =

| X | 1) = | -. 8137 | 0.8880 |
| :---: | :---: | :---: | :---: |
| X | 2)= | -17.0545 | 0.8000 |
| X | 3) = | -511.9318 | 0.8880 |

THE ROOTS OF THE ECUATION FOR $P(20)=$ $X(1)=\quad-.0545 \quad 0.0800$ $X(2)=-17.2442 \quad 0.0200$ X( 3) = $-127.7014 \quad 0.8000$
THE ROOTS OF THE EQUATION FOR P( 20) =
$X(1)=\quad-.2114 \quad 0.8080$
$x(2)=-19.1602 \quad 0.0000$ $X(3)=-29.6284 \quad 0.8000$
THE ROOTS OF THE EQUATION FOR P ( 20) = $X(1)=\quad-.7961 \quad 0.8000$ $X(2)=-12.1019 \quad-2.0673$ $X(3)=\quad-12.1019 \quad 2.8673$
THE ROOTS OF THE EQUATION FOR $P(20)=$
$X(1)=-2.0000 \quad-2.0000$ $X(2)=\quad 2.88000 \quad 2.800$ X( 3) = $-15.8880 \quad .8880$
THE ROOTS OF THE EQUATION FOR P( 20) $=$
$X(1)=-1.1368 \quad-2.5669$
$X(2)=\quad-1.1368 \quad 2.5669$ $X(3)-15.2264 \quad-.8080$
THE ROOTS OF THE EQUATION FOR P $(20)=$
$\left.\begin{array}{llrr}X(1)= & -.9254 & -2.6458 \\ X( & 2\end{array}\right)=2.6458$
512.0600 ARE
128.0060 ARE
32.6000 ARE
8.0080 ARE
2.0800 ARE
. 5800 ARE
.1250 ARE


Figure 10.. Root Locus Plot for Example 2

### 4.3 Example 3

The block diagram for this problem is shown in Figure 11. The poles of the individual transfer functions are defined in subroutine AAECON. The AAECON and AAECOEF listings for this example are given in Appendix F.

The input variables for this example are:

$$
\begin{array}{rlrl}
\text { EPS } & =1.0 \mathrm{E}-7 & \mathrm{M} & =32 \\
\text { NSIG } & =7 & \text { NEQN } & =16 \\
\text { KN } & =0 & \text { Z.TEST } & =0.0 \\
\text { NGUESS } & =0 & \text { SOMVAL } & =870.0 \\
\text { ITMAX } & =1 \varphi 0 & P(L) & =3492.0
\end{array}
$$

A listing of the output is presented in Table III.
This example illustrates the fact that our technique can be used even for very high order systems. The system considered in this example is of order 32, and the effect of varying the various parameters in the system on the roots of the characteristic equation can be clearly seen.


Figure 11. Block Diagram for Example 3

TABLE III
RESULTS OF EXAMPLE 3


THE ROOTS OF THE EQUATION FOR P( 30) = 873.0800 PRE

| $x(1)=$ | -12.6574 | -. 0808 |
| :---: | :---: | :---: |
| $x(2)=$ | -12.5629 | . 8888 |
| $x(3)=$ | -1156.0517 | -1074.9228 |
| $x(4)=$ | -1341.5680 | 1182.8287 |
| $x(5)=$ | -1156.8517 | 1074.9228 |
| $x(6)=$ | -1341.5680 | -1182.8287 |
| $x(7)=$ | -1565.8951 | -2724.8890 |
| $x(8)=$ | -1566.4887 | -2724.1582 |
| $x(9)=$ | -6912.5345 | . 8880 |
| $x(10)=$ | -5570.9118 | -. 0000 |
| $x(11)=$ | -7933.6359 | -6662.1017 |
| $x(12)=$ | -7550.9299 | 6495.4344 |
| $x(13)=$ | -31480.8841 | -. 8889 |
| $x(14)=$ | -31399.9992 | . 8089 |

TABLE III (CONTINUED)

| $x(15)=$ | -1566.4887 | 2724.1588 |
| :---: | :---: | :---: |
| $x(16)=$ | -1565.8951 | 2724.8890 |
| $x(17)=$ | -7550.9299 | -6495.4344 |
| $x(18)=$ | -7930.6359 | 6662.1017 |
| $x(19)=$ | -29258.7881 | -13332.8473 |
| $x(20)=$ | -29263.6009 | -13196.5353 |
| $x(21)=$ | -41888. 1943 | -6846.4394 |
| $x(22)=$ | -41780. 1803 | -6779.9839 |
| $x(23)=$ | -29258.7801 | 13332.8473 |
| $x(24)=$ | -41888. 1943 | 6846.4394 |
| $x(25)=$ | -29263.6809 | 13196.5353 |
| $x(26)=$ | -41780. 1883 | 6779.9839 |
| $x(27)=$ | -58880.5301 | -86682.6806 |
| $x(28)=$ | -58080.5301 | 86682.6806 |
| $x(29)=$ | -50000. 5016 | -06682.6731 |
| $x(30)=$ | -50000. 5016 | 86682.6731 |
| $x(31)=$ | -258000. 8019 | . 8880 |
| $x(32)=$ | -258080.0820 | . 8080 |

## CHAPTER V

## RECOMMENDATIONS AND CONCLUSIONS

A new computer-oriented technique for root-locus analysis has been developed. It is capable of determining the roots of the characteristic equation for systems of high order. The system equations have been represented in the form $[P][R]=[Q][U]$, where $[R]$ is an output vector of dimension 1, [U] is a control input vector of dimension $\mathrm{m},[\mathrm{P}]$ is a 1 x transformation matrix, and [Q] is a 1 xm control gain matrix. It has been shown that when the system is represented in this manner, determinant $[P]=0$ is the characteristic equation. [P] is a function of the Laplace variables, and its determinant is evaluated using a sparse matrix method which reduces computer storage and computer time. The roots of the characteristic equation have been evaluated using Muller's algorithm. One of the main features of this technique is that the characteristic equation need not be in polynomial form. Muller's algorithm is one of the fastest converging algorithms (8) developed so far and it enables the roots of the characteristic equation to be obtained in a relatively small number of iterations.

Although Muller's method is supposed to be capable of solving complex algebraic equations, no general proof of convergence has been obtained for this method so far. It has been found that this method does not converge when there are discontinuities in the characteristic equation unless initial guesses are provided very close to the actual roots.

The effectiveness of this technique will be considerably improved if a method more efficient than Muller's method and which has a definite proof of convergence is developed.
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APPENDIX A

PROGRAM LISTINGS

PROERAM RTLOC (INPUT, OUTPUT-80, TPPES-INPUT, TPPE6=OUTPUT)
C

C

C

C

C

C
C

C

C
EQUIVALENCE (GLOBPL(1),P(1))
READ (5, *)UPS, NSIG, KN, NELESS, ITMPX, L, M, NENY, 1ZTEST, SOMNA, P(L)
C
10 CPLL ZAMLYT (F, EPS, NSIG, KN, MOUESS, M, X, ITMAX, INFER, IER)
PRINT (6, 28)L, P(L)
20 FOPMAT (5X, 33H THE ROOTS OF THE ECUATION FOR P(,I3,2H)=, 1F15.4,4H ARE)

C
DO 40 I-1,M
PRINT (6,30)I, X(I)
30 FORMAT (1区X, $24 \times(, 13,2 H)=,(F 15.4, F 15.4))$
40 CONTINE
C
$P(L)=P(L) / 4.0$
IF(P(L).LT. 50 MNAL$)$ ©O TO 50
© TO 10
50 STOP
END
COMPLEX FUNCTION F(S)
C
COMMON AL(3)
C
COMPLEX S, SS, DETRET, $A(4,4), B(4), R(4), C, X, P L$
C
DIMENSION ICOL (4, 4), IRENT (4), ICENT (4)
C
COMMON /SAME/ ITMAX,L,NECN,ZTEST,M
C
5S-S
$\mathrm{N}=1$
DO 10 I $=1, M$
IF (RERL(S).NE.RERL(PL (I)).AND.AIMAG(S).NE.AIMAG(PL(I)))

```
    100 TO 10
    IF(OPBS(S).EQ.0.0)SS-1.0E-10
    CONTINLE
C MLTIPLY THE DEIERMINANT BY THE DENOMINATORS OF ALL THE
C TRANGTER FUNCTIONS
C
        STOP
    30 F-DETRET
        RETURN
        END
        SUEROUTINE SPARSE (A, R, B, ICOL, NECN, ZTEST, IRENT, ICENT, NROW, NCOL, IER
        1,DETRET)
C
C
C A = MATRIX CONTAINING (NON-ZERO) COEFFICIENTS OF ECLAATIONS
C R - SOUUTION VECTOR
C B = CONSTANT VECTOR FOR ECUATIONS TO BE SOLVED
C ICOL - POSITION OF COEFFICIENTS IN ECUATIONS
C NEON = NMMEER OF EOURTIONS TO EE SOLVED
C ZTEST= ABSOUUTE MINIMMM AT WHICH TERMS APIS SET TO ZERO
C IRENT= WORKING VECTOR OF LENGTH NROW
C ICENT= WORKING VECTOR OF LENGTH NROW
C NROW - MMMER OF ROWS IN A AND ICOL
C NCOL = NUMEER OF COUMNS IN A AND ICOL
C IER = ERROR FLRG
C O-NO ERRORS
                    1 - A IS SINCU_AR
                    2 - NCOL IS TOO SMALL TO ALLOW A SOLUTION
    DETRET-VALUE OF THE DETERMINANT
    DIMENSION A(NROW,NCOL),R(NROW),B(NROW),ICOL(NROW,NCOL),
    1IRENT (NROW), ICENT (NROW)
C
    INTEGER PIVROW,PIVCOL
```

```
C
    RESL XX(2)
C
C
    COPPUEX A,R,B,C,X, DET, DETRET
    ECUIVALENCE (XX(1),X)
C ZZO COUNN ENTRY COUNTER (IF NOT DONE BY CRLLING PRORRM)
C
        DO 5 I=1,NEON
        5 ICENT (I)=0
        NK-NCOL-1
        DO 7O I=1,NEON
C
C REMOVE ZEROS FROM A
C
    DO 40 J=1,NCOL
    10 IF (IOOL(I,J).EQ.0) CO TO 50
    X=A(I, J)
    IF (XX(1).NE.0.0) ©0 TO 40
C
C THE FOLIOWING TEST IS ONLY REOUIRED FOR COMPLEX EOLATIONS
C
C
    IF (XX(2).NE.0.0) ©0 TO 40
C
    IF (J.EQ.NCOL) 60 TO 30
    DO 28 K=J,NK
    ICOL(I,K)=ICOL(I,K+1)
    IF (IOOL(I,K).EQ.8) ©0 TO 10
    20 A(I,K)=A(I,K+1)
    30 ICOL(I,NCOL)=0
    C0 TO 10
    40 CONTINLE
C
C COUNT RON AND COLNNN ENTRIES
C
    50 DO 60 J=1,NCOL
    IC=ICOL(I,J)
    IF (IC.EQ.0) 60 TO 70
    ICENT (IC)=ICENT (IC)+1
    60 CONTINLE
    J=NCOL+1
    70 IRENT(I)-J-1
        DET=(1.0,0.0)
        IF (LOOF (DETRET).NE.0)DET-DETRET
        DO 230 LKJ=1,NEON
C
C SEECT FIRST MIN ROW THEN FIRST MIN COL
```

```
C
C SELECT ROW WITH MINIMM ENTRIES
        IK=1808000
        DO 80 I=1,NEMN
        IR-IRINT(I)
        IF (IR.LE.B.OR.IR.GE.IK) ©O TO 80
        PIVROW-I
        IK=IR
        80 CONTINE
C
C SELECT SMPLLEST RNAILPELE COUUMN FROM PIVRON
C
        IK=1608080
        IR= IRENT (PIVROW)
        DO }90\mathrm{ I=1,IR
        II=ICOL(PIVROW, I 
        IC-ICENT(II)
        IF (IC.LE.B.OR.IC.GE.IK) 60 TO 90
        PIVCOL=II
        IK=IC
        IY=I
        9 0 ~ C O N T I M E ~
C
C END FIRST MIN ROW THEN FIRST MIN COL
C
C
C
    DET DET*A(PIVROW, IY)
    X-1.QM(PIVROW, IY)
    IC=IRENT (PIVROW)
    D0 160 J=1,IC
    100 A(PIVROW, J)=A(PIVROW, J )*X
    A(PIVRON, IY)=1.0
    B(PIVROW)=B(PIVROW)*X
C
C SELECT ROWS THAT CAN BE OPERATED ON
C
    DO 210 I=1,NECN
    IF (ICENT(PIVCOL)-1) 250,220,110
    110 IF (I.EQ.PIVROW) 60 TO 210
    IC= IRES(IRENT (I) )
    DO 120 J=1,IC
    IF (ICOL(I,J).EQ.PIVCOL) 60 TO 130
    128 CONTINE
    CO TO 210
C
C IF YOU CAN GET TO THIS POINT ROW I CONTAINS PIVOTAL COUNN
C
    130C=-A(I,J)
```

```
    B(I)=B(I)+C*B(PIVROW)
    DO 190 JKPI=1,NCOL
    II = ICOL (PIVROW, JKPI )
    IF (II.EQ.8) ©O TO 200
    DO 140 NK=1,IC
    IF (ICOL(I,NK).EQ.II) CO TO 150
    140 CONTINE
C
C ROW I DOES NOT CONTAIN THIS EEMENT - ADD ELEMENT TO ROW I
C
    IC=IC+1
C IF (IC.GT.JCOL) JCOL=IC
    IF (IC.GT.NOOL) ©O TO 260
    A(I, IC) =OMP(PIVROW, JKPI )
    ICOL (I, IC)=II
    ICENT(II)=ICENT(II)+ISIGN(1, ICENT (II ) )
    CO TO 150
C
C ROW I CONTAINS THIS ELMENT - ADD TO IT
C
    150 IF (II.EO.PIVCOL) CO TO 160
        AMIN-AMIN1 (CABS(A(I,NK)),CRBS(A(PIVROW, JKPI )))
        A(I,NK) -A(I,NK)+CMA(PIVROW,JKPI )
C
C TEST THE EEMENT TO SEE IF IT WRS ELIMINATED
C
            IF (COBS(A(I,NK))/AMIN.GT.ZTEST) CO TO 190
    160 ICENT(II)=ICENT(II)-ISICN(1,ICENT(II))
        IF (ICENT(II).EQ.0) 60 TO 250
        IC=IC-1
        IF (IC.EQ.0) 60 TO 250
        IF (NK.GT.IC) CO TO 180
        DO 170 JONK,IC
        A(I,J)=A(I,J+1)
    170 ICOL(I,J)=ICOL(I,J+1)
    180 ICOL(I,IC+1)=0
    190 CONTINLE
    200 IRINT(I)=ISIEN(IC, IRINTT(I))
    210 CONTINES
C
C ELIMINATE PIVROW AND PIVCOL FROM BEING CONSIDERED REAIN
C
    220 IRENT (PIVROW)=-IRENTT (PIVROW)
    230 ICENT(PIVCOL)=-ICENT (PIVCOL)
C
C UNSCRAMELE AND STORE SOUTION IN R
    DO 240 I=1,NEON
    II=ICOL(I,1)
    240 R(II)=B(I)
```

IF (LOOF (DETRET) . NE. Q) DETRET = DET IER-0
© TO 270

## 250 IER=1

IF (LOOF (DETRET) . NE. 日) DETRET = (0.0.0.0)
© TO 278
268 IER=2
C
278 RETLIN
END
MEOR END-OF-FILE 1.

## APPENDIX B

SPARSE MATRIX METHOD FOR EVALUATING THE DETERMINANT

A computer program has been developed by Key (13) for the solution of large, sparse, unsymmetric systems of linear equations. The program can solve large systems of sparse arrays in core with minimum computer storage and computer time. It stores only a limited number of zeros in addition to non-zero coefficients.

Key tried several techniques for selecting the pivotal element which would reduce storage and yield reasonable accuracy and computer time. From this selection, one technique was found to be the best for the test cases tried.

Basically the method is based on three elementary row operations:

1. Interchange of any two rows.
2. Multiplication of a row by a scalar.
3. Addition of a multiple of one row to another row.

To aid in the selection of the pivotal element, two additional arrays are generated. One array contains the number of non-zero elements in each row and the other contains the number of non-zero elements in each column. These arrays are updated each time an element is eliminated or generated, so that the current row and column count are available for pivot selection. The pivot selector determines the pivotal row and pivotal column relative to the full matrix and the actual position in storage of the condensed array.

In subroutine SPARSE, the minimum row-minimum column pivot selection technique is used. In this pivot selection technique, the IRENT array is searched to find the row with the least number of non-zero coefficients that has not been previously selected as the pivotal row. In the event that two or more rows satisfy the above requirements, the row with the smallest row index is selected. Once the pivot row has been established,
the columns that correspond to non-zero elements in the pivotal row are examined to select the column with the least number of entries. This is accomplished by testing selected elements of the ICENT array. In the event that two or more columns contain the same number of elements, the column with the smallest index is selected as the pivotal column.

The program requires the input of three arrays: an array $A$, containing non-zero coefficients of equations; an array $B$, a constant equation for equations to be solved; and an array ICOL containing the position of the coefficients in the equations. The number of columns required for storage must be equal to or greater than the number of entries in the longest row.

Upon entry, the number of non-zero elements in each column and the number of non-zero elements in each row are computed and stored in the ICENT and IRENT arrays, respectively, and the initial value of the determinant is set to one. At this point the initialization is complete and the remainder of the program is contained within three nested loops. The outer loop selects a new pivotal element on each pass. The determinant is obtained by multiplying all the pivotal elements.

Once the pivotal element has been selected, the pivotal row is normalized by dividing the row by the pivotal element. Since the pivotal element is known to be unity after normalization, it is set to one as a precaution against round-off error.

The second loop is entered, which involves a row-by-row search for rows containing elements in the pivotal column. If the number of entries in the pivotal column has been reduced to one entry, there is no need to continue the row-by-row search and the program is branched back to the pivot selector to select a new element. Also, if the pivotal row is
selected in the row-by-row search, all further tests are by-passed and the next row is selected since operations are not permitted on the pivotal row. Finally, the inner loop is a column-by-column search of each row to determine if the row contains the pivotal element. At this point there are three alternatives available:

1. If the column index in the row being searched is less than the pivotal column, it is necessary to continue searching the row.
2. If the column index is greater than the pivotal column, the row does not contain the pivotal column and a new row must be selected.
3. If the column index is equal to the pivotal column, the row contains the pivotal element and the row can be operated on by the pivotal row.

If the conditions of the third alternative are met, the pivotal row is multiplied by the negative of the element in the pivotal column of the row being operated on. Then the two rows are added in a manner that is consistent with the storage scheme. The element being eliminated is simply dropped from consideration by moving all entries to its right one space to the left. All elements remaining in the row are compared to ZTEST to see if any elements other than the element in the pivotal column were eliminated. If so, the row is further compressed to eliminate the zero entry from the row. Finally, the row is tested to see if the row count is zero, which indicates a singularity.

The minimum row-minimum column pivot selector has been found to be consistently faster and eliminates fewer terms than the other pivot selectors tested. From an accuracy point of view also, this pivot selector always ranked among the best.

APPENDIX C

MULLER'S METHOD

Many methods have been deveioped for solving algebraic equations and several of these have been used with automatic computers. One of the most powerful methods has been developed by Muller (14). A description of the method is provided in the following paragraphs.

Each root of any complex algebraic equation is found by an iterative procedure. Successive iterations towards a particular root are obtained by finding the nearer root of a quadratic whose curve passes through the last three points. The quadratic will in general have complex coefficients and complex roots. This solution is accompanied by a variation of the standard quadratic formula.

Let

$$
f(x)=a_{0} x^{n}+a_{1} x^{n-1}+\ldots+a_{n}=0
$$

where the coefficients $a_{0}, a_{1}, \ldots, a_{n}$ are complex numbers. Suppose that $\left(x_{i-2}, f_{i-2}\right),\left(x_{i-1}, f_{i-1}\right)$ and $\left(x_{i}, f_{i}\right)$ are three points on a curve. We can then find a parabola $y=a x^{2}+b x+c$ passing through these points. The equation of the parabola can be written directly.

$$
\begin{aligned}
y= & \frac{\left(x-x_{i-1}\right)\left(x-x_{i}\right)}{\left(x_{i-2}-x_{i-1}\right)\left(x_{i-2}-x_{i}\right)} f_{i-2}+\frac{\left(x-x_{i-2}\right)\left(x-x_{i}\right)}{\left(x_{i-1}-x_{i-2}\right)\left(x_{i-1}-x_{i}\right)} f_{i-1} \\
& +\frac{\left(x-x_{i-2}\right)\left(x-x_{i-1}\right)}{\left(x_{i}-x_{i-2}\right)\left(x_{i}-x_{i-1}\right)} f_{i}
\end{aligned}
$$

This equation is of the second degree and, as is easily found, it is satisfied by the coordinates of the three points. Putting $h=x-x_{i}$, $h_{i}=x_{i}-x_{i-1}, h_{i-1}=x_{i-1}-x_{i-2}$, we obtain

$$
\begin{aligned}
y= & \frac{\left(h+h_{i}\right) h}{-h_{i-1}\left(-h_{i-1}-h_{i}\right)} f_{i-2}+\frac{\left(h+h_{i}+h_{i-1}\right)}{h_{i-1}\left(-h_{i}\right)} f_{i-1} \\
& +\frac{\left(h+h_{i}+h_{i-1}\right)\left(h+h_{i}\right)}{\left(h_{i}+h_{i-1}\right) h_{i}} f_{i}
\end{aligned}
$$

Further introducing $\lambda=h / h_{i}, \lambda_{i}=h_{i} / h_{i-1}$ and $\delta=1+\lambda_{i}$, we get:

$$
\begin{aligned}
y= & \frac{1}{\delta_{i}}\left[\lambda(\lambda+1) \lambda_{i}^{2} f_{i-2}-\lambda\left(\lambda+1+\lambda_{i}^{-1}\right) \lambda_{i} \delta_{i} f_{i-1}\right. \\
& \left.+(\lambda+1)\left(\lambda+1+\lambda_{i}^{-1}\right) \lambda_{i} f_{i}\right] \\
& =\lambda^{2} \delta_{i}^{-1}\left[f_{i-2} \lambda_{i}^{2}-f_{i-1} \lambda_{i} \delta_{i}+f_{i} \lambda_{i}\right] \\
& +\lambda \delta_{i}^{-1}\left[f_{i-2} \lambda_{i}^{2}-f_{i-1} \delta_{i}^{2}+f_{i}\left(\lambda_{i}+\delta_{i}\right)\right]+f_{i}
\end{aligned}
$$

This equation is equated to zero and divided by $f_{i} \lambda^{2}$, and then solved for $1 / \lambda$. With $g_{i}=f_{i-2} 2_{i}^{2}-f_{i-1} \delta_{i}^{2}+f_{i}\left(\lambda_{\mathbf{i}}+\delta_{\mathbf{i}}\right)$, we get

$$
\begin{equation*}
\lambda=\lambda_{i+1}=\frac{-2 f_{i} \delta_{i}}{g_{i}+\sqrt{g_{i}^{2}-4 f_{i} \delta_{i} \lambda_{i}\left[f_{i-2} \lambda_{i}-f_{i-1} \delta_{i}+f_{i}\right]}} \tag{C.1}
\end{equation*}
$$

Since $\lambda=h / h_{i}=\left(x-x_{j}\right) /\left(x_{i}-x_{i-1}\right)$, a small value of $x$ will give a value of $x$ close to $x_{i}$. For this reason the denominator is made as large as possible by choosing the sign accordingly. Hence the result of the extrapolation is

$$
x_{i+1}=x_{i}+\lambda_{i+1} h_{i}=x_{i}+h_{i+1}
$$

This process is conveniently started by making $x_{0}=-1, x_{1}=1$, and $x_{2}=0$, and further by using $a_{n}-a_{n-1}+a_{n+2}$ for $f_{0}, a_{n}+a_{n-1}+a_{n-2}$ for $f_{1}, a_{n}$ for $f_{2}$, that is, $\lambda_{2}=-1 / 2$ and $h_{2}=-1$. This corresponds to the approximation $f \simeq a_{n}+a_{n-1} x+a_{n-2} x$ close to the origin.

A final value of the root $x_{i}$ is taken when $\left|x_{i}-x_{i}-1\right| /\left|x_{i}\right|$ becomes less than some preassigned number. Such a convergence is consistent with the use of floating point arithmetic in the calculation. As a result of this criterion we see that convergence occurs if $x_{i-1}=x_{i}$. This means that before convergence, no two iterative results will be equal. Furthermore, if $x_{i}=x_{i-2}$, we have $\delta_{i}=\left(x_{i}-x_{i-2}\right) /\left(x_{i-1}-x_{i-2}\right)=0$, so $\lambda_{i+1}=0$ and $x_{i+1}=x_{i}$ also giving convergence unless $x_{i}=0$. Thus in normal operation of the process, $x_{i}, x_{i-1}$, and $x_{i-2}$ are distinct.

As each root is found, the function $f(x)$ may be divided by it, thus reducing the degree of the equation by one. The algorithm for this reduction is the commonly used one,

$$
a_{i}^{\prime}=r a_{i-1}+a_{i} \quad(i=0,1,2, \ldots)
$$

where $a_{i}$ is the new coefficient to replace $a_{i}$ and $r$ is the root which has just been found. Errors introduced by this process will be reduced if the roots are eliminated in order of increasing magnitude. By always starting at the point $x=0$, one will tend to find roots roughly in this order.

Muller has proved that there is little to be gained in speed of convergence by fitting a curve of degree higher than two. If the degree of the equation is one, Equation (C.l) is greatly simplified. However, it suffers from a disadvantage if all the coefficients of the original system are real. If one starts from a real point $x$, then all successive iterative results $x$ will also be real and hence only real roots will be found.

APPENDIX D

SUBROUTINE LISTINGS FOR EXAMPLE 1

```
    SUBROUTINE SMCOEF (A, B, ICOL, NEON, NROW,NCOL,S,N,R, DISABR)
C
    IMPLICIT COMPLEX (A-H,O-Z)
C
    DIMENSION GLOBPL(1600)
    COMMON FRGCUL/ GLOBAL,NR,NW,ISTART,METHOD
    REAL GLOBPL
    INTEGER NR,NW, ISTART, METHOD
    DIMENSION P(28)
C
    EQUIVPLENCE (GOBPL(1),P(1))
C
    REPL P
C
    COMPLE: G1,G2,G3,G4,G5,G6
C
    COMMON /SMFPLL/G1,G2,G3,G4,G5,G6
C NO P EQUIVALENCES FOR SM SECONDARY MIRROR MODEL.
C
COMPLEX A(NROW,NCOL),B(NROW),R(NROW)
C
    INTEGER ICOL(NROW,NCOL),DISABR
    ONE=(1.0,0.0)
C
A(1,1)=-G2
A(1,2)=ONE
A(1,3)=GZ
A(1,4)=(0.0,0.0)
A(2,1)=(0.0,0.0)
A(2,2)=-G3
A(2,3)=ONE
A(2,4)=(0.0,0.0)
A(3,1)=(0.0,0.0)
A(3,2)=(0.0,0.0)
A(3,3)=-64
A(3,4)=ONE
A(4,1)=1.0/G1
A(4,2)=G5
A(4,3)=G6
A(4,4)=ONE
B(1)=P(1)
ICOL(1,1)=1
ICOL(1,2)=2
ICOL(1,3)=3
ICOL(1,4)=4
ICOL(2,1)=1
ICOL(2,2)=2
ICOL}(2,3)=
ICOL}(2,4)=
```

$\operatorname{ICO}(3,1)=1$
ICO $(3,2)=2$
ICOL $(3,3)=3$
ICOL $(3,4)=4$
ICOL( 4,1 ) $=1$
$\operatorname{ICO}(4,2)=2$
$\operatorname{ICOL}(4,3)=3$
$\operatorname{ICOL}(4,4)=4$
C
RETURY
END
SUBROUTINE SMCON (S,N)
C
IMPLICIT COMPLEX ( $\mathrm{A}-\mathrm{H}, \mathrm{O}-\mathrm{Z}$ )
DIMENSION GLOBPL (1680)
COMTON PL (3)
COMHON FRRARL/ GLOBPL, NR,NW, ISTRRT,METHOD
REAL GLOBRL
INTEGER NR, NW, ISTART, METHOD
C
DIMENSION P(20)
C
EQUIVALENCE (GLOBRL(1),P(1))
C
REAL $P$
C
COMPLEX G1,G2,G3,G4,G5,G6, RL
C
COMMON /SMFRL/ G1,G2,G3,G4,G5,G6
C
C NO P EQUIVALEYCES FOR SM SECONDPRY MIRROR MODEL.
C
C
DEFINE FUNCTIONS
FIRST ( $Z$ ) $=$ ONE $+S / Z$
$\operatorname{QUAD}(Z, W N)=(S / W N) * * 2+2.0 * 2 * S W N+O N E$
PL(1) $=(-1.0,0.0)$
AL(2) $=(-2.0,0.0)$
$A L(3)=(0.0,0.0)$
$P(1)=0.0$
$P(2)=0.0$
$P(3)=297.0$
$P(4)=5.0$
$P(5)=45.454$
$P(6)=220.26$
$P(7)=3091.0$
$P(8)=.4 E-2$
$P(9)=100.0$
$P(10)=0.75$
$P(11)=12580.0$
$P(12)=0.15125$
$P(13)=12520.0$
$P(14)=0.0$
$P(15)=89.443$
$P(16)=0.22$
$P(17)=2.60$
$P(18)=0.8982$
$P(19)=8164.9$
C
ONE $=(1.0,0.0)$
C
G1-P(20)
G2-2.0/(S+1.0)
G3-1.8(S+2.8)
G4-1.8/S
65-0. 25
66=0.25
C
RETURN
END

## APPENDIX E <br> SUBROUTINE LISTINGS FOR EXAMPLE 2

SUEROUTINE SMCOEF (A, B, ICOL, NENY, NROW, NCOL, S, N, R, DISAER)
IMPLICIT COMPLEX (A-H,O-Z)
C
DIMENSION CLOBRL(1800)
COHFON TRRALL CLOBRL, MR, NW, ISTART, METHOD RISL CLOBPL
INTECES NR, NN, ISTART, METHOD DIMENSION P(20)
C
C
EOUIVALEXCE (CLOBPL(1),P(1))
REAL P
C
COMPLEX 61,E2 63,64,65,66
C
COMHON SMFAL/ 61,62,G3,64,65,66
C
C NO P ECUIVALENCES FOR SM SECONDPRY MIRROR MODEL
C
COMPLEX A(NROW, MCOL), B(NROW),R(NROW)
C
INTECER ICOL(NROW, NCOL), DISABR
ONE (1.0,0.0)
C
$A(1,1)=O N E$
$A(1,2)=65$
$A(1,3)=66$
$A(1,4)=O N E$
$A(2,1)=-61 * 2$
$A(2,2)=O N E$
$A(2,3)=(0.0,0.0)$
$A(2,4)=(0.0,0.0)$
$A(3,1)=(0.0,0.0)$
$A(3,2)=-6$
$A(3,3)=O N E$
$A(3,4)=(0.0,0.0)$
$A(4,1)=(0.0,0.0)$
$A(4,2)=(0.0,0.0)$
$A(4,3)=-64$
$A(4,4)=O N E$
$B(1) \cdot P(1)$
$\operatorname{ICO}(1,1)=1$
ICOL(1,2)=2
ICOL $(1,3)=3$
$1 \mathrm{COL}(1,4)=4$
ICOL $(2,1)=1$
$100(2,2)=2$
$\operatorname{ICO}(2,3)=3$
$\operatorname{ICOL}(2,4)=4$

```
    ICOL(3,1)=1
    ICOL(3,2)=2
    ICOL(3,3)=3
    ICOL}(3,4)=
    ICOL(4,1)=1
    ICOL(4,2)=2
    ICOL}(4,3)=
    ICOL(4,4)=4
C
    RETUPN
EN
SUBROUTINE SMCON (S,N)
C
    IMPLICIT COMPLEX (AH,O-Z)
    DIMENSION CLOBPL(1880)
    COWHON AL(3)
    COHMON FRRALL/ GLOBRL,NR,NW, ISTART,METHOD
    REAL CLOBRL
    INTEGER NR,NW, ISTART,METHOD
C
C
    EOUIYALENCE (CLOBPL(1),P(1))
C
    REAL P
C
    COMPLEX G1,G2,G3,G4,G5,G6,PL
C
    COHMON MSFRLL/G1,G2,G3,G4,G5,G6
C NO P EOUIVRLENCES FOR SM SECONDRRY MIRROR MODEL.
C
C
    DEFINE FUNCTIONS
    FIRST (Z)=ONE+S/Z
    CUPD(Z,WN)=(SWN)**2+2.8*Z*SWNHONE
    PL(1)=(-8.0,0.0)
    AL(2) =-P(20)
    AL(3)=(0.0,0.0)
    P(1)=0.0
    P(2)=0.0
    P(3)=297.0
    P(4)=5.0
    P(5)=45.454
    P(6)=220.26
    P(7)=3091.0
    P(8)=.4E-2
    P(9)=160.0
    P(10)=0.75
    P(11)=12580.0
```

```
    P(12)-0.15125
    P(13)=12580.0
    P(14)=0.0
    P(15)=89.443
    P(16)-0.22
    P(17)=2.60
    P(18)-0.8982
    P(19)=8164.9
C
    ONE=(1.0,0.0)
C
    61-12.8
    C2-5.8/(S+8.0)
    G3-2.0/(S+P(20))
    64-1.0/5
    65-3.8/20.0
    C6-17.8-60.0
C
    RETUPN
    END
```


## APPENDIX F <br> SUBROUTINE LISTINGS FOR EXAMPLE 3

SUBROUTINE APECOEF (A, B, ICOL , NEON, NROW, NCOL , S, N, R)

C
C THIS SUBROUTINE CODED FOR COUPLED
C TWO CHANFL ELECTRICAL AA
C
SYSTEM FOR CYCLE III.
INTEGER ICOL (NROW, NCOL)
COMPLEX A(NROW, NCOL), B(NROW),R(NROW),S
DIMENSION GLOBPL (1888)
COMMON /FRGALL GLOBAL,NR,NW, ISTART, METHOD
REAL GLOBPL
INTEGER NR,NW, ISTART, METHOD
C
DIMENSION P(40)
C

C

C
COMMONAAEFRLL/AK,EK, CA, CE, XKA, XKE, AZMOT, EMOT,AJ,EJ,
1 AOPTG, EOPTG, XG1, XG2, LPF , APACMP, AAECMP , APPP, EPPP, AFBLP, EFBLP,
2 XINTNT,EEQNBP, AEOVBP
C
COMPLEX GI, LPF , AAPACMP, MAECMP, APPP , EPAP , AFBLP , EFBLP, 1 AEOVBP,EEQVBP,XINTNT

```
    A(1,1)=1.
\(\$ \operatorname{ICOL}(1,1)=1\)
```

A $(1,2)=$ PEQNBP*XGG1*POPTG
$\$ \operatorname{ICOL}(1,2)=8$
A $(1,3)=$ PEONBP*XGZ*EOPTG
$\$ \operatorname{ICOL}(1,3)=16$
$A(2,1)=-X I N T N T$ *AAPCMP*\&_PF
$\$ \operatorname{ICOL}(2,1)=1$
$A(2,2)=1$.
s $\operatorname{ICOL}(2,2)=2$
$A(2,3)=-X K$ 人4 4 PFBLP/5 5 ICOL $(2,3)=6$
C
$A(3,1)=-$ AZMOT*PPAP $\quad \$ \operatorname{ICOL}(3,1)=2$
$A(3,2)=1$.
$A(3,3)=A K / S+C A$
$A(4,1)=-(1 . /$ AJ $)$
$A(4,2)=1$.
$A(5,1)=-2.15 * * 2$
$A(5,2)=1$.
$A(6,1)=-1.8 / 5$
$A(6,2)=1$.
$\$ \operatorname{ICOL}(5,1)=4$
$\$ \operatorname{ICOL}(6,1)=4$
$\$ \operatorname{ICOL}(3,2)=3$
$\$ \operatorname{ICOL}(3,3)=6$
$\$ \operatorname{ICOL}(4,1)=3$
$\$ \operatorname{ICOL}(4,2)=4$
$\$ \operatorname{ICOL}(5,2)=5$
$\$ \operatorname{ICOL}(6,2)=6$

C
$A(7,1)=-2 . \quad \$ \operatorname{ICOL}(7,1)=5$
$A(7,2)=1$.
$\$ \operatorname{ICOL}(7,2)=7$
C
$A(8,1)=-X G 1$
$\$ \operatorname{ICO}(8,1)=7$
$A(8,2)=1$.
$A(8,3)=X G 2$
C
$A(9,1)=-X G 2 *$ POPTG*EEQBP
$A(9,2)=1$.
$A(9,3)=\times 61 * E O P T G * E E N B P$
C
A(10,1) =-XINTNT*ARECMP*﹎PF
$A(10,2)=1$.
$A(10,3)=-X X E * E F B L P / S$
C
A(11,1)=-[_MOT*EPAP
$\$ \operatorname{ICOL}(8,2)=8$
$\$ \operatorname{ICOL}(8,3)=15$
$\$ \operatorname{ICO}(9,1)=8$
$\$ \operatorname{ICO}(9,2)-9$
\$ ICOL $(9,3)=16$
$A(11,2)=1$.
$A(11,3)=E K / S+C E$
C
$A(12,1)=-(1 . / E J)$
$A(12,2)=1$.
C
$A(13,1)=-1.0 / 5 * * 2$
$\$ \operatorname{ICOL}(10,1)=9$
$A(13,2)=1$.
C
$A(14,1)=-1.8 / 5$
$\$ \operatorname{ICOL}(10,2)=10$
$\$ \operatorname{ICOL}(10,3)=14$
$\$ \operatorname{ICOL}(11,1)=10$
$\$ \operatorname{ICOL}(11,2)=11$
$\$ \operatorname{ICOL}(11,3)=14$
$\$ \operatorname{ICOL}(12,1)=11$
$\$ \operatorname{ICOL}(12,2)=12$
\$ $\operatorname{ICOL}(13,1)=12$
$\$ \operatorname{ICOL}(13,2)=13$
$A(14,2)=1$.
$A(15,1)=-2$.
$\$ \operatorname{ICOL}(14,1)=12$
$\$ \operatorname{ICOL}(14,2)=14$
C
$A(15,2)=1$.
C
$A(16,1)=-X G 2$
$A(16,2)=-X G 1$
$A(16,3)=1$.
C
RETURN
END
SUBROUTINE APECON (S,N)
C THIS ROUTINE CODED FOR COUPLED ELECTRICAL CYOLE III AA
COMPLEX $S$
DIMENSION GLOBRL (1000)
COMHON FRRGRL/ GLOBRL,NR,NW, ISTART,METHOD
COMMON PL (32)
REAL GOBRL
INTEGER NR,NW, ISTART, METHOD
C
DIMENSION P(40)

```
C
    EQUIVALENCE (GLOBPL(1),P(1))
C
    RERL P
C
    COMMONAAEEALL/AK, EK, CA, CE, XKA, XKE, AZMOT, EMOT,AJ, EJ,
    1 AOPTG, EOPTG, XG1, XGZ, LPF , APAOPP, APEOPP, APAP, EPAP, AFBLP, EFBLP,
    2 XINTNT,EEOVBP,AEQVBP
C
    COMPLEX GI,LPF, PAPAMP, APECMP,APPP, EPAP, AFBLP,EFBLP,
1 AEOVBP,EEOVBP,XINTNT,PL,Q(3)
C
    Q(1)=(-9400.0,0.0)
    Q(2)=(-3142.0,0.0)
    Q(3)=(-188800.0,0.0)
    AL(1)=(Q(1)+(CSCRT (Q(1)**2-4.0*Q(1)*0*2)))/2.0
    AL(2)=CONJG(PL(1))
    AL(3)=AL(1)
    AL(4)=AL(2)
    AL(5)=(Q(2)+(CSCRT (Q(2)**2-4.0*Q(2)**2)))/2.0
    AL(6)=CONJG(PL(5))
    AL(7)=AL(5)
    AL(8)=AL(6)
    AL(9)=(-31400.0,0.0)
    AL(10)=AL(9)
    AL(11)=(Q(3)+(CSCRT (Q(3)**2-4.0*Q(3)**2)))/2.0
    AL(12)=CONJG(PL(11))
    AL(13)=AL(11)
    PL(14)=PL(12)
    PL(15)=(0.0,0.0)
    AL(16)=PL(15)
    AL(17)=RL(16)
    AL(18)=AL(17)
    AL(19)=RL(18)
    AL(20)=AL(19)
    AL(21)=(-31400.0,0.0)
    AL(22)=AL(21)
    AL(23)=AL(22)
    AL(24)=PL(23)
    AL(25)=AL(24)
    AL(26)=AL(25)
    AL(27)=AL(26)
    AL(28)=PL(27)
    AL(29)=(-250000.0,0.0)
    AL(30)=(-31400.0,0.0)
    PL(31)=AL(29)
    AL(32)=AL(30)
    P(34)=(0.0,0.0)
    EPSO=P(34)
    P(36)=(0.0,0.0)
```

```
    ETRO-P(36)
    AK=P(32)
    EK=873.
    CA=1.87
    CE=1.87
    XKA=173.
    XKE=123.
    AZMOT=3.88
    \Xi.MOT=4.34
    AJ=.1
    EJ=. }
    AOPTG=2380.
    EOPTG=2320.
C
    X61 - COS(ETAO)*COS(EPSO)-SIN(ETAO)*SIN(EPSO)
    XG2-COS(ETAO)*SIN(EPSO) +SIN(ETPO)*COS(EPSO)
C
    LPF=2./(S**2/9400.**2+5/9400.+1.)
C
C USE LPF AS POINT TO ADJUST LOOP GAIN
C
    LPF=0.77*_PF
    ARACMP=2.*(S***2/31400. ***2+1.)*(5/754.+1.)
    1/(5**2/31400.**2+2.*5/31400. +1.)/(5/31400.+1.)**2
    AMECMP=1.5*PAPCMP
    APAP=1.5/(S**2/100000.**2+S/160000.+1.)
    EPAP=APPP
    AFBLP=0.99/(S/31480. + 1.) /(S**2/3142.**2+S/3142.+1.)
    EFBLP=AFBLP
    AECNBP=0.9/(S/258800.+1.)/(5/31480.+1.)
    EECNBP-PEQNBP
C
    XINTNT=(S/12.57 + 1.)/(S/12.57)
C
    RETURN
    END
*EOR END-OF-ILE 1.
```
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