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## CHAPTER I

## INTRODUCTION

The development of the simplex method of linear programming and the introduction of digital computers after World War II have contributed inmeasurably to the research that has been done on the 'scheduling problem.' The 'scheduling problem' refers to the determination of an optimum schedule for the job shop type of operation in which each part requires a number of operations to be performed by several machines with certain sequential limitations. Although the problem appears to be rather trivial, no reasonable, economical, exact method of solution has appeared at this time due to the combinatorial aspects of the problem.

Various assumptions have generally been made to facilitate mathematical development of solutions, and in most cases these restrictions require that a machine does only one operation at a time, that not more than one operation be performed on a specific part by the same machine, and that all parts require operations by all machines. With these restrictions the total number of possible schedules which would
require calculation in order to find the minimum overall time (the normal optimizing objective) is ( $n!)^{m}$, where $n$ equals the number of parts and $m$ equals the number of machines. For a simpie 4 machine by 8 part schedule ( $8!)^{4}$ yields more than $2.63 \times 10^{18}$ combinations. This represents a considerable work load for the fastest of computers. If each schedule could be derived in a nano-second (10-9), it would take one computer, working 24 hours per day, 85 years to complete the enumeration. By comparison, a set of four linear equations in eight unknowns has only $\frac{8!}{4!4!}=70$ possible solutions, and it should be remembered that linear programming did not become of interest until Dantzig was able to find a method which would reduce the order of magnitude of this combinatorial problem.

In order to show the approaches that previous researchers have developed so that the magnitude of the problem may be appreciated, and so that indirect contributions of the past may be gratefully acknowledged, a chronological history is included in the next chapter. The approaches to solving this problem run the gauntlet irom non-mathematical simulation to the development of new mathematics. Most of the researchers have approached the 'scheduling problem' from a mathematical point of view, and although the problem is much better formulated than before, it is still an unresolved mathematical problem. Industrial engineers and production control personnel have been empirically solving a similar problem
for many years and may continue to do so for many more before mathematics develops a feasible, computable, exact solution. It is the writer's premise that we have enough mathematical techniques at this time to assist the personnel responsible for scheduling in optimizing their operations.

This dissertation is the result of research on the 'scheduling problem' in which "empirical" parameters have been established which can be used both as control limits and as additional constraints in linear programining solutions of related scheduling problems.

## CHAPTER II

## ORIGIN OF SCHEDULING ALGORITHMS

A simple example of 2 machines and 3 parts which gives rise to $(3:)^{2}=36$ possible schedules will be used to illustrate some of the previous researchers' approaches to solving the 'scheduling problem.'

Let the parts be designated $A, B$, and $C$ and the machines 1 and 2. Job $A_{1}$ will mean that part $A$ is being processed on machine 1 and so on. Since several algord.thmin are only applicable for the cases when all jobs are processed in the same order, the following matrix which consists of times to perform the operations represented by the row-column indices assumes that a sequential relationship $X_{1}$ precedes $X_{2}$ for all parts.

Mach. 1 Mach. 2

| Part A |
| :--- | :--- |
| Part B |
| Part C |\(\quad\left[\begin{array}{ll}4 \& 6 <br>

5 \& 3 <br>
7 \& 6\end{array}\right]=T_{1 j}\)

First, all 36 schedules will be shown from a precedence relationship, and then each schedule will be evaluated to determine the tctal time of the minimum schedule. Many of the schedules are obviously non-optimum and any successful
algorithm must be able to eliminate them. With the limitation of scheduling all parts in the same order, only schedules designated with * need to be calculated.
(1)* (2) (3) (4)
(5)
(6) (7)
(8)* (9) (10)

Mach. 1 ABC $A C B$ BAC $B C A \quad C A B \quad C B A \quad A B C \quad A C B ~ B A C \quad B C A$
Mach. 2 ABC $A B C$ ABC ABC ABC ABC ACB ACB ACB ACB (11) (12) (13) (14) (15)*(16) (17) (18) (19) (20)

Mach. 1 CAB CBA ABC ACB BAC BCA CAB CBA ABC ACB
Mach. 2 ACB ACB BAC BAC BAC BAC BAC BAC BCA BCA (21) (22)*(23) (24) (25) (26) (27) (28) (29)*(30)

Mach. 1 BAC BCA CAB CBA ABC ACB BAC BCA CAB CBA
Mach. 2 BCA BCA BCA BCA CAB CAB CAB CAB CAB CAB (31) (32) (33) (34) (35) (36)*

Mach. 1 ABC $A C B$ BAC BCA CAB CBA
Mach. 2 CBA CBA CBA CBA CBA CBA
By substituting in the time values from the $T_{i j}$ matrix completion times for each schedule may be calculated as follows: For schedule (1)

Mach. $4+5+7=16$
Mach. $2 * 4+6+3+3 *+6=22$

* Designates idle time that Mach. 2 waits for Mach. 1 for its next part.

Values for all 36 schedules are given below:
Sched. Time Sched. Time Sched. Time Sched. Time

1. 22 10. 31 19. 28 28. 27
2. 27 11. 26 20. 31 29. 22
3. 24 12. 31 21. 28 30. 22

6
Sched. Time Sched. Time Sched. Time Sched. Time
4. 31 13. 24 22. 24 31. 31
5. 26 14. 31 23. 31 32. 26
6. 31 15. 22 24. 27 33. 31
7. 25 16. 28 25. 31 34. 27
8. 20 17. 31 26. 26 35. 25
9. 25 18. 28 27. 31 36. 22

A summary of the results reveals a point. which has been substantiated in large scale simulations of larger schedules by Heller (1), that there are considerably fewer different times than there are schedules.
Time Frequency
20 I

225
243
253
$26 \quad 4$
$27 \quad 4$
$28 \quad 4$
$31 \quad \underline{12}$
36
One of the earliest algoritrms to find the schedule which takes the least time was developed by S. M. Johnson (2). The solution is very restrictive as it is limited to two machines, and all parts must be processed in the same order, the second operation on the part immediately following the first. The steps in the algorithm are:

1. Select the smallest time required to perform an operation.
2. If the smallest time is on machine l, scheduie it first; if the smallest time is on machine 2 , schedule it last.
3. Delete fobs already scheduled and repeat steps 1 and 2 until all jobs are scheduled.

From the sample problem:
Mach. 1 Mach. 2

| Part A | 4 | 6 |
| :--- | :--- | :--- |
| Part B | 5 | 3 |
| Part C | 7 | 6 |

Since 3 is the smallest time and is on machine 2 , schedule Part $B$ last. 4 is the next smallest and on machine 1 , therefore schedule Part A first. Part $C$ is then scheduled in between. Completion of the algorithm yields a schedule

| Machine 1 | ACB | $T_{1}=4+7+5=16$ |
| :--- | :--- | :--- |
| Machine 2 | ACB | $T_{2}=* 4+6+* 1+6+3=20$ |

The above solution agrees with the solution found by evaluating all possible schedules, and it certainly is much more easily performed. Although this method is a great improvement over trial and error methods, it is too restrictive, and this type of algorithm can not be extended to a more general case without making unrealistic assumptions.

In addition to Johnson, L. G. Mitten (3) has also developed the mathematics for sequencing $n$ parts on two machines. While the results of these researchers are not very
useful, directly, their beginning approaches may well have been the basis or impetus for the later work which has been done in this field.

The next technique to be presented was the processing of 2 jobs on $N$ machines. Here also, each job was processed by each machine although the sequences for the products need not be the same. This method of Akers and Friedman (4) establishes a set of $2^{N}$ possible schedules. This set is without regard to the technological orderings of the sequences that each part must follow, and the second step eliminates these unsatisfactory schedules. From the remaining group there are certain schedules which are obviously non-optimum and they are eliminated by a series of rules. The final sub-set of schedules is evaluated by Gantt Chart methods to determine the shortest processing time. Again, this particular technique is limited, but it marks progress as it uses precedence relationships and inductive logic to reduce the combinatorial problem to a manageable set of schedules.

Since the combinatorial problem was so formidable, some researchers, notably A. J Rowe, (5), J. R. Jackson (6) and R. L. Sisson (7) developed simulation models of the production process. The objective of the simulation models was to gain insight of the effect of various rules for determining priority of scheduling each machine. Later, Conway, Johnson and Maxwell (8) made further investigations into priority dispatching rules. The results of these investigations have been helpful in identifying conditions which
mathematical models must include and the results aiso provide a basis for decision in the later sampling experiments of Giffler and Thompson (9) and Heller (1). The simulation models are not applicable to operating conditions but are research tools which help to develop better heuristic scheduling rules.

While dynamic programming and integer linear programming methods have been applied to the scheduling problem by Bellman (10), Story and Wagner (11, Chapter 14), the larger problems are not computationally feasible. Wagner and Story are hopeful that the integer linear programming method can be modified to more rapidly approach the optimum solution, and when this is accomplished a possible solution to the problem may exist.

Several researchers have made unusual approaches to the 'scheduling problem,' but in spite of rather elegant mathematics they do not appear to offer workable algorithms. Salveson (12) has proposed a variation of the Ganti chart method and Reinitz (11, Chapter 5) has applied Markov theory and dynamic programming to this problem. Giffler (11, Chapters 3 and 4) has made two significant contributions in this area. The first is in the development of a mathematical theory of scheduling which should help the mathematicians working on the problem from a theoretical point of view. Secondly, using a Gan $t$ chart approach, Giffler has developed an algorithm which will generate feasible schedules. By eliminating schedules which are known to ve non-feasible, the combinatorial
set of all possible schedules is significantly reduced. The algorithm in itself does not select an optimum schedule, but only a set of schedules which will contain the optimum. Sampling is then required to find a pseudo-optimum ${ }^{1}$ schedule since it is still impossible to calculate all of the subset of schedules. Recently, (1964) Hardgrave and Nemhauser (13) developed a proof for a graphical method of determining the span of a scheciule. They illustrate the method for two and three dimensions (one dimension for each part) and generailze their proof for $n$ dimensional space. The two dimensional method was previously reported in Saiseni et al.(14) without proof. A computer method to solve the $n$ dimensional case would be similar to Giffler's algerithm and since it also expands factorially it is not practical for calculating the minimum schedule.

Working from a different; approach, Heller (15) has devised an algorithm which also generates schedules. By use of a sampling technique it is also possible to generate a pseudo-optimum schedule. Since the algorithm of Heller was easier to program and produced schedules faster than Gifflers, it is the method that this researcher has used in gathering data for the statistical parameters used as control limits. Although Giffler's algorithm could have been used, Heller indicated that his experiments were more economical of
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computer time and for that reason were followed. A full discussion of Heller's method is described in the next chapter.

THE HELIER SCHEDULING ALGORITHM

The fact that a practical algorithm for solving sequencing problems had not been developed (1959) led Heller (16) to approach the problem from a combination of sampling and simulation techniques. The procedure to follow in determining pseudo-optimum schedules is to generate a number of possible schedules and then to take the one with the minimum time. After developing an algorithm to generate schedules, Heller made many experimental computer runs which led to a better understanding of the 'scheduling problem.' Those results which were useful in developing the computer program used to generate data for this dissertation will be covered at the end of this chapter.

The algorithm which was developed by Heller is a significant contribution to this area and it has its theoretical basis in linear graph theory. The explanation in this chapter is a simplified version of Heller's algorithm; for a complete development, see (16, 17).

The example of chapter 2 will be used to illustrate the algorithm. The modification of the algorithm does not require a fixed sequencing order for the parts and in the
original development, a part may return to the same machine for subsequent operations. A three digit code is used to designate each operation. The first digit represents the machine, the second represents the part and the third designates the operation sequence number for the part. If $A, B$, $C$, of the example is replaced by $1,2,3$, the number (112) represents the operation performed on part 1 by machine 1 and it is the second operation performed on the part. Figure 1 shows the three example jobs with times indicated next to the circles.


Fig. I. Simple linear graphs
A more complex job is shown in Figure 2 and it represents the case where sequence is not completely restricted and where a machine can perform more than one operation on a part. This example is more general than the model used to generate data for this dissertation. In Figure 2 operations (111) and (212) are independent and can be performed at any time. Operation (313) cannot begin until both operation (212) and (1il) are complete. Operation (214) can be done after
(111) is complete and (415) cannot begin until both (313) and (214) are finished. Operation (116) follows completion of (415). Note that operations 1 and 6 are on machine 1 while operations 2 and 4 are on machine 2.


Fig. 2. General linear graph

In terms of graph theory, the directed branches of these linear graphs will indicate precedence relations of the jobs through the machines and the circled operations numbers will be designated as nodes. In figure 1, operation (111) is followed (covered in graph theory terminology) by node (212) or (111) $\rightarrow$ (212). Figures 1 and 2 indicate the technological orderings of the various jobs (parts). The designation of an operation by Heller is slightly different than the one used in this paper and the apparent redundancy of including the operation number in the operation designation is compensated for by the facility of handing the data on the computer.

First, let us develop the method for determining the time required to produce art such as the one shown in
figure 2. If we call $t_{m j o}$ the processing time of node (mjo), Where $m$ designates the machine number, $j$ designates the job (part) number and 0 designates operation number, then the total time required up to and including node (mjo) is given by $T(m j 0)=\underset{\left(m^{\prime} j^{\prime} o^{\prime}\right) \rightarrow(m j o)}{T\left(j^{\prime} 0^{\prime}\right)}+t_{m j o}$ where the primes indicate the nodes and time up to and including previous node (i.e. all nodes which cover node (mjo)). Unless otherwise stated, we will assume that all operations are processed as soon as ordering constraints are met. Since, in figure 2 , operation (Ill) and ( 212 ) do not cover (follow) any other node, we will give them a starting time of zero. Consequently $\mathrm{T}(111)=$ $t_{111}=3$ and $T(212)=t_{212}=6$.
$T(313)=\max \{T(111), T(212)\}+t_{313}$
$T(313)=T(212)+t_{313}=6+5=11$
$T(214)=T(111)+t_{214}=3+9=12$
$T(415)=\max \{T(214), T(313)\}+t_{415}$
$T(415)=T(313)+t_{415}=12+4=16$
$T(116)=T(415)+t_{116}=16+7=23$
In the above calculations we only considered the technological orderings of each part, and it is possible that the schedule generated is not feasible due to machine interference. In figure 3 a schedule graph of the part in figure 2 is shown. While the time values generated for the schedule in figure 3 take into account the coverings of the nodes, they have not considered the availability of the machines and $T(214) \neq T(111)+t_{214}$ since machine 2 is still operating on (212) when (111) is completed. Hence, in order
to include both the technological ordering and the elimination of simultaneous scheduling of more than one part on the same machine, an additional constraint is added to the solution.
$T(m j 0)=\max _{\left(m^{\prime} j^{\prime} 0^{\prime}\right)}\left\{\underset{\left(m^{\prime} j^{\prime} n^{\prime}\right)}{\longrightarrow}(m j 0), T\left(\sum m_{i}^{\prime}\right)\right\} \quad+t_{m j 0}$ where $T\left(\sum m_{1}^{\prime}\right)$ equals the sum of all operating time previously assigned to machine $m_{1}$.


Fig. 3. Schedule graph of Fig. 2.
Since the example of Chapter 2 will be used to demonstrate the algorithm, one possible schedule is shown in figure 4.


Fig. 4. Schedule graph of Fig. 1.
Neither Gannt charts nor Iinear graphs. lend themselves to computational methods by a digital computer, therefore some method must be developed to transform the information on a graph into information usable by the digital
computer. The algorithm developed by Heller makes use of the notion of a "table of coverings" which is a list that includes all the necessary precedence relations. Figure 5 is a "table of coverings" of the example problem. Each node requires one line in the table, and the columns are as follows:

Column 1: node designation (mjo)
Column 2: nodes covering given node in technological ordering (maj oO) $\quad C_{2}$
Column 3: number of nodes covered by
(moo) in item 2
Column 4: processing time, $t_{m j o}$
Column 5: starting time of node (moo)
Column 6: finish time of node (mjo) $C_{6}$
Although the algorithm can be followed with each line In an unordered sequence, computer programing is greatly facilitated when the list is ordered on Column $C_{1}$ by machine number and by part number as indicated in figure 5. Note that the linear graphs of technological orderings, figure 1 , can be reproduced from the list. For example: node (111) of $C_{1}$ is followed by (211) of $C_{2}$, and no operation precedes node (111) since $C_{3}=0$. Node (212) of $C_{1}$ is the last operation on part 1 since $C_{2}=0$, but one operation precedes (212) as indicated by $C_{3}=1$.

The first step in the algorithm is to select the operation which will be performed first and to designate the initial start time. Zero is a convenient start time and for a first operation one can choose any node which does not cover
another. A zero in $C_{3}$ indicates a possible starting place. In the example there are three zeros in $C_{3}$ at time zero and any random method or any priority scheduling rule may be used to determine the start. In a more generalized problem, there may be at least one zero for most machines and some method of selecting order of machines should also be determined to allow for all possible feasible schedules to have equal probability of selection.

| $c_{1}$ | $c_{2}$ | $c_{3}$ | $c_{4}$ | $c_{5}$ | $c_{6}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 111 | 211 | 0 | 4 |  |  |
| 121 | 222 | 0 | 5 |  |  |
| 131 | 232 | 0 | 7 |  |  |
| 212 | 0 | 1 | 6 |  |  |
| 222 | 0 | 1 | 3 |  |  |
| 232 | 0 | 1 | 6 |  |  |

Fig. 5. Initial table of coverings
With the selection of the initial operation node, the start time (equals zero) is placed in $C_{5}$ and $T(m j o)=$ ${ }^{t_{m j o}}$ is placed in column $C_{6}$. To denote that the node has been already scheduled, $C_{3}$ is coded, a -1 being one designation which is convenient for computer operations. Next, Column $C_{2}$ is checked for subsequent operation. If it is zero, there is no following operation. If there is a node designation, the line containing the node in $C_{1}$ is altered as follows: The number of preceding operations, which is
the content of $C_{3}$, is reduced by 1 unit. (In this research project strict sequencing was followed and $C_{3}$ initially is either 1 or 0. ) When the value of $C_{3}$ is changed to zero the node is ready for scheduling. Next the start column $C_{5}$ is checked for any technological ordering requirements. If the value of $C_{5}$ for ( mjo ) is less than the value of $C_{6}$ for ( $\mathrm{m}^{\prime} \mathrm{jo}$ ), where the primes designate preceding nodes already scheduled, a tentative start time equal to the value in $C_{6}$ of (m'jo') is placed in $\mathrm{C}_{5}$ of line ( mjo ).

The results of the above operations are indicated in Figure 6 where node (111) was chosen as the starting point of the schedule.

| $c_{1}$ | $c_{2}$ | $c_{3}$ | $c_{4}$ | $c_{5}$ | $c_{6}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 111 | 212 | $6-1$ | 4 | 0 | 4 |
| 121 | 222 | 0 | 5 |  |  |
| 131 | 232 | 0 | 7 |  |  |
| 212 | 0 | $\neq 0$ | 6 | 4 |  |
| 222 | 0 | 1 | 3 |  |  |
| 232 | 0 | 1 | 6 |  |  |

Fig. 6. Table of coverings after first cycle
The scheduling algorithm only guarantees generating feasible schedules without regard to optimization of time. Therefore the second node to be scheduled may be any node which has $C_{3}=0$. Experience with this algorithm and with pure simulation indicate priority rules which should be
followed if overall schedule time is to be minimized. In this simple example we required operation 2 to immediately follow operation $I$, so we must find a node (mjo) where $f=$ $j^{\prime}$ and $0=0 '+1 .(212)$ is such a node and $C_{3}=0$ so we will schedule it next. Since this is the first operation on machine 2 , we need not be concerned with the machine load and the time for the finish of (212) will equal $C_{5}+C_{4}$ or $6+4=10$. The value in $C_{3}$ of line (212) is reduced by $I$ to -1 . Since $C_{2}$ equals zero, there is no operation covering (212). Figure 7 shows the results of scheduling node (212).

| $C_{1}$ | $C_{2}$ | $c_{3}$ | $c_{4}$ | $c_{5}$ | $c_{6}$ |
| :---: | :---: | :--- | :---: | :---: | :---: |
| 111 | 212 | $\varnothing-1$ | 4 | 0 | 4 |
| 121 | 222 | 0 | 5 |  |  |
| 131 | 232 | 0 | 7 |  |  |
| 212 | 0 | $\not \not \varnothing \varnothing-1$ | 6 | 4 | 10 |
| 222 | 0 | 1 | 3 |  |  |
| 232 | 0 | 1 | 6 |  |  |

Fig. 7. Table of coverings after node (212) scheduled

For the next step we will choose node (121). Since machine 1 has been scheduled, it cannot be used for another operation until time equaling maximum $T\left(m j^{\prime} 0^{\prime}\right), C_{6}$, has elapsed. This is 4 and therefore the start of (121) is 4 which is placed in $C_{5} ; T(m j o)=C_{4}+C_{5}=9$ which is placed in $C_{6} . C_{2}$ indicates that (222) follows and the 1 in $C_{3}$ must
be reduced by 1 . The finish time of (i21) is placed in $C_{5}$ of node (222) if it is greater than the value already there. The val:ue in $C_{3}$ is also reduced by 1 . The start value of 9 indicates when the previous operations on part 2 will be complete. However, the' 10 in $C_{6}$ of line (212) indicates that machine 2 will not be released until time 10, so the start time is set equal to 10 , the maximum of the technological ordering and machine availability. $T(212)=C_{4}+C_{5} \bar{\sim} 13$, which is placed in $C_{6}$. Figure 8 shows the result of the above scheduling and figure 9 shows a completed schedule.

| $c_{1}$ | $c_{2}$ | $c_{3}$ | $c_{4}$ | $c_{5}$ | $c_{6}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 111 | 212 | $\varnothing-1$ | 4 | 0 | 4 |
| 121 | 222 | $\varnothing-1$ | 5 | 4 | 9 |
| 131 | 232 | 0 | 7 |  |  |
| 212 | 0 | $\not \not \varnothing-1$ | 6 | 4 | 10 |
| 222 | 0 | $\not \not \varnothing-1$ | 3 | $\varnothing 10$ | 13 |
| 232 | 0 | 1 | 6 |  |  |

Fig. 8. Table of coverings after node (222) scheduled

The sample schedule generated by the algorithm is not the optimum as 20 was determined to be minimum time. With the restrictions placed on the sample, there are only six possible schedules and all six could be evaluated and the minimum selected. With large problems the number of possible schedules becomes too large for complete enumeration and a sampling scheme is required (18).

| $\mathrm{C}_{1}$ | $\mathrm{C}_{2}$ | $\mathrm{C}_{3}$ | $\mathrm{c}_{4}$ | $\mathrm{c}_{5}$ | $\mathrm{c}_{6}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 111 | 212 | $\varnothing-1$ | 4 | 0 | 4 |
| 121 | 222 | $\varnothing-1$ | 5 | 4 | 9 |
| 131 | 232 | $\varnothing-1$ | 7 | 9 | 16 |
| 212 | 0 | $\not \subset \varnothing-1$ | 6 | 4 | 10 |
| 222 | 0 | $\not \subset \varnothing-1$ | 3 | $\ngtr 10$ | 13 |
| 232 | 0 | $\not 7 \varnothing-1$ | 6 | 16 | 22 |

Fig. 9. Table of coverings for completed schedule

A restatement of the steps in the algorithm is as follows:

1) Select one of the nodes $\left(\mathrm{m}^{0} \mathrm{j}^{\circ} 0^{\circ}\right)$ which has $\mathrm{C}_{3}=0$.
2) Let $C_{5}=\max \left\{\max _{\mathrm{j}, \mathrm{o}} \mathrm{C}_{6}\left(\mathrm{~m}^{\circ} \mathrm{j} 0\right), \mathrm{C}_{5}\left(\mathrm{~m}^{\circ} \mathrm{j}^{\circ} \mathrm{o}^{\circ}\right)\right\}$
3) $\operatorname{set} C_{3}\left(m^{\circ} \mathrm{j}^{\circ}{ }^{\circ}\right) \stackrel{=1}{=}-1$
4) Compute $C_{6}\left(m^{\circ} j^{\circ} 0^{\circ}\right)=C_{4}\left(m^{\circ} j^{\circ} 0^{\circ}\right)+C_{5}\left(m^{\circ} j^{\circ} 0^{\circ}\right)$
5) If node $c_{2}\left(m j^{\circ} \mathrm{o}\right)=0$, replitce $C_{3}\left(m j^{\circ} 0\right)$ by $C_{3}\left(m j^{\circ} 0\right)-1$ and replace $C_{5}\left(\mathrm{mj}^{\circ} \mathrm{O}\right)$ by $\max \left\{\mathrm{C}_{5}\left(\mathrm{mj}^{\circ} \mathrm{O}\right), \mathrm{C}_{6}\left(\mathrm{~m}^{\circ} \mathrm{j}^{\circ} 0^{\circ}\right)\right\}$
6) Repeat steps 1 to 5 until all entries in $C_{3}$ are -1 . Heller has made a large rumber of computer runs with this algorithm and has found that best results are obtained when jobs are scheduled on a "first come first served basis." His results showed that sample ainimum schedule time was less with this rule, was reached with a smaller sample and had the smallest variance. Therefore, in the computer progran used to generate data for this report, parts were scheduled to machines in random order and the part which had arrived the
earliest (smallest $C_{5}$ value), was scheduled first. In case of ties, a pseudo-random number generator routine was used to select which one of the smallest would go first. A flow chart and a Fortran listing of the program are shown in the Appendix.

## CHAPTER IV

## THE CONTROL LIMIT HYPOTHESIS

A review of the mathematical complexities involved in the 'scheduling problem' indicates that any eventual satisfactory solution will still be expensive to program on the computer. The question that immediately comes to mind is, how practical would such a method be in the normal industrial world? Does industrial engineering and production control require such an elaborate procedure, or how would they use it If they had it today? Of course, our industry is made up of many independent segments, and while some might use the algorithm, it would appear to be 000 refined for present day scheduling problems.

In a very humorous introductory chapter to Industrial Scheduling (11), William F. Pounds reveals the difficulties that he had in trying to discover the 'scheduling problem' in industry. The scheduling personnel knew of no problem!

There are several problems that play havoc with the scheduling procedures and which would certainiy place so many restrictions on a perfected optimum scheduling algorithm that the refinements would be lost and the presumed additional expenses unjustified. Some of the items which cause most of
the problems in a scheduling environment are: (1) lack of raw materials at time part should be scheduled, (2) lack of tooling, (3) machine breakdowns, (4) sales pressure with priority orders, (5) delaying engineering changes, and (6) lack of man power.

There are already companies that use computers for scheduling day to day production as well as for making general overall plans. These scheduling programs take into account the most recent information regarding raw materials, tooling, man power, sales priorities, engineering changes, and production assembly work load. (19, 20) These programs approach optimum for the conditions and time cycle under which they perform. They certainly cannot optimize to the degree that a deterministic optimized algorithm can, but the production process is dynamic and not deterministic, and adding a stochastic environment to the visualized optimizing algorithm again limits the feasibility of computability.

The question ence more arises, what would management like and/or use along the line of optimum scheduling? There may be as many answers as there are managements, but this researcher has set out to establish an optimizing procedure which many managements could use, which does not require a large scale computer, and which offers flexibility. This procedure is based on the familiar control limit concepts which are used in a variety of applications by almost all forms of industrial enterprise.

The parameters developed for the control limits can
be utiiized for three purposes. First, they can be used in pre-planning since they can give the time interval for which various schedules should be completed if performed in a nearoptimum time. Secondly, they can be used as a performance rating of completed schedules. Thirdly, they can be used as constraints in preliminary planning with linear programming optimization.

In the research conducted, the schedules were all based on products which had normally distributed operation times with mean of 50 and variance of 100 (21). In order to eliminate further bias in the selection of schedules to be used, a computer program was written to generate the input data for the scheduling runs. A pseudo-random number generator routine was used to assign operation numbers to each node and to assign times for each operation. A flow diagram and a Fortran listing of the program are included in the Appendix.

Unless further research and/or experience with control limits prove otherwise, each company making use of this technique will analyse its production mix to establish parameters. Once the company parameters have been established, the control limits may be readily calculated from the data normally available for preparing schedules, i.e., number of parts, number of operations, number of machines, and hours per part, per operation and per machine. Cost is excluded from this control limit since it is assumed that the initial assignment of machines for the various operations has been
made by optimization of a cost function through linear programming techniques.

A common present day method of evaluating industrial performance is to calculate percent machine utilization and percent of standard performance. The calculations give management an indication of how well a production unit is producing without any indication of losses due to scheduling interferences. While most planning and some evaluation take sequencing delays into account in the form of loading percenta.ges, there has been little work done to provide more exacting criteria for management evaluation of operations. With todays utilization of computers for production planning and control, more exacting methods are required for optimization.

The simulation experiments performed for this report indicate that strong linearity exists between normal scheduling input parameters and pseudo-minimum schedule time. It is anticipated that the industrial data will provide a similar relationship. By analysing the industrial data in the manner explained in Chapter $V I$, an estimating function can be developed which will establish a limit for the overall shop activity based on input parameters.

## ANALYSIS OF EXPERIMENTAL DATA

The experiment consisted of using a modification of the Heller scheduling algorithm (see Appendix A) to determine the minimum schedule for a large number of $m \times n$ schedules. A formal statistical design was not utilized since the available computer was uneconomical for this type of simulation. As a consequence, the experiment could not be replicated, could not extend to as large schedules as desired and the number of samples to determine a pseudo-minimum was less than the optimum previously determined by both Heller (1) and Giffler, et al. (11, Chapter 3).

Figure 10 shows the number and size of the schedules which were generated. The initial plans to keep within a 10 $x 10$ were expanded so that more data would be available at the higher end of the scale. The experiment was designed to verify a hypothesis, namely that there is a pattern in the set of minimum schedules which could provide a method of estimation of the expected minimum schedule which would be simpler to calculate than using a scheduling algorithm. For this reason a series of $2 \times n$ schedules were generated using the input data program (see Appendix A) and times from a
normal distribution in hopes of getting a relationship dependent upon number of parts with number of machines fixed.

| Number of Parts | Number of Machines |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| 4 | X |  |  |  |  |  |  |  |  |
| 5 | x | x |  | x |  |  |  |  |  |
| 6 | X |  |  |  |  |  |  |  |  |
| 7 | x | x | x | x | x | x |  |  |  |
| 8 | x | X | X |  |  |  | $\boldsymbol{x}$ |  |  |
| 9 | X | x | x | $x$ | X | x | x | X |  |
| 10 | X | x | x | x | x | x | $x$ | x | x |
| 11 |  |  |  |  |  | x | X | X |  |
| 12 |  |  |  |  |  | $\mathbf{x}$ | X |  |  |

Fig. 10. Design of Experiment
Similarly, the schedules for m x 10 operations were generated to determine a relationship with number of parts fixed and number of machines varying. Other combinations were used within the $10 \times 10$ limitations but those cases for number of machines greater than number of operations were omitted as well as any combination giving the same number of total operations as previously generated starting with 2 machines and working upward. The purpose of getting the variety of operations was to have more data avallable in case number of operations was significant as an estimator.

There is little justification for simulating both m
xn and n xm schedules since the algorithm uses accumulation of time by parts and by machines and the difference in the minimum time for the normalized data would be negligible. An attempt to prove that the expected minimum time would be the same was unsuccessful as several examples proved otherwise due to the first come first served priority rule which was incorporated in the algorithm.

The analysis of data program (see Appendix A) made several determinations concerning the input data. The maximum time that all parts were on one machine and the maximum time that all parts took on one machine were calculated for each schedule. In addition, a weighting factor which measured variation of operation numbers on each machine, the number of parts to number of machines ratio, the average machine time, the average part time and variances of machine and part time were also calculated.

Although maximum part time and maximum machine time versus minimum schedule time did not individually correlate, graphically, the sum of maximum part time and maximum machine time did show a strong linear relationship as demonstrated in Figure li. Figures 12 and 13 show the strong linearity of minimum schedule times versus fixed number of machines and for a fixed number of parts, respectively. Minimum schedules versus ratio of parts to machines is shown in Figure 14 to possess linearity, also.

In addition to the linearity already demonstrated,


Fig. li. Minimum schedule time versus sum of maximum machine load and maximum part time


Fig. 12. Minimum schedule time versus number of parts for fixed number of machines


Fig. 13. Minimum schedule time versus number of machines for fixed number of parts


Fig. 14. Minimum Schedule Time versus Part Machine Ratio for Various Number of Machines
there is also a strong linear relationship between the number of operations and the minimum schedule time, as shown in Figure 15. Although this relationship could probably have provided a statistically valid estimating equation, it can be readily deduced that it cannot be extended since a $3 \times 10$ schedule should give different results than a $5 \times 6$ schedule. The first schedule would be a function of 10 parts while the second would be a function of 6 and the expected sum of 10 random variables will seldom equal the sum of 6 random vari-.ables taken from the same distribution.

Since there were so many linear relationships, it was decided a good estimating equation could probably be obtained by making use of multiple linear regression.


Fig. 15. Minimum Schedule Time Versus Number of Operations

Several computer runs were made with a Doolittle multiple linear regression program (Appendix A), using all 10 "independent" variables of Table l. The initial runs indicated that several of the variables were not very important since the standardized beta was negligible and only two ftems show significance for the "t" test. (See Table 2) (Kramer, 23) An eatimating function using only variables $F$, $P_{\text {var }}$, and Ratio was developed and when $P_{\text {var }}$ was rejected by the " t " test, a 2 variable program was run which gave the following estimating equation:

$$
\begin{equation*}
Y=-131.48+1.9426 Y+94.7096 R \tag{5.1}
\end{equation*}
$$

This regression line accounted for 93.6 percent of the variance.

Since the schedules used to obtain the samples utilized a part to machine ratio of l:l or greater, it is possible that the estimating function using $R$ would not be applicable to the sample linear programming schedules which might have an $R$ less than 1. Therefore, a series of programs were run in which essentially non-related independent variables were utilized. The first set, Table 3, reduced eventually to a three variable equation:

$$
\begin{equation*}
\mathrm{Y}=-106.4120+0.5911 \mathrm{M}+1.3173 \mathrm{~F}+36.9606 \mathrm{R} \tag{5.2}
\end{equation*}
$$ The second set of data, Table 4, also reduced to a three variable equation:

$$
\begin{aligned}
Y= & -106.9355+0.5964 M_{\max }+1.1195 P_{\max }+34.0844 \mathrm{R} \\
& \text { Both of the above equations removed } 97 \text { percent of the }
\end{aligned}
$$ variance in the data. A singie variable equation utilizing

TABLE 1
VARIABLES FOR REGRESSION ANALYSIS

| Y | $\mathrm{X}_{1}$ | , | $\mathrm{X}_{3}$ | $\mathrm{X}_{4}$ | $\mathrm{X}_{5}$ | $\mathrm{X}_{6}$ | X | $\mathrm{X}_{8}$ | $\mathrm{X}_{9}$ | 10 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 215 | 8 | 213.5 | 106 | 21 | 130 | . |  | . | . |  |
| 275 | 10 | 259.0 | 103.6 | 275 | 128 | 512.0 | 441 | 3.0 | . 5 | 3 |
| 362 | 12 | 338.5 | 112.8 | 362 | 131 | 1104.5 | 247.7 | 2.0 | 3.0 | 493 |
| 5 | 14 | 340.0 | 97.1 | 345 | 110 | 50.0 | 98.1 | 4.0 | 3.5 | 455 |
| 398 | 16 | 391.5 |  |  | 114 |  | 144.6 | 0.0 | 4.0 | 512 |
| 80 | 18 | 455.0 | 101.1 | 480 | 127 | 1250.0 | 114.8 | 9.0 | . 5 | 07 |
| 508 | 20 | 506.0 | 101.2 | 508 | 119 | 8.0 | 199.5 | 2.0 | . 0 | 7 |
| 295 | 15 | 250.0 | 150.0 | 259 | 168 | 103.0 | 181.5 | 1.0 | 1.6 | 427 |
| 94 | 21 | 375.3 | 160.8 | 39 | 173 | 270.3 | 102.1 | 1.0 | 2.3 | 567 |
| 435 | 24 | 398.3 | 149.3 | 43 | 168 | 782.3 | 485.6 | 16.0 | 2.6 |  |
| 4 | 27 | 27.0 | 142.3 |  | 170 | 223.0 | 86.0 | 1.0 | 3.0 | 4 |
| 531 | 30 | 510.0 | 153.0 | 53 | 180 | 333.0 | 251.3 | 4.0 | 3.3 | 711 |
| 401 | 28 | 333.7 | 190.7 | 375 | 220 | 974.2 | 514.5 | 10.0 | 1.7 | 95 |
| 483 | 32 | 391.0 | 195.5 | 414 | 218 | 776.6 | 288.8 | 16.6 | 2.0 | 632 |
| 10 | 36 | 489.7 | 217.6 |  | 232 | 248.9 | 160.7 | 16.0 | 2.2 | 742 |
| 0 | 40 | 525.2 | 210.1 |  | 244 |  | 268.5 |  |  | 804 |
| 73 | 25 | 235.8 | 235.8 | 25 | 280 | 209.2 | 881.7 | 12.5 | 1.0 | 3 |
| 477 | 35 | 350.4 | 250.2 | 386 | 270 | 665.3 | 245.5 | 17.0 |  | 56 |
| 546 | 45 | 432.0 | 240.0 | 445 | 270 | 122.0 | 821.7 | 18.5 | 1.8 | 715 |
| 62 | 50 | 494.8 | 247.4 |  | 267 | 3122.7 | 178.0 |  | 2.0 | 829 |
| 494 | 42 | 340. | 291 |  | 311 | 876.5 | 354.6 | 31. | 1.1 | 705 |
| 608 | 48 | 403.6 | 302.7 | 44 | 343 | 884.2 | 4.2 |  | 1.3 | 783 |
| 565 | 54 | 459.8 | 306.5 | 49 | 350 | 668.5 | 3'. 0 | 35.8 | 1.5 | 84 |
| 79 | 60 | 505.5 | 303.3 | 523 | 340 | 371.5 | 990.6 | 42.8 | 1.6 | 863 |
| 604 | 49 | 352.4 | 352.4 |  | 380 | 929.9 | 498.2 | 22.6 | 1.0 |  |
| 17 | 56 |  | 327 |  |  | 113 |  | 27.0 |  | 78 |
| 680 | 63 | 443.2 | 344.7 | 508 | 368 | 1785.2 | 222.7 | 55.6 | 1.2 | 87 |
| 640 | 70 | 500.5 | 350.4 |  | 390 | 895.6 | 357.3 | 31.6 | 1.4 | 944 |
| 721 | 64 | 390.6 | 390.6 |  | 449 | 903.1 | 1620.8 | 30.5 | 1.0 | 903 |
| 741 | 72 | 448.5 | 398.6 | 516 | 420 | 1516.5 | 262.5 | 86.2 | 1.1 | 936 |
|  | 80 | 489.0 | 391.2 |  | 447 | 610.8 | 792.1 | 39.1 | 1.2 | 972 |
| 816 | 81 | 457.5 | 457.5 | 5 | 489 | 804.2 |  | 112.0 | 1.0 | 100 |
| 816 | 90 | 477.2 | 429.5 | 53 | 477 | 1264.4 | 571.8 | 102.5 | 1.1 | 016 |
| 800 | 100 | 500.7 | 500.7 |  | 559 | 620.6 | 1147.3 | 109.7 | 1.0 | 1106 |
| 726 | 77 | 527.7 | 335.8 |  | 387 | 655.9 | 1168.9 | 69.3 | 1.5 | 943 |
| 81 | 84 | 602.8 | 351.6 |  | 402 | 1495.1 | 1105.5 | 69.0 | 1.7 | 1056 |
| 82 | 88 | 542.2 | 394.3 |  | 428 | 3166.7 | 398.6 | 92.5 | 1.3 | 1051 |
| 798 | 96 | 597.7 | 398.5 | 671 | 425 | 1705.6 | 385.9 | 56.0 | 1.5 | 1096 |
| 839 | 99 | 549.1 | 449.2 | 605 | 507 | 845.3 | 890.0 | 65.2 | 1.2 | 1112 |

$Y=$ Schedule time $X_{4}=$ Max. mach. load
$X_{1}=$ Total operations
$X_{2}=A v$. mach. load $X_{6}=$ Mach. variance
$X_{3}=$ Av. part time $\quad X_{7}=$ Part variance
$\mathrm{X}_{8}=$ Weight factor $X_{9}=$ Part-Mach.ratio $X_{10}=X_{4}+X_{5}$

TABLE 2
REGRESSION ANALYSIS WITH 10 VARIABLES

| VARIABLE | BETA | STD. BETA | "t" |
| :---: | :---: | :---: | :---: |
| PROD | -. 244 | -. 039 | -. 194 |
| M | . 256 | . 142 | . 349 |
| $\overline{\mathrm{P}}$ | 1.712 | 1.182 | 1.912 |
| $M_{\text {max }}$ | 1.621 | 1.008 | . 046 |
| $P_{\text {max }}$ | . 723 | . 540 | . 021 |
| Mar | . 012 | . 050 | . 795 |
| $P_{\text {var }}$ | . 057 | . 119 | 2.163 |
| WGT | . 390 | . 076 | 1.089 |
| R | 37.522 | . 219 | 2.951 |
| SUM | -1.286 | -1.579 | -. 037 |

TABLE 3
REGRESSION OF 3 VARIABLES - CASE I

| VARIABLE | BETA | STD. BETA | "t" |
| :--- | :---: | :---: | :---: |
| $\bar{M}$ | .5911 | .3272 | 6.737 |
| $\bar{P}$ | 1.3173 | .9093 | 11.537 |
| R | 36.9606 | .2159 | 3.178 |
| Y INTERCEPT $=-106.412$ | CORRELATION INDEX: | $R^{2}=.972$ |  |

TABLE 4
REGRESSION OF 3 VARIABLES - CASE II

| VARIABIE | BETA | STD. BETA | "t" |
| :---: | :---: | :---: | :---: |
| $M_{\max }$ | .5964 | .3706 | 7.541 |
| $P_{\max }$ | 1.1195 | .8355 | 10.693 |
| R | 34.0844 | .1991 | 3.183 |
| Y INTERCEPT $=-106.936$ | CORREIATION INDEX: | $\mathrm{R}^{2}=.973$ |  |

the sum of $M_{\max }$ and $P_{\max }$, Figure 11 , was calculated as:

$$
\begin{equation*}
Y=-40.4047+.79977 \text { Sum } \tag{5.4}
\end{equation*}
$$

This equation accounted for 92.5 percent of the variation in the data and was independent of $R$ and was used with the parametric linear program scheduling programs.

Since 2 and 3 machine schedules were responsible for most of the contributions to $R$ in equations $5.1,5.2$, and 5.3, and since they also were the schedules which obtained most of the exact minimums, two additional runs of the multiple linear regression program were made in which all schedules having exact minimums were excluded. The first set, Table 5, reduced to:

$$
\begin{equation*}
Y=-38.26+.724 M+1.094 \bar{P} \tag{5.5}
\end{equation*}
$$

and the second set, Table 6, reduced to:

$$
\begin{equation*}
Y=-39.477+.698 M_{\max }+.934 \mathrm{P}_{\max } \tag{5.6}
\end{equation*}
$$

Both of the above equations account for 95.5 percent of the veriability of the data.

Because the estimating equations were derived from a particular universe, it was thought appropriate to transform the equations. A simple scale transformation resulted in the intercept of each equation being modified by a factor AVE/50, where AVE equals the average operation time in the sample schedules to be used and the 50 is the average operation time used in the Heller schedules from which the equations were derived.

There appears to be some inconsistency in applying the equations to the schedules generated in Chapter VI. As
previously stated, each company using the proposed technique would be required to establish an estimating equation from its own production data and there would be no necessity for transforming the equations.

TABiE 5
REGRESSION OF 2 VARIABLES - CASE I

| VARIABLE | BETA | STD. BETA | "t" |
| :---: | :---: | :---: | :---: |
| M | .7243 | . 4321 | 7.966 |
| P | 1.0940 | . 6518 | 12.017 |
| $Y$ INTERCEPT $=-38.263$ |  | RRELATION | $\mathrm{R}^{2}=.9557$ |
|  |  | E 6 |  |
| REGRESSION OF 2 VARIABLES - CASE II |  |  |  |
| VARIABLE | BETA | STD. BETA | "t" |
| $M_{\text {max }}$ | . 6980 | . 4642 | 8.111 |
| $P_{\max }$ | . 9338 | . 6080 | 10.623 |
| $\begin{array}{r} \text { Y INTERCEPT }=-39.477 \quad \text { CORRELATION INDEX: } R^{2}=.9551 \\ \text { Table } 7 \text { shows the results of running the Heller } \end{array}$ |  |  |  |
| Scheduling Algorithm on 10 sets of data obtained from the |  |  |  |
| P.L.P. programs which had utilized the transformed equation |  |  |  |
| from 5.4. In this case the transformation produced unsatis- |  |  |  |
| factory results but the original equation was highly signif- |  |  |  |

TABLE 7

## P.L.P. SCHEDULES VERSUS HELLER SCHEDULES

| a | b | c | d | e |
| :---: | :---: | :---: | :---: | :---: |
| P.L.P. | Adj.P.L.P.* | Heller | $(b-c)$ | $(d-\bar{d})^{2}$ |
| 119 | 86 | 91 | -5 | 75.69 |
| 123 | 88 | 93 | -5 | 75.69 |
| 121 | 86 | 92 | -6 | 94.09 |
| 119 | 84 | 90 | -6 | 94.09 |
| 119 | 85 | 90 | -5 | 75.69 |
| 189 | 158 ** | 144 | +13 | 86.49 |
| 127 | 92 | 97 | -5 | 75.69 |
| 121 | 86 | 92 | -6 | 94.09 |
| 119 | 84 | 91 | -7 | 114.49 |
| 121 | 86 | 92 | -6 | 94.09 |
| 935 |  | 972 | -37 | 880.10 |
| $s=\sqrt{\frac{\sum(d-\bar{d})^{2}}{n-1}}$ |  | $\sqrt{\frac{880.10}{9}}$ | 9.89 |  |
| $H_{0}: \bar{d}=0$ |  |  |  |  |
| $t=\frac{\bar{d}-0}{\mathrm{~s} / \mathrm{n}^{1 / 2}} \quad=\frac{3.7}{9.89 / 3.162}$ |  |  | 1.19,9d.f. |  |
|  |  |  |  |  |
| The transformation derived in Chapter $V$ to compensate for differences in population means and used in the computer program overcorrected and adjusted data eliminates the correction factor. |  |  |  |  |
| This schedule did not converge but since the method of estimating schedule time is independent of the P.I.P. program, there is no justification for omitting it. |  |  |  |  |

## CHAPTER VI

## APPLICATIONS

The scheduling time estimating functions which were derived in Chapter $V$ may be utilized as limits for managerial control. All data necessary for using the estimating equations would be readily available when planning for production. By calculating the total schedule time for the production period, the planners would know whether or not the schedules could be met and how tight the scheduling might be since the equations are based on pseudo-optimum (minimum) time. The same technique could be used by an operations evaluations group to estimate the relative efficiency of production performed during a fixed period.

The mechanics of this type of control concept requires industrial investigations and was not in the realm of research going into this report. This dissertation was primarily concerned with proving the hypothesis that there would be a relatively simple relationship among scheduling input parameters and minimum scheduling time. The results substantiate the hypothesis and, in addition to the use as a control limits per se, the relationship is most useful as an adjunct to linear programming and the balance of this chapter will
discuss this application.
Linear programming may be used in planning and scheduling to produce two types of results. The first is to optimize profits by determining an optimum product mix and the second is to minimize cost by allocating part operations to the machines in such a manner that total cost is minimized. Both of these techniques are limited by their inability to adequately compensate for scheduling feasibility. The use of loading factors (i.e. using only $75 \%$ to $85 \%$ of actual available time as the machine hour constraints) partially defeats the purpose of using linear programming, since a $20 \%$ change in any constraint generally produces a completely new dissimilar solution.

By utilizing the optimizing parameter developed in this disseriation and linear programming with variable parameters, the solution to the above two linear programing problems can be adjusted to have a high probability of scheduling feasibility without the use of approximate ioading factors. In order to illustrate the effect of loading factors and to show the results obtainable with the variable parameter method, two simple sample problems are herein presented.

First will be the determination of optimum mix for three parts made on three machines.

Profit $=\$ 10 X_{1}+\$ 14 X_{2}+\$ 8 x_{3}$
$X_{1}$ requires 5 hours on $M_{1}, 6$ hours on $M_{2}$, and 2 hours on $M_{3}$. $X_{2}$ requires 2 hours on $M_{1}$, 5 hours on $M_{2}$, and 4 hours on $M_{3}$. $X_{3}$ requires 4 hours on $M_{1}$, 2 hours on $M_{2}$, and none on $M_{3}$.

During a 2 week scheduling period 80 hours are available for each machine. Technological ordering of each part is as follows: $\quad(211) \longrightarrow(112) \longrightarrow$ (313)
$(121) \longrightarrow(222) \longrightarrow(323)$
$(131) \longrightarrow(232)$
Figure 16 shows the solution of the linear programming maximization of profit for optimum product mix using the 80 hour machine constraints. Figure 17 shows a similar solution where the machine hour constraints are all reduced by $20 \%$. Figure 18 gives a solution where the constraints were selectively modified, $25 \%$ on machines 1 and 3 and no weighting of machine 2 to account for the fact that machine 1 was normally used for first operations and machine 3 for last operations and hence would cause bottlenecks. Comparison of the profit using only machine restrainis is as follows: Unrestricted program, $\$ 260 ; 20 \%$ weighting, $\$ 208 ; 25-0-25$ weighting, $\$ 245$. Reducing the programs to the 80 hour period reduced the profit to $\$ 189, \$ 189$ and $\$ 142$ respectively.

The assumption that each part is scheduled in one lot and splitting is not allowed permits optimum schedules to be calculated for the various linear program solutions. Times for the various schedules are calculated from the previous data and for the unrestricted program the times are as follows:
$T(121)=2 \times 12.5=25$ hours $T(131)=4 \times 8.75=35$ hours $T(222)=5 \times 12.5=63$ hours $T(232)=2 \times 8.75=18$ hours $T(323)=4 \times 12.5=50$ hours


Fig. 16. Calculation of optimum mix

|  | $z_{0}$ | 0 | 0 | 0 | \$10 | \$14 | \$8 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathrm{X}_{0}$ | $\mathrm{X}_{4}$ | $\mathrm{X}_{5}$ | $\mathrm{x}_{6}$ | $\mathrm{X}_{1}$ | $\mathrm{X}_{2}$ | $\mathrm{X}_{3}$ | $\theta$ |
| 0 | 64 | 1 | 0 | 0 | 5 | 2 | 4 | 32 |
| 0 | 64 | 0 | 1 | 0 | 6 | 5 | 2 | 13 |
|  | 64 | 0 | 0 | 1 | 2 | 4 | 0 | 16 |
| $z_{1}-z_{0}$ |  | 0 | 0 | 0 | -10 | -14 | -8 |  |
| \$ 8 | 12 | 5/16 | $-1 / 8$ | 0 | 13/16 | 0 | 1 |  |
| 14 | 8 | -1/8 | 1/4 | 0 | $7 / 8$ | 1 | 0 |  |
|  | 32 | $1 / 2$ | -1 | 1 | $-3 / 2$ | 9 | $\bigcirc$ |  |
| $z_{3}-2$ |  | 3/4 | 5/2 | 0 | 35/4 | 0 | 0 |  |
| Total profit: $12 \times \$ 8+8 \times \$ 14=\$ 208$ |  |  |  |  |  |  |  |  |

Fig. 17. Initial and final matrix for 200 weighting

| $\mathrm{Z}_{0}$ | 0 | 0 | 0 | \$10 | \$14 | \$8 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{X}_{0}$ | $\mathrm{X}_{4}$ | $\mathrm{X}_{5}$ | $\mathrm{X}_{6}$ | $\mathrm{X}_{1}$ | $\mathrm{X}_{2}$ | $\mathrm{X}_{3}$ | $\theta$ |
| 060 | 1 | 0 | 0 | 5 | 2 | 4 | 30 |
| 080 | 0 | 1 | 0 | 6 | 5 | 2 | 16 |
| $0 \quad 60$ | 0 | 0 | 1 | 2 | 4 | 0 | 15 |
| $z_{1}-z_{0}$ | 0 | 0 | 0 | -10 | -14 | -8 |  |
| $0 \quad 10$ | . 50 | -1 | 1 | -1. 5 | 0 | 0 |  |
| \$ $8 \quad 8.75$ | . 31 | 1.13 | 0 | . 82 | 0 | 1 |  |
| \$14 12.5 | -. 13 | . 25 | 0 | . 87 | 1 | 0 |  |
| $\mathrm{Z}_{4}-\mathrm{Z}_{0}$ | . 75 | 12.5 | 0 | 8.75 | 0 | 0 |  |
| Total Profit $=8.75 \times \$ 8+12.5 \times \$ 19=245$ |  |  |  |  |  |  |  |

Fig. 18. Initial and final matrix for $25-0-25$ weighting The Gantt chart in Figure 19 shows that it will take 138 hours to schedule the program and therefore the number of units shceduled and hence the profit, mist be reduced by a factor of $80 / 138$. Revised potential profit equals $\$ 142$. Calculations of time for the other two programs were made and results are shown in Gan $t$ chart form in Figure 19. Neither of the two schedules can be met within the 80 hour limit and the potential profit of the $20 \%$ weighting factor is the same as the unrestricted problem while the potential profit of the $25-0-25$ restriction is only $\$ 142$.

The results of the example on the following page suggest that another constraint should be added to the linear program modei, namely that none of the parts can exceed a total of 80 hours. A program including this additional constraint for each product is shown in Figure 20. The solution to this program yielded a much different product mix

Unrestricted program: 10 units of $X_{2}, 15$ units of $X_{3}$



25-0-25 weighting factor:12 $1 / 2$ units of $X_{2}, 81 / 4$ units of $X_{3}$

Mach. 1 | 121 | 131 |
| :--- | :--- |
|  |  |

Mach. 2
Mach. 3


323
time $\begin{array}{lllllllllll}0 & 20 & 40 & 60 & 80 & 100 & 120 & 140 & 160 & 180\end{array}$

Fig. 19. Gantt charts of optimum linear programs
than before, and although it was feasible to schedule, it did not yield as much profit as the unrestricted program after adjustment for scheduling feasibility. This problem should amply illustrate the problem of using linear programming to determine optimum product mix. It was due to this problem that the scheduling parameters were hypothesized and then developed.

|  | $z_{0}$ | 0 | 0 | 0 | 0 | 0 | 0 | 10 | 14 | 8 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\mathrm{x}_{4}$ | $\mathrm{x}_{5}$ | $\mathrm{x}_{6}$ | $\mathrm{x}_{7}$ | $\mathrm{x}_{8}$ | $\mathrm{X}_{9}$ | $\mathrm{x}_{1}$ | $\mathrm{X}_{2}$ | $\mathrm{x}_{3}$ |
| 0 | 80 | 1 | 0 | 0 | 0 | 0 | 0 | 5 | 2 | 4 |
| 0 | 80 | 0 | 1 | 0 | 0 | 0 | 0 | 6 | 5 | 2 |
| 0 | 80 | 0 | 0 | 1 | 0 | 0 | 0 | 2 | 4 | 0 |
| 0 | 80 | 0 | 0 | 0 | 1 | 0 | 0 | 13 | 0 | 0 |
| 0 | 80 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 11 | 0 |
| 0 | 80 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 6 |
|  |  | 0 | 0 | 0 | 0 | 0 | 0 | -10 | -14 | -8 |
| 0 | 39.5 | 1.9 | -3.7 | 0 | 1 | 1.35 | 0 | 0 | 0 | 0 |
| 8 | 12.5 | . 4 | . 3 | 0 | 0 | . 08 | 0 | 0 | 0 | 1 |
| 0 | 44.7 | . 3 | . 6 | 1 | 0 | -. 16 | 0 | 0 | 0 | 0 |
| 10 | 3.1 | -. 1 | . 3 | 0 | 0 | -. 10 | 0 | 1 | 0 | 0 |
| 14 | 7.3 | 0 | 0 | 0 | 0 | . 09 | 0 | 0 | 1 | 0 |
| 0 | 5.2 | -2.6 | -. 2 | 0 | 0 | -. 50 | 1 | 0 | 0 | 0 |
|  |  | 2.2 | 0.6 | 0 | 0 | 0.9 | 0 | 0 | 0 | 0 |
| Total Profit |  | $=12$. | $5 \times \$ 8$ | + | .1 $\times$ | \$10 | 7.3 | x \$1 | = \$2 | 3.20 |

Fig. 20. Initial and final matrix with added constraints

The scheduling parameters, as develofed in Chapter 5, which should be incorporated in the linear programming model are calculated as follows:

Since the illustrative problem shown in Figure 20 has a part - machine ratio of $1: 1$, any of the estimating equations developed in Chapter $V$ may be used. Due to the small number of operations, none of the equations can be expected to give as good results as the correlation coefficients indicate since the values lie at one end of the data used to calculate the regression lines.

Analysis of the solution to the linear program indicates that the following parameters are available:
Part 1 Part $2 \quad$ Part $3 \quad M$ total

| Mach. 1 | 16. | 15 | 50 | 81 |
| :--- | ---: | ---: | ---: | ---: |
| Mach. 2 | 19 | 36 | 25 | 80 |
| Mach. 3 | 6 | 29 | - | 35 |
| P total | 41 | 80 | 75 | 196 |

$P_{\text {max }}=80: \quad M_{\text {max }}=81: \quad R=1$
AVE $=196 / 8=24: \quad$ Sum $=80+81=161$.
$\bar{P}=\bar{M}=196 / 3=65$
Eq. 5.1: $Y=-131.48+1.943 \bar{P}+94.710 R$
$\mathrm{Y}=89.5$ Transformed: $\mathrm{Y}=158.3$
Eq. 5.2: $Y=-106.41+.591 \mathrm{M}+1.317 \mathrm{~F}+36.96 \mathrm{R}$ $Y=54.6$ Transformed: $Y=108.8$
Eq. 5.3: $Y=-106.94+.596 M_{\max }+1.120 P_{\max }+34.08 \mathrm{R}$ $Y=65.4$ Transformed: $Y=119.7$

Eq. 5.4: $Y=-40.40+.7998$ Sum

$$
Y=88.4 \text { Transformeã: } Y=109.4
$$

Eq. 5.5: $Y=-38.26+.724 \bar{M}+1.09 F$
$\mathrm{Y}=79.9$ Transformed: $\mathbf{Y}=99.9$
Eq. 5.6: $Y=-39.48+.698 M_{\max }+.934 P_{\max }$
$Y=91.8$ Transformed: $Y=112.2$
Although equation 5.6 gives the best results, knowing that the schedule can be completed in 93 units, equation 5.4 had been incorporated in the computer program and calculations of the solution, Figure 2l, were readily available. Gantt charts for the initial program solution, Figure 20, and for the P.L.P. solution are given in Figure 22.

| Iteration | Schedule hours |
| :---: | :---: |
| Initial solution | 110.6 |
| lst P.L.P. iteration | 98.1 |
| 2nd P.L.P. iteration | 100.9 |
| 3rd P.L.P. iteration | 53.0 |
| lst adjustment of $\theta$ | 76.1 |
| 2nd adjustment of $\theta$ | 78.3 |
| 3rd adjustment of $\theta$ | 79.2 |
| Final solution |  |
| $X_{1}: 4.08 \times \$ 10=\$ 40.80$ |  |
| $X_{2}: 2.58 \times \$ 14=$ | 37.52 |
| $X_{3}: 8.83 \times \$ 8=\frac{70.64}{}$ |  |
| Total Profit $\$ 148.96$ |  |

Fig. 21. Solution of P.L.P. Scheduling
L.P. Solution
3.1 units of $X_{1}, 7.3$ units of $X_{2}, \quad 12.5$ units of $X_{3}$

Mach. 1


| 131 | 112 |
| :--- | :--- |

Mach. 2


Mach. 3
time 0
20
40
60
323
313

.L.P. Solution
4.1 units of $X_{1}, 2.68$ units of $X_{2}, 8.83$ units of $X_{3}$

Mach. 1 | 121 | 131 |
| :--- | :--- |

Mach. 2 211 222 |  | 232 |
| :--- | :--- |

Mach. 3
323

time 0
20
40
60
80
100

Fig. 22. Gantt Charts of Optimum Linear Programs

A second type of linear programming problem which requires adjustment for scheduling conflicts is the minimization of cost when parts can be wade by more than one process. The following additional information is required for the linear programming solution of the example problem. Let $X_{11}, X_{21}$, and $X_{31}$ designate parts $X_{1}, X_{2}$, and $X_{3}$ made in accordance with the original problem and let $X_{12}, x_{22}$ and $X_{32}$ represent parts $X_{1}, X_{2}$ and $X_{3}$ when made by a different method. For simplicity we will assume that the same three machines are used for both methods. $X_{12}$ requires 3 hours on $M_{1}, 4$ hours on $M_{2}$ and 5 hours on $M_{3} ; X_{22}$ requires 3 hours on $M_{3}$, 2 hours on $M_{2}$ and 6 hours on $M_{1}$; $X_{32}$ requires 4 hours each on $M_{1}$ and $M_{3}$. Since a minimum cost method would require fixed quantities of production for each part, the problem will be recast into a maximization of profit whereby the cost of making the parts by each method will be subtracted from their selling price. Profit per part for the first method will remain the same, and for the second method they will be $\$ 8$ for $X_{1}, \$ 18$ for $X_{2}$ and $\$ 4$ for $X_{3}$. The initial and final matrices of this problem are shown in Figure 23 without the 80 hour constraint on the parts and in Figure 25 with the constraints. In the first case the schedule cannot be met and the potential profit is $80 / 150 \times \$ 320=\$ 170$. In the second case the optimum program cannot meet scheduling requirements but potential profit is now \$208. Gantt charts of the two schedules are shown in Figures 24 and 26. It is obvious that a better method is required for optimization of problems
involving scheduling. The use of the previously developed scheduling parameters is one solution to this problem.

|  | $z_{0}$ | 0 | 0 | 0 | 10 | 8 | 14 | 18 | 8 | 4 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $x_{4}$ | $x_{5}$ | $x_{6}$ | $x_{11}$ | $x_{12}$ | $x_{21}$ | $x_{22}$ | $x_{31}$ | $x_{32}$ |
| 0 | 80 | 1 | 0 | 0 | 5 | 3 | 2 | 6 | 4 | 4 |
| 0 | 80 | 0 | 1 | 0 | 6 | 4 | 6 | 2 | 2 | 0 |
| 0 | 80 | 0 | 0 | 1 | 2 | 5 | 4 | 3 | 0 | 4 |
| $z_{1}-z_{0}$ | 0 | 0 | 0 | -10 | -8 | -14 | -18 | -8 | -4 |  |
| 18 | 10.0 | .19 | -.06 | 0 | .56 | .31 | 0 | 1 | .62 | .75 |
| 14 | 10.0 | -.06 | .19 | 0 | .81 | .56 | 1 | 0 | .12 | -.25 |
| 0 | 10.0 | -.31 | -.56 | $1-2.15$ | 1.82 | 0 | $0-2.38$ | 2.75 |  |  |
| $z_{3}-Z_{0}$ | 2.50 | 1.50 | 0 | 11.5 | 5.5 | 0 | 05.0 | 6.0 |  |  |
| Total prof1t | $=10.0 \times \$ 18+10.0 \times \$ 14$ | $=\$ 320$ |  |  |  |  |  |  |  |  |

Fig. 23. Maximum profit with multiple methods


Fig. 24. Gantt Chart of Fig. 23 linear program

| $z_{0}$ | 0 | 0 | 0 | 0 | 0 | 0 | 10 | 8 | 14 | 18 | 8 | 4 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathrm{x}_{1}$ | $\mathrm{x}_{2}$ | $\mathrm{X}_{3}$ | $\mathrm{X}_{4}$ | $\mathrm{X}_{5}$ | $\mathrm{x}_{6}$ | $\mathrm{X}_{11}$ |  |  | $\mathrm{X}_{22}$ |  | $\mathrm{X}_{32}$ |
| 080 | 1 | 0 | 0 | 0 | 0 | 0 | 5 | 3 | 2 | 6 | 4 | 4 |
| - 80 | 0 | 1 | 0 | 0 | 0 | 0 | 6 | 4 | 6 | 2 | 2 | 0 |
| - 80 | 0 | 0 | 1 | 0 | 0 | 0 | 2 | 5 | 4 | 3 | 0 | 4 |
| - 80 | 0 | 0 | 0 | 1 | 0 | 0 | 13 | 12 | 0 | 0 | 0 | 0 |
| - 80 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 12 | 11 | 0 | 0 |
| - 80 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 6 | 8 |
| $z_{1}-\dot{z}_{0}$ | 0 | 0 | 0 | 0 | 0 | 0 |  | -8 |  | -18 | -8 | -4 |
| \$ 89.8 | . 2 | . 2 | 0 | . 10 | . 12 | 0 | . 6 | 0 | 0 | 0 | 1 | . 6 |
| \$14 5.0 | -. 1 | . 2 | 0 | . 03 | . 02 | 0 | . 1 | 0 | 1 | 0 |  | -. 3 |
| - 21.2 |  | -. 1 |  | -. 39- |  | 0 | -3.5 | 0 | 0 | 0 |  | 4.2 |
| \$ 86.7 | 0 | 0 | 0 | . 08 | 0 | 0 | 1.1 | 1 | 0 | 0 | 0 | 0 |
| \$18 1.8 | . 1 | -. 2 | 0 | . 04 |  | 0 | -. 1 | 0 | 0 | 1 | 0 | . 4 |
| 021.2 | -.9- | 1.1 | 0 | . 61 | . 72 | 1 | -3.5 | 0 | 0 | 0 | 0 | 4.2 |
| $z_{6}-z_{0}$ | 1.7 | . 6 | 0 | . 05 | 2.52 | 0 | 2.6 | 0 | 0 | 0 | 0 | 2.9 |
| Total Profit $=\$ 234.20$ |  |  |  |  |  |  |  |  |  |  |  |  |

Fig. 25. Maximum profit with added 80 hour constraints


Fig. 26. Gantt chart of Fig. 25. Inear program

The last example points out the need of some method to optimize various production processes in combination with a total schedule. The scheduling parameters which should be incorporated are derived from an analysis of the solution to the linear program of Figure 25 as follows:

Part 12 Part 21 Part 22 Part 31 M total

| Mach. 1 | 20 | 10 | 11 | 39 | 80 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| Mach. 2 | 27 | 30 | 4 | 20 | 81 |
| Mach. 3 | 33 | 20 | 5 | - | 58 |


| $P$ total | 80 | 60 | 20 | 59 | 219 |
| :--- | :--- | :--- | :--- | :--- | :--- |

$P_{\max }=80 M_{\text {max }}=81 \quad$ Sum $=80+81=161$
$\mathrm{AVE}=219 / 8=27 \quad \mathrm{R}=4 / 3=1.333$
$\bar{M}=219 / 3=73 \bar{P}=219 / 4=55$
Eq. 5.1: $Y=-131.48+1.943 \mathrm{P}+94.710 \mathrm{R}$ $Y=101.4$ Transformed: $Y=161.65$

Eq. 5.2: $Y=-106.41+.591 \bar{M}+1.317 P+36.96 R$ $Y=58.6$ Transformed: $Y=106.0$

Eq. 5.3: $Y=-106.94+.596 M_{\max }+1.120 P_{\max }+34.08 \mathrm{R}$ $Y=76.2 \quad$ Transformed: $Y=139.6$

Eq. 5.4: $Y=-40.40+.7998$ Sum
$Y=88.4 \quad$ Transformed: $Y=107.0$
Eq. 5.5: $Y=-38.26+.724 \bar{M}+1.09 \mathrm{~F}$
$Y=74.5 \quad$ Transformed $: \quad Y=92.1$
Eq. 5.6: $Y=-39.48+.698 M_{\max }+.934 P_{\max }$ $Y=101.8$ Transformed: $Y=109.9$
As in the previous example, equations 5.1 and 5.6 without
transformation show the best results. Equation 5.4, transformed, was used in the P.L.P. programs, initially, as the last two equations were calculated late in the research. In actual practice, the estimating equations would be calculated from production data and the problem of matching two different universes would be avoided.

Figure 27 shows the results of the P.L.P. calculations and Figure 28 includes Gantt charts for both the initial and the P.L.P. solutions.

Initial solution
lst P.I.P. iteration
2nd P.L.P. iteration
3rd P.L.P. iteration
lst adjustment of $\theta$
2nd adjustment of $\theta$
3rd adjustment of $\theta$
9 th adjustment of $\theta$
15th adjustment of $\theta$
$18 t h$ adjustment of $\theta$
25 th adjustment of $\theta$
27 th adjustment of $\theta$
27 th adjustment of $\theta$
Final Solution:

$$
\begin{aligned}
\mathrm{X}_{11}: 3.43 \times \$ 10 & =\$ 34.30 \\
\mathrm{X}_{22}: 4.04 \times \$ 18 & =72.72 \\
\mathrm{X}_{31}: 7.41 \times \$ 8 & =\frac{59.28}{\$ 166.30}
\end{aligned}
$$

Fig. 27. Solution of P.L.P. Scheduling


Fig. 28. Gantt Charts of Optimum IInear Programs

The research conducted for this report has produced significant results, and while the optimum job-shop scheduling problem has not been solved, the empirical data accumulated throws additional light upon this subject.

The two fold purpose of this research, 1 , providing useful techniques for industrial applications, and 2, providing data which would give insight into the 'scheduling problem' has been fulfilled. In addition to the concrete empirical results, the data poses several questions which require future investigations. A summary of the results, preceded by a list of qualifications, is as follows:

1. A sample size of 100 was used with the Heller algorithm instead of the preferred 200.
2. The range of schedule, sizes was limited.
3. Only one set of normal times was used in the experiment.
4. No part to machine ratio of less than l:l was used.
5. Only one estimating function was utilized with the P.L.P. programs.
6. Only simulated data were utilized. Considering the above mentioned limitations, it is remarkable that several linear relationships were found which can estimate minimum scheduling time from simple input parameters. Secondly, the use of the scheduling equation in parametric linear programming for optimum feasible schedules is a very useful innovation which has proven justifiable in the research thus far conducted.

Two avenues for further continuation and expansion of this research are open. The first is to generate additional data in the manner followed in this report without the above listed limitations. The second avenue is in analysing the results from a theoretical viewpoint. Several questions require answering before the secrets of job-shop scheduling can be unlocked. Some of the questions are:

1. What underlies the empirically determined linear relationship that determines the scheduling time and hence the delays?
2. What conditions are necessary for the modified Heller algorithm to pick minimum every time?
3. What underlies the result that 65 percent of the minimums were reached with sample sizes of less than 50 ?
4. The 65 percent of the samples in 3 had an average sample size of 12 . The Heller scheduling algo-..: rithm would become economical if sample sizes could be this small. What sort of sequential

58
sampling plan can be devised to terminete the Heller algorithm?
5. What queueing model can represent the interferences that are present in job-shop scheduling?

The possibilities in the job-shop 'schaduling problem' are unlimited. This researcher hopes that the results in this dissertation will have contributed substantially to the understanding of this problem and that others may also continue along the avenues suggested herein.
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Fig. 29.--Flow chart for input data - part 1 of 2


Fig. 29.--Flow chart for input data - part 2 of 2

C RANDOMIZED DATA FOR INPUT TO MODIFIED HELIER SCHEDULING ALGORITHM

DIMENSION LE (100), $\operatorname{MIX}(30), \operatorname{MACH}(10,10), \operatorname{MOVER}(10,10), \operatorname{MPNO}$
$1(10,10), \operatorname{MIVE}(10,10), \operatorname{ITIE}(9), \operatorname{IX}(10), \operatorname{MC}(34), \operatorname{NR}(34), \operatorname{LIP}(10)$
READ 26,(MIX(I),I=1,30)
26 FORMAT(15I3)
$\operatorname{READ} 2,(\operatorname{LE}(I), I=1,100)$
2 FORMAT(20I2)
READ 30,(ITIE(I),I=1,9)
30 FORMAT(9I5)
READ 3,(MC(I),I=1,34)
READ 3, (NR(I),I=1,34)
3 FORMAT(34I2)
READ 4, 工
4 FORMAT(I5)
DO 1200 I=1,34
DO $100 \mathrm{~J}=1,10$
DO $100 \mathrm{~K}=1,10$
$\operatorname{MACH}(J, K)=0$
$\operatorname{MOVER}(J, K)=0$
MPNO $(J, K)=0$
$100 \operatorname{MIME}(J, K)=0$
$L O=3 * I / 4+1$
$\mathrm{MO}=\mathrm{MC}(\mathrm{I})$
$\mathrm{NO}=\mathrm{NR}(\mathrm{I})$
NUMRO $=$ MO*NO

```
    MA =MO-1
    NA=NO-1
    LOAD=400+MIX(LO)
    DO 40 K=1,MO
    DO 40 M=1,NO
    I=I*LOAD
    MI=I/1000+1
    40 MIME(K,M)=\tauE(ML)
    DO 900 LA=1,NO
    DO 110 J=1,MO
    IX(J)=0
110 LIP(J)=0
    KAP}=
    DO 133 M=1,5000
    I=I*IOAD
    NL=L
    ID=0
    DO 140 IS=1,MA
    ID=ID+1
    IF(NL-ITIE(MA)) 115,140,140
140 NL=NL-ITIE(MA)
    ID=MO
115 DO 150 MS=1,MO
    IF(IIP(MS)-ID) 150,133,150
150 CONTINUE
    KAP=KAP+1
```

$\operatorname{LIP}(K A P)=I D$
IF(KAP-MO) 133,135,135
133 CONTINUE
PRINT 62
62 FORMAT(1X,7HCYCLING)
STOP
135 DO 900 KO=1, MO
ॠACH $(\mathrm{KO}, \mathrm{IA})=100 *(\mathrm{KO}-1)+10 *(\mathrm{LA}-1)+\mathrm{IIP}(\mathrm{KO})-1$
$\operatorname{IF}(\operatorname{LIP}(K O)-M O)$ 165,162,165
$162 \operatorname{IX}(K O)=0$
$\operatorname{MOVER}(\mathrm{KO}, \mathrm{IA})=0$
GO TO 143
$165 \operatorname{IX}($ KO $)=\operatorname{LIP}(K 0)+1$
DO $850 \mathrm{MP}=1, \mathrm{MO}$
IF(IX(KO)-LIP(MP)) 850,830,850
$830 \operatorname{MOVER}(\mathrm{KO}, \mathrm{LA})=100 *(\mathrm{MP}-1)+10 *(\mathrm{LA}-1)+\mathrm{IX}(\mathrm{KO})-1$
GO TO 143
850 CONTINUE
$143 \operatorname{IF}(\operatorname{IIIP}(K O)-1) 200,200,205$
$200 \mathrm{MPNO}(\mathrm{KO}, \mathrm{LA})=0$
GO TO 900
$205 \operatorname{MPNO}(K O, L A)=1$
900 CONTINUE
DO $300 \mathrm{~J}=1$, MO
DO $300 \mathrm{~K}=1$, NO
$300 \operatorname{PUNCH} 303, \operatorname{MACH}(J, K), \operatorname{MOVER}(J, K), M P N O(J, K), M I M E(J, K), M O, N O$

303 FORMAT(4I4, 40X,2I4)
1200 CONTINUE
PRINT 1414
1414 FORMAT(1XI4HEND OF PROGRAM)
STOP
END
$-91+91-83+77-69+67-61+59-53+37-29+27-21+19-13$
$+03-11+13-19+21-27+29-37+53-59+61-67-77+69+83$
2428303233343535363737383839394040404141
4242424343434444444545454546464647474747
4848484849494949505050505151515152525252
53535353545454555555555565656575757585858
5959606060616162626363646565666768707276
500003333325000200001666714286125001111110000
0202020202020203030303030404040405050505060606060707070708080
8090910
0405060708091005070809100708091005070910070809100708091008091
0091010
45329


Fig. 30.--Analysis of input data

```
C ANALYSIS OF INPUT DAIA
    DIMENSION MACH(10,12),MIME(10,12),MTIME(10),NPTIME(12),
    1KWGT(10)
    DO 400 K = 1,39
    READ 1,M,N
    1 FORMAT( 3X,2I2)
        DO 2 I = I,M
        DO 2 J = 1,N
    2 READ 3, MACH(I,J),MIME(I,J)
    3 FORMAT(I4,8X,I4)
    X = M
    Y = N
    DO 6 I = 1,M
    MTIME(I) = 0
    KWGT(I) = 0
    DO }4\textrm{J}=1,
    MTIME(I) = MTIME(I) + MIME(I,J)
    4 KWGT(I) = MACH(I,J)-1000*(I-1)-10*(J-I) + KWGT(I)
    6 \text { CONTINUE}
    MT = MTIME(I)
    DO 20 I = 2,M
    IF(MT-MTIME(I)) 21,20,20
21 MT = MTIME(I)
2O CONTINUE
    SUMX = 0.0
    SOSX = 0.0
```

```
    DO 30 I = 1,M
    TIME = MTIME(I)
    SUMX = SUMX + TIME
30 SOSX = SOSX + TIME*TIME
    XBAR = SUMX/X
    VARX=(SOSX-XBAR*SUMX )}/(X-1.0
    LWGT=0
    MWGT=0
    DO 22 I=1,Mi
    MWGT=MWGT+KWGT(I)
22 LWGT=LWGT+KWGT(I)*KWGT(I)
    WGT=LWGT-MWGT/M*MWGT
    WGT=WGT/(X-1.0)
    DO & J=I,N
    NPTIME(J)=0
    DO }7\mathrm{ I=I,M
    7 NPTIME(J)=NPTIME (J) +MIME (I,J )
    8 CONTINUE
    SUMY =0.0
    SOSY=0.0
    DO 31 I=I,N
    TIME=NPTIME(I)
    SUMY =SUMY +TIME
31 SOSY=SOSY+TIME*TIME
    YBAR=SUMY/Y
    VARY =( SOSY-YBAR*SUMY)/(Y-1.0)
```

$\mathrm{NP}=\mathrm{NPTIME}(1)$
DO $23 \mathrm{I}=2, \mathrm{~N}$
IF(NP-NPTIME(I)) 24,23,23
$24 \mathrm{NP}=\mathrm{NPTIME}(1)$
23 CONTINUE
RATIO $=\mathrm{Y} / \mathrm{X}$
PUNCH 9,M,MT, XBAR, VARX, WGT, N, NP, YBAR, VARY, RATIO
$9 \operatorname{FORMAT}(2(2 I 4,3 F 8.3))$
400 CONTINUE
PRINT 1414
1414 FORMAT(1X,14HEND OF PROGRAM)
STOP
END


Fig. 3l.--Flow chart of scheduling program - part 1 of 2


Fig. 31.--Flow chart of scheduling program - part 2 of 2

C MODIFIED HELLER SCHEDULING ALGORITHM
$\operatorname{DIMENSION} \operatorname{MACH}(10,10), \operatorname{MOVER}(10,10), \operatorname{MPNO}(10,10), \operatorname{MIME}(10$, 110), $\operatorname{JPNO}(10,10), \operatorname{MART}(10,10), \operatorname{MINIS}(10,10), \operatorname{JART}(10,10), J I$ $2 \operatorname{NIS}(10,10), \operatorname{IIP}(10), \operatorname{ICHCK}(10), \operatorname{ITIE}(10), \operatorname{IXNAY}(10), \operatorname{MIX}(30)$

3,IOFX(10),JCHCK (10)
READ 31,IEND,I
31 FORMAT(2I5)
READ 30,(ITIE(I),I=1,9)
30 FORMAT(9I5)
READ 26,(MIX(I),I=1,30)
26 FORMAT(15I3)
DO 850 LMN=I, LEND
READ 20,NUMRO,KOP,JOB
20 FORMAT(I3,I2,I2)
DO 21 I=1,KOP
DO 21 J=I,JOB
$21 \operatorname{READ} 22, \operatorname{MACH}(I, J), \operatorname{MOVER}(I, J), \operatorname{MPNO}(I, J), \operatorname{MIME}(I, J)$
22 FORMAT(4I4)
$K S U M=0$
$\mathrm{KBIG}=0$
SUM $=0.0$
SOS $=0.0$
KMAX=99999
LKOP=KOP-1
LAX $=\operatorname{ITIE}$ (LKOP)
$\mathrm{KJOB}=\mathrm{JOB}-1$
DO 450 IJK=1,100
$K R A D=I J K / 7+1$
LOAD $=400+\mathrm{MIX}(\mathrm{KRAD})$
DO 120 I=1,KOP
LOFX (I) $=0$
$\operatorname{IXNAY}(I)=0$
DO $120 \mathrm{~J}=1, \mathrm{JOB}$
$\operatorname{MART}(I, J)=0$
$\operatorname{MINIS}(I, J)=0$
$120 \mathrm{JPNO}(\mathrm{I}, \mathrm{J})=\mathrm{MPNO}(\mathrm{I}, \mathrm{J})$
DO 660 NOT=1,JOB
DO $130 \mathrm{M}=1, \mathrm{KOP}$
$130 \operatorname{LIP}(M)=0$
$K=0$
DO $133 \mathrm{M}=1,1000$
$\mathrm{L}=\mathrm{I}$ *LOAD
ID $=(\mathrm{I}-1) / \mathrm{LAX}+1$
DO $150 \mathrm{~J}=\mathrm{I}, \mathrm{KOP}$
$\operatorname{IF}(\operatorname{IIP}(J)-I D) 150,133,150$
150 CONTINUE
$K=K+1$
$\operatorname{LIP}(K)=I D$
IF(K-KOP ) 133,135,135
133 CONTINUE
PRINT 134
134 FORMAT(1X,14HGENERATOR IOOP)

STOP

```
135 DO 181 I=1,KOP
    K=LIP(I)
    M=0
    DO 182 J=I,JOB
    IF(JPNO(K,J))155,165,155
165 M=M+1
    ICHCK(J)=MART(K,J)
    JCHCK(J)=J
    GO TO 182
155 ICHCK(J)=99999
182 CONTINUE
    IF(M)175,181,175
175 IXNAY(K)=IXNAY(K)+1
    DO 210 IX=1,KJOB
    KMO=JOB-IX
    DO 210 JX=1,KMO
    JO=JX+1
    IF(ICHCK(JX)-ICHCK(JO))210,210,215
215 KOLD=ICHCK(JX)
    ICHCK(JX)=ICHCK(JO)
    ICHCK(JO)=KOLD
    MOLD=JCHCK(JX)
    JCHCK(JX)=JCHCK(JO)
    JCHCK(JO)=MOLD
210 CONTINUE
```

$N A=0$
DO 220 IX=2,JOB
IF ( ICHCK ( 1 ) -ICHCK (IX ) $192,220,220$
225 PRINT 226
226 FORMAT(1X,12HERROR AT 225)
STOP
220 NA $=N A+1$
GO TO 240
$192 \operatorname{IF}(N A) 300,300,240$
$240 I=L *$ IOAD
$\operatorname{IE}=(\mathrm{L}-1) / \operatorname{ITIE}(N A)+1$
GO TO 330
300 IE=1
330 IE=JCHCK (IE)
$\operatorname{IF}(\operatorname{IXNAY}(K)-1) 396,455,356$
$356 \operatorname{IF}(\operatorname{LOFX}(K)-M A R T(K, I E)) 455,455,405$
$405 \operatorname{MART}(\mathrm{~K}, \mathrm{IE})=\operatorname{LOFX}(\mathrm{K})$
GO TO 455
396 PRINT 397
397 FORMAT (IX,9HERROR 396)
STOP
$455 \operatorname{MINIS}(\mathrm{~K}, \mathrm{IE})=\operatorname{MART}(\mathrm{K}, \mathrm{IE})+\operatorname{MIME}(\mathrm{K}, \mathrm{IE})$
$\operatorname{LOFX}(K)=M I N I S(K, I E)$
JPNO $(K, I E)=J P N O(K, I E)-1$
$\operatorname{IF}(\operatorname{MOVER}(\mathrm{K}, \mathrm{IE})) 392,181,392$
$392 \mathrm{JK}=(\operatorname{MOVER}(\mathrm{K}, \mathrm{IE})) / 100+1$

LK=MOVER(K,IE)-100* (JK-1)
$L K=I K / 10+1$
JPNO (JK, LK $)=\mathrm{JPNO}(J K, L K)-1$
IF(MART(JK,LK)-IOFX(K) )380,181,181
$380 \operatorname{MART}(J K, L K)=$ LOFX $(K)$
181 CONTINUE
660 CONTINUE
$712 \mathrm{KAT}=0$
DO 810 I=1, KOP
IF(IXNAY(I)-JOB)815,810,810
815 DO $810 \mathrm{~J}=\mathrm{I}, \mathrm{JOB}$
IF(JPNO (I, J ) $810,820,830$
$820 \operatorname{JPNO}(I, J)=-1$
$\operatorname{IF}(\operatorname{LOFX}(I)-\operatorname{MART}(I, J)) 825,825,835$
$835 \operatorname{MART}(I, J)=\operatorname{IOFX}(I)$
$825 \operatorname{MINIS}(I, J)=\operatorname{MART}(I, J)+\operatorname{MIME}(I, J)$
$\operatorname{LOFX}(I)=\operatorname{MINIS}(I, J)$
$\operatorname{IXNAY}(I)=\operatorname{IXNAY}(I)+1$
$\operatorname{IF}(\operatorname{MOVER}(I, J)) 840,810,840$
$840 \mathrm{JK}=(\operatorname{MOVER}(\mathrm{I}, \mathrm{J})) / 100+1$
LK $=\operatorname{MOVER}(\mathrm{I}, \mathrm{J})-100 *(\mathrm{JK}-1)$
$L K=L K / 10+1$
JPNO (JK, IK ) $=$ JPNO (JK, IKK) -1
IF( MART(JK,IK)-LOFX (I) )950,810,810
$950 \operatorname{MART}(J K, L K)=L O F X(I)$
830 KAT=1

810 CONTINUE
$\operatorname{IF}(\mathrm{KAT}) 714,714,712$
714 MINK $=$ MINIS $(1,1)$
DO $500 \mathrm{I}=1, \mathrm{KOP}$
DO $500 \mathrm{~J}=1, \mathrm{JOB}$
IF(MINK-MINIS(I,J))505,500,500
505 MINK $=$ MINIS $(I, J)$
500 CONTINUE
IF (KMAX-MINK) $515,525,510$
515 IF (MINK-KBIG ) $525,525,516$
$516 \mathrm{KBIG}=\mathrm{MINK}$
GO TO 525
510 KMAX=MINK
LAST=IJK
DO 520 I=1,KOP
DO $520 \mathrm{~J}=\mathrm{I}, \mathrm{JOB}$
$\operatorname{JART}(I, J)=\operatorname{MART}(I, J)$
$520 \operatorname{JINIS}(\mathrm{I}, \mathrm{J})=\mathrm{MINIS}(\mathrm{I}, \mathrm{J})$
525 FINIS $=$ MINK
SUM=SUM + FINIS
SOS=SOS + FINIS*FINIS
450 CONTINUE
XBAR $=$ SUM $/ 100.0$
VAR $=($ SOS-XBAR*SUM $) / 99.0$
STD=SQRTF(VAR)
PRINT 1700

1700 FORNAT( 1 X, SHOPERATION, $3 \mathrm{X}, 5 \mathrm{HSTART}, 3 \mathrm{X}, 6 \mathrm{HFINISH}$ )
DO 700 I=1,KOP
DO $700 \mathrm{~J}=1, \mathrm{JOB}$
700 PRINT 710, MACH (I,J),JART(I,J),JINIS(I,J)
? 10 FORMAT( $1 \mathrm{X}, 1 \mathrm{X}, \mathrm{I} 5,5 \mathrm{X}, 15,4 \mathrm{X}, \mathrm{I5}$ )
PRINT 740,KMAX,XBAR,VAR,STD,LAST,KBIG
740 FORMAT ( $1 \mathrm{X}, 5 \mathrm{HKMAX}=, \mathrm{I}, 2 \mathrm{X}, 5 \mathrm{HXBAR}=, \mathrm{F} 8.2,2 \mathrm{X}, 4 \mathrm{HVAR}=, \mathrm{F} 8.2,6 \mathrm{H}$
$1 \mathrm{STD}=, \mathrm{F} 8.2,2 \mathrm{X}, 5 \mathrm{HLAST}=, \mathrm{I} 5,2 \mathrm{X}, 5 \mathrm{HKBIG}=, \mathrm{I} 5)$
850 CONTINUE
PRINT 1414
1414 FORMAT (1X,14HEND OF PROGRAM)
STOP
END

85
C DOOLITTIE PROCEDURE FOR 12 VARIABLES ${ }^{1}$ DIMENSION A(13,13),B(13,13),AY(13),BY(13),BETA(13) DIMENSION $C(13,13), \mathrm{X}(13), \operatorname{SUM}(13), \operatorname{SCP}(13,13), \operatorname{CCP}(13,13)$

1,SCPY(13)
DIMENSION CCPY(13), SB(13), XBAR(13)
READ 330,JKIM
330 FORMAT(I2)
DO 105 MS=1,JKLM
READ 1, M,N
1 FORMAT(I3,I3)
$\mathrm{N}=\mathrm{M}$
SUMY $=0.0$
SSY=0.0
$\operatorname{CSSY}=0.0$
$\mathrm{Bl}=\mathrm{N}$
DO 99 I=1,M
$\operatorname{SUM}(I)=0.0$
$\operatorname{SCPY}(I)=0.0$
$\operatorname{CCPY}(I)=0.0$
DO $98 \mathrm{~J}=1, \mathrm{M}$
$502 \mathrm{C}(\mathrm{I}, \mathrm{J})=0.0$
$\operatorname{SCP}(I, J)=0.0$
$98 \operatorname{CCP}(I, J)=0.0$
99 CONTINUE
$I_{\text {This }}$ program was furnished by the University of Oklahoma Medical School Computing Center.

DO $15 \mathrm{~K}=1, \mathrm{~N}$
READ $2, \mathrm{Y}, \mathrm{X}(1), \mathrm{X}(2), \mathrm{X}(3), \mathrm{X}(4), \mathrm{X}(5), \mathrm{X}(6), \mathrm{X}(7), \mathrm{X}(8), \mathrm{X}(9)$.

$$
1 X(10), X(11), X(12)
$$

2 FORMAT(13F6.1)
$S U M Y=S U M Y+Y$
$S S Y=S S Y+Y * Y$
DO $15 \mathrm{I}=1, \mathrm{M}$
$\operatorname{SUM}(I)=\operatorname{SUM}(I)+X(I)$
$\operatorname{SCPY}(I)=\operatorname{SCPY}(I)+Y * X(I)$
DO $6 \mathrm{~J}=1, \mathrm{M}$
$6 \operatorname{SCP}(I, J)=\operatorname{SCP}(I, J)+X(I) * X(J)$
15 CONTINUE
DO 17 I=1,M
DO $13 \mathrm{~J}=1, \mathrm{M}$
$\operatorname{CCP}(I, J)=\operatorname{SCP}(I, J)-((\operatorname{SUM}(I) * \operatorname{SUM}(J)) / B I)$
13 CONTINUE
$\operatorname{CCPY}(I)=\operatorname{SCPY}(I)-((\operatorname{SUMY} * \operatorname{SUM}(I)) / 6 I)$
$\operatorname{XBAR}(I)=\operatorname{SUM}(I) / B 1$
17 CONTINUE
CSSY $=$ SSY $-((S U M Y * S U M Y) / B I)$
$Y B A R=S U M Y / B 1$
$I=1$
$A Y(I)=\operatorname{CCPY}(I)$
DO $4 \mathrm{~J}=1, \mathrm{M}$
$4 A(I, J)=\operatorname{CCP}(I, J)$
$\operatorname{IF}(A(I, I)) 145,146,145$

```
145 BY(I)=AY(I)/A(I,I)
    DO 14 J=1,M
    14B(I,J)=A(I,K)/A(I,I)
146 DO 108 I=2,M
    L=I-1
    DO 18 J=I,M
    CFY=0.0
    CFA=0.0
    DO 147 K=1,L
    CFYY =A(K,I)*BY(K)
147CFA=CFA +A(K,I)*B(K,J)
    A(I,J)=CCP(I,J)-CFA
    IF(A(I,I)) 16,108,16
16 B(I,J)=A(I,J)/A(I,I)
18 CONTINUE
    AY(I)=CCPY(I)-CFY
    BY(I)=AY(I)/A(I,I)
108 CONTINUE
    DO 80 I=I,M
80 BETA(I) =0.0
    I=M
    BETA(I) =BY(I)
20 I=M-1
    L=I+1
    CFB}=0.
    DO 22 K=T.N1
```

```
    22 CFB=CFB+B(I,K)*BETA(K)
    BETA(I)=BY(I)-CFB
    M=M-1
    IF(M-1) 21,21,20
    21 RSS=0.0
    M=N1
    PRINT 217
217 FORMAT(15X,19HDOOLITTLE PROCEDURE)
    PRINT 220
220 FORMAT(23HREGRESSION COEFFICIENTS)
    PRINT 221
221 FCRMAT(2X,1HI,6X,7HBETA(I),9X,4HMEAN,8X,11HSTD BETA(I))
311 DO 109 I=1,M
    RSS=RSS+BETA(I)*CCPY(I)
    STDB=BETA(I)*SQRTF(CCP(I,I)/CSSY)
    PRINT 500,I,BETA(I),XBAR(I),STDB
    500 FORMAT(I4,3F15.6)
    109 CONTINUE
    CFIC=0.0
    DO 2O1 I=1,M
    CFIC=CFIC +BETA(I)*(SUM(I)/BI)
    2O1 CONTINUE
    YINCT=YBAR-CFIC
    PRINT 212,YINCT
    212 FORMAT(12HY INTERCEPT=,F15,4)
        DF2 =M
```

```
    Dfl=N-1
    RMS=RSS/DF2
    RESS=CSSY-RSS
    REDF=DF1-DF2
    REMS=RESS/REDF
    F=RMS/REMS
    PRINT 206
    206 FORMAT(17HAOV OF REGRESSION)
    PRINT 207
    207 FORMAT(12X,2HDF,10X,2HSS,15X, 2HMS,15X,1HF)
    PRINT 208,DF2,RSS,RMS,F
    208 FORMAT( IOHREGRESSION,F5.0,F15.3,F15.3,F15.3)
    SY=SQRT((CSSY-RSS)/REDF
    PRINT 209,REDF,RESS,REMS
    209 FORMAT(8HRESIDUAL,2X,F5.0,F15.3,F15.3)
    PRINT 210,DF1,CSSY
    210 FORMAT(5HTOTAL,5X,F5.0,F15.3,F15.3)
    RMCC=RSS/CSSY
    RMCC=SQRT(RMCC)
    RSQ=RMCC*RMCC
    PRINT 213
    213 FORMAT( 32HMULTIPLE CORREIATTION COEFFICIENT)
    PRINT 222,RMCC,RSQ
222 FORMAT(2HR=,F15.5,5X,1OHR SQUARE = ,F15.5)
    PRINT 216
216 FORMAT(26HREDUCTION DUE TO LAST BETA)
```

DO $29 \mathrm{I}=1, \mathrm{NI}$
REDBN=AY(I)*BY(I)

## 29 PRINT 214,REDBN

214 FORMAT(F15.4)
$41 \mathrm{M}=\mathrm{Nl}$
$42 \mathrm{I}=\mathrm{M}$
$\mathrm{J}=\mathrm{M}$
$\mathrm{CFC}=0.0$
$43 \mathrm{IF}(\mathrm{I}-\mathrm{J}) 51,52,53$
$52 \mathrm{~K} 5=\mathrm{J}+1$
$\operatorname{IF}(K 5-N 1) 62,62,61$
62 DO $154 \mathrm{~K}=\mathrm{K} 5, \mathrm{~N} 1$
$\mathrm{CFC}=\mathrm{CFC}+\mathrm{B}(\mathrm{I}, \mathrm{K}) * \mathrm{C}(\mathrm{I}, \mathrm{K})$
154 CONTINUE
$61 \operatorname{IF}(A(I, J)) 60,45,60$
$60 C(I, J)=(I . O / A(I, J))-C F C$
45 I=I-1
$\operatorname{IF}(I) 56,44,43$
$44 \mathrm{M}=\mathrm{M}-\mathrm{I}$
IF(M) 42,56,42
$51 \mathrm{~L}=\mathrm{I}+1$
DO $55 \mathrm{~K}=\mathrm{L}, \mathrm{N} 1$
$55 \mathrm{C}(\mathrm{I}, \mathrm{J})=\mathrm{C}(\mathrm{I}, \mathrm{J})-\mathrm{B}(\mathrm{I}, \mathrm{K}) * \mathrm{C}(\mathrm{K}, \mathrm{J})$
$53 \mathrm{C}(\mathrm{J}, \mathrm{I})=\mathrm{C}(\mathrm{I}, \mathrm{J})$
GO TO 45
$56 \mathrm{M}=\mathrm{N} \mathrm{N}$

## 91

PRINT 211
211 FORMAT(3X,1HI,10X,2HSB,15X,1HT,12X,2HDF,5X,15HSSB(I) IADJUSTED)

DO 200 I=1,M
$\operatorname{SB}(I)=\operatorname{SQRT}(C(I, I) * S Y * S Y)$
$T=B E T A(I) / S B(I)$
$\operatorname{XSS}=(\operatorname{BETA}(I) * \operatorname{BETA}(I)) / C(I, I)$
PRINT 205,I, SB(I),T,REDF,XSS
205 FORMAT(I4, 4F15.4)
200 CONTINUE
PRINT 223
223 FORMAT(3X, 1HI, 3X, IHJ, 7X $; 6 \mathrm{HC}(\mathrm{I}, \mathrm{J})$ )
202 DO 203 I=I,M
DO $203 \mathrm{~J}=\mathrm{I}, \mathrm{M}$
203 PRINT 215, I,J,C(I, S)
215 FORMAT(I4,I4,5X,EI4.8)
105 CONTINUE
PRINT 1414
1414 FORMAT (14HEND OF PROGRAM)
STOP
END


Fig. 32. Flow chart of P.L.P. program - part 1 of 4


Fig. 32. Flow chart of P.L.P. program - part 2 of 4


Fig. 32. Flow chart of P.L.P. program - part 3 of 4


Fig. 32. Flow chart of P.L.P. program - part 4 of 4

C PARAMETERIZED LINEAR PROGRAM SCHEDULING
DIMENSION $\mathrm{A}(14,24), \mathrm{B}(14), \operatorname{IX}(14), \mathrm{C}(24), \mathrm{BETA}(14,14), \mathrm{CP}(2$ 14), $\mathrm{PI}(14), \mathrm{AP}(14), \mathrm{BP}(14), \mathrm{RATIO}(24), \mathrm{BOLA}(14), \mathrm{ALPHA}(14)$, 2THETA (14) , ARP(24), BALPHA (14), P(14)

READ 1410,JIM
1410 FORMAT(I2)
DO 1414 JAKE $=1$, JIM
READ $1, M, N, K, M O, M A$
1 FORMAT(5I2)
$\mathrm{T}=\mathrm{M}$
DO 2 I=1,M
$\operatorname{READ} 3, A(I, I), A(I, 2), A(I, 3), A(I, 4), A(I, 5), A(I, 6), A(I, 7$

1) $\mathrm{A}(\mathrm{I}, 8)$
$2 \operatorname{READ} 3, A(I, 9), A(I, 10), A(I, 11), A(I, 12), A(I, 13), A(I, 14), A$ $I(I, 15), A(I, 16)$
3 FORMAT( 8F6.1)
READ 3, (B(I), I=1,M)
READ 3, (C(I) , I=I, K)
CLARE $=1.0$
$\mathrm{JOHN}=1$
JAY=1
MARK $=1$
$T O M=0.0$
$T H E=0.0$
KEN=0
$K R=2$

> JUD $=1$
> $\mathrm{JO}=0$
> DO 4 I=1,M
> $\mathrm{NO}=\mathrm{N}+\mathrm{I}$
> DO $4 \mathrm{~J}=\mathrm{I}, \mathrm{M}$
> IF(J-I) 41,40,41
> $41 \mathrm{~A}(\mathrm{~J}, \mathrm{NO})=0.0$
> $\operatorname{BETA}(J, I)=0.0$
> GO TO 4
> $40 \mathrm{~A}(\mathrm{~J}, \mathrm{NO})=1.0$
> $\operatorname{BETA}(J, I)=1.0$
> 4 CONTINUE
> DO 7 I=1,M
> THETA( $I$ ) $=0.0$
> ALPHA ( $I$ ) $=0.0$
> $\operatorname{IX}(I)=I+N$
> $B P(I)=B(I)$
> $\operatorname{BALPHA}(I)=0.0$
> $7 \mathrm{PI}(\mathrm{I})=0.0$
> DO $6666 \mathrm{I}=\mathrm{I}, \mathrm{K}$
> $6666 \mathrm{C}(\mathrm{I})=-\mathrm{C}(\mathrm{I})$
> 100 DO $8 \mathrm{~J}=1, \mathrm{~K}$
> $\mathrm{CP}(J)=0.0$
> DO 88 I=1,M
> $88 \operatorname{CP}(J)=\operatorname{CP}(J)+A\left(I_{5} J\right) * P I(I)$
> $8 \mathrm{CP}(J)=\operatorname{CP}(J)+C(J)$

```
            DO 47 I=1,K
            IF(ABSF(CP(I))-0.99E-06)48,48,47
    48CP(I)=0.0
    4 7 \text { CONTINUE}
    GO TO (2222,77),JAY
2æ22 IT=1
    DO 9 I=2,K
    IF(CP(I)-CP(I))9,9,10
    10 CP(I) = CP(I)
        IT=I
        9 ~ C O N T I N U E ~
            IF(CP(IT))11,12,12
    11 DO 13 I=1,M
        AP(I)=0.0
        RATIO(I) =0.0
        DO 13 J=1,M
    13 AP(I)=\operatorname{BETA}(I,J)*A(J,IT)+AP(I)
        GO TO (1776,27),JAY
1776 DO 14 I=I,M
    IF(AP(I) )34,34,15
    15 RATIO(I) = BP(I)/AP(I)
        GO TO 14
    34 RATIO(I)=39.OE49
    14 CONTINUE
        KT=1
        DO 16 I=2,M
```

$\operatorname{IF}(\operatorname{RATIO}(1)-\operatorname{RatIO}(I)) 16,16,17$
17 PATIC(1)=RATIO(I)
$\mathrm{KT}=\mathrm{I}$
16 CONTINUE
IF (RATIO (1)-99.0E49)27,26,27
26 PRINT 33
33 FORMAT(1X,17HNO POSITIVE RATIO)
GO TO 1414
$27 \operatorname{IX}(K T)=I T$
$\mathrm{BP}(\mathrm{KT})=\mathrm{BP}(\mathrm{KT}) / \mathrm{AP}(\mathrm{KT})$
DO 31 I=1,M
$\operatorname{IF}(\mathrm{I}-\mathrm{KT}) 32,31,32$
$32 \operatorname{BP}(\mathrm{I})=\mathrm{BP}(\mathrm{I})-\mathrm{AP}(\mathrm{I}) * \mathrm{BP}(\mathrm{KT})$
31 CONTINUE
Do $18 \mathrm{I}=1, \mathrm{M}$
$18 \mathrm{BETA}(\mathrm{KT}, \mathrm{I})=\mathrm{BETA}(\mathrm{KT}, \mathrm{I}) / \mathrm{AP}(\mathrm{KT})$
D0 19 I=1,M
DO $19 \mathrm{~J}=\mathrm{I}, \mathrm{M}$
IF(KT-I)20,19,20
$20 \operatorname{BETA}(I, J)=\operatorname{BETA}(I, J)-A P(I) * B E T A(K T, J)$
19 CONTINUE
DO 21 I=1,M
$21 \mathrm{PI}(\mathrm{I})=\mathrm{PI}(\mathrm{I})-\mathrm{CP}(\mathrm{IT}) * \mathrm{BETA}(\mathrm{KT}, \mathrm{I})$
CLARE $=$ CLARE +1.0
IF(CLARE-50.0)100,100,44
44 PRINT 45,JAKE
45 FORMAT(1X,2HLP,I3,1X,7HCYCLING)

```
        GO TO 1414
    12 SUM=0.0
    DO 22 I=1,M
    LO=IX(I)
    22 SUM=SUM+C(LO)*(BP(I)+THE*BALPHA(I))
    DO 23 I=1,M
    LO=IX(I)
    23 PRINT 24,IX(I),C(IO),BP(I),BALPHA(I)
    24 FORMAT(IX,IHX,I2,F6.1,2E14.8)
    PRINT 25,SUM,THE
    25 FORMAT(1X,2E14.8)
    JAY=2
    GO TO (95,1414,1212),JOHN
6 0 9 ~ D O ~ 4 1 2 ~ I = I , M ~
412 ALPHA(I)=-0.01*B(I)
    JUD=1
    77 DO 50 I=1,M
    BALPHA(I) =0.0
    DO 50 J=1,M
    50 BALPHA(I)=BETA(I,J)*AIPHA(J) +BALPHA(I)
    JOHN=2
    NOW=O
    DO 51 I=1,M
    IF(BALPHA(I) )52,53,53
    53 THETA(I) =9.9E48
    GO TO 51
    52 THETA(I)=BP(I)/ABSF(BALPHA(I))
```

NOW $=1$

## 51 CONIINUE

IF(NOW) 91,91,92
91 PRINT 93,JAKE
93 FORMAT(IX,12HOPEN PROGRAM,I4)
JOHN $=3$
$J E R K=3$
GO rio 12
$92 \mathrm{KT}=1$
THE $=$ THETA $(1)$
DC $54 I=2, M$
IF (THE-THETA (I) ) $54,54,55$
$55 \mathrm{THE}=\mathrm{THETA}(\mathrm{I})$
$K T=I$
54 CONTINUE
$J E R K=1$
GO TO (1060,95), JJD
1060 DO $63 \mathrm{I}=1, \mathrm{~K}$
$63 \operatorname{RATIO}(I)=9.0 E 48$
$K I D=0$
DO $56 \mathrm{I}=\mathrm{I}, \mathrm{K}$
$\operatorname{ARP}(I)=0.0$
DO $56 \mathrm{~J}=1, \mathrm{M}$
$56 \operatorname{ARP}(I)=\operatorname{ARP}(I)+\operatorname{BETA}(K T, J) * A(J, I)$
DO $2243 \mathrm{I}=1, \mathrm{~K}$
$\operatorname{IF}(\operatorname{ABSF}(\operatorname{ARP}(I))-0.99 E-06) 2244,2244,2243$

```
2244 ARP(I)=0.0
2243 CONTINUE
    MARK=MARK+1
    TF(MARK-40)713,713,912
    912 PRINT }93
    932 FORMAT(1X,14HNOT CONVERGING)
    GO TO 1414
    713 DO 57 I=1,K
    IF(ARP(I))58,57,57
    58 RATIO(I)=CP(I)/ABSF(ARP(I))
    KID=1
    5 7 \text { CONTINUE}
    IF(KID)73,73,59
    73 PRINT }7
    74 FORMAT(IX,19HPARAMETRIC SOLUTION)
    JOHN=3
    GO TO 12
    59 IT=1
    DO 60 I=I,K
    IF(ARP(I) )62,60,60
    62 IF(RATIO(I)-RATIO(I))60,60,61
    6 1 ~ R A T I O ( I ) = R A T I O ( I )
        IT=I
    6 0 ~ C O N T I N U E ~
        JAY=2
        GO TO 11
```

```
    95 JOHN=3
    SUMMA =0.0
    DO 300 J=1,MO
    BOLA(J)=0.0
    DO 1918 I=1,M
    IO=IX(I)
    IF(C(IO))302,1918,302
    302 BOLA(J)=BOLA(J)+A(J,IO)*(BP(I)+THE*BALPHA(I))
    DIV=DIV +1.0
1918 CONTINUE
    SUNMMA =SUMMMA +BOIA ( J )
300 CONTINUE
    DO 400 I=1,M
    P(I)=0.0
    IO=IX(I)
    IF(C(LO) )402,400,402
402 DO 403 J=1,MO
403 P(I) =P(I)+A(J,IO:)*(BP(I) +THE*BALPHA(I))
4 0 0 ~ C O N T I N U E ~
    BOY=BOLA(I)
    DO 500 I=2,M
    IF(BOY-BOLA(I ) \502,500,500
5 0 2 ~ B O Y = B O L A ( I )
5 0 0 ~ C O N T I N U E ~
PA=P(1)
DO 560 I=2,M
```

```
    IF(PA-P(I) )503,560,560
    503 PA=P(I)
    5 6 0 ~ C O N T I N U E ~
    SCHED=0.8*(PA +BOY-SUMMA/DIV)
    PRINT 332,JAKE,SCHED
    332 FORMAT(1X,11HSCHEDULE NO,I3,1X,6HEQUALS,E14.8)
    GO TO (6868,8685),KR
8686 IF(SCHED-B(1))340,340,99
    340 JERK=1
        KR=1
    THE=SCHED/B(1)*THE
    GO TO 95
6868 IF(ABSF(SCHED-B(1))-0.02*B(1))12,12,6870
6870 THE=THE+((SCHED-B(1))/B(1))*THE
    KEN=KEN+1
    IF(KEN-40)95,95,912
    GO TO (1060,609,1414),JERK
1212 DO 600 I=1,M
    LO=IX(I)
    IF(C(IO))601,600,601
    6 0 1 ~ D O ~ 6 0 3 ~ J = 1 , M O ~
    TIME=A(J,LO)*(BP(I) +THE*BALPHA(I))
    MIME=TIME
    603 PUNCH 602,MIME,JAKE,J,IO
    602 FORMAT(12X,I4,20X,I4,I4,I4)
    600 CONTINUE
```

GO TO (1414,95,1414), JERK
1414 CONTINUE
PRINT 1415
1415 FORMAT(1X,14HEND OF PROGRAM)
STOP
END

## APPENDIX B

PARAMETRIC IINEAR PROGRAMMING

There are two methods of parametric linear programming described in the literature. One is to vary the cost coefficients and the other is to vary the constraints (Garvin 22). Due to the duality of linear programming the methods are equivalent. Since the hour constraints were of concern in this dissertation, the latter method was utilized.

The computer program (see Appendix A) utilized in the dissertation was taken directly from Garvin's text and only a graphical explanation will be presented at this time. Figure 33 is a two dimensional linear programming problem in which two products are made using four machines with the following constraints:

|  | Part 1 | Part 2 | Constraint |
| :---: | :---: | :---: | :---: |
| Machine 1 | 5 | 6 | 30 |
| Machine 2 | 7 | 4 | 28 |
| Machine 3 | 10 | 0 | 30 |
| Machine 4 | 0 | 7 | 28 |
| Profit | $\$ 1$ | $\$ 1$ |  |

The adding of a scheduling constraint that all production must be produced within 30 hours shifts the L.P.


Fig. 31. Simple Parametric Linear Program
solution and the area of maximum profit becomes a rectangle with the greatest profit at the corner furthest from the origin. This point is then evaluated for scheduling time using equation 5.4. If the time is greater than the allowed 30 hours, the convex set is shrurk toward the origin. In the two dimensional case, each of the dotted lines in Figure 33 are moved parallel to themselves toward the origin. A new linear programming solution is found and the scheduling time is again evaluated. When a scheduling time equal to or less than 30 hours is found the parametric linear programming is terminated.

A detailed study of the above program indicatea that
there are many points in the set at which the scheduling time can be met, but the profit valuation varies and at the present time there seems to be no simple searching method for finding the optimum profit schedule which can be met. In the exploratory experiments made, it was found that the schedule time converged rapidly with only small changes in constraints and that the profit for the schedule was near optimum. Further experimental and theoretical research in this area may improve this technique so that it can be used for optimization of other types of non-linear programs.


[^0]:    ${ }^{1}$ Pseudo-optimum is used to describe the schedule with minimum time found in a sampling of possible schedules. It may be the true minimum but the probability is small for any large problem.

