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NOMENCLATURE

| ${ }^{\text {i }}$ i | central area at cell i-1 |
| :---: | :---: |
| C | constant |
| D | jet diameter |
| $\mathrm{D}_{\mathrm{P}}$ | propeller diameter |
| D* | nondimensional propeller diameter, $\mathrm{D}^{*}=\mathrm{D}_{\mathrm{P}} / \mathrm{H}$ |
| DF | dilution factor, $D F=\left(\rho_{r e l}-\rho_{h} / \rho_{e}-\rho_{h}=\rho_{r e l}-\rho_{2} / \rho_{1}-\rho_{2}\right)$ |
| $F r_{d}$ | densimetric Froude number, $F r_{d}=V /\left[g\left(\Delta \rho / \rho_{o}\right) H\right]^{l / 2}$ |
| g | gravitational acceleration |
| $\mathrm{g}_{\mathrm{x}}$ | body force in direction x |
| $\mathrm{g}_{\mathrm{y}}$ | body force in direction $y$ |
| h | depth or height |
| $\mathrm{h}_{\mathrm{s}}$ | stagnation point depth or jet penetration depth |
| $\overline{h_{t}}$ | mean thermocline depth |
| H | total depth of model |
| I | number of cells in x -direction |
| IBAR | number of cells of radius of flow field in $x$-direction |
| IREL-1 | number of cells of release gate in x-direction |
| J | number of cells in $y$-direction |
| JBAR | number of cells of total depth of flow field in $y$-direction |
| $\ell_{\mathrm{m}}$ | mixing length |
| $\mathrm{m}_{1}$ | mass fraction of fluid of density $\rho_{1}$ (epilimnion) |
| $\mathrm{m}_{2}$ | mass fraction of fluid of density $\rho_{2}$ (hypolimnion) |
| $M_{1 i}$ | mass fraction of epilimnion at cell i |


| $M_{2 i}$ | mass fraction of hypolimnion at cell i |
| :---: | :---: |
| P | deviation from hydrostatic pressure |
| $\overline{\mathrm{P}}$ | total pressure |
| $\mathrm{P}_{0}$ | reference pressure at propeller |
| $\mathrm{P}_{\mathrm{S}}$ | pressure at stagnation point |
| Qe | epilimnion water input flow rate |
| $2_{h}$ | hypolimnion water input flow rate |
| $Q_{p}$ | propeller flow rate |
| $Q_{r e l}$ | release flow rate |
| Q* | nondimensional flow rate, $Q^{*}=Q_{p} / Q_{\text {rel }}$ |
| $r$ | propeller radius |
| R | release gate radius |
| S | mass fraction (symbol used in program) for epilimnion |
| $S_{2}$ | mass fraction (symbol used in program) for hypolimnion |
| t | time |
| $t_{C}$ | characteristic time, $t_{C}=$ volume under the propeller $/ Q_{p}$ |
| t* | nondimensional time, $t^{*}=t / t_{C}$ |
| U | velocity in radial direction |
| $\mathrm{U}_{\mathrm{TB}}$ | input velocity for hypolimnion |
| $\mathrm{U}_{\mathrm{Te}}$ | input velocity for epilimnion |
| V | velocity in axial direction $y$ |
| $\mathrm{V}_{\mathrm{p}}$ | propeller velocity |
| $V_{r e l}$ | release water velocity |
| $\mathrm{V}_{0}$ | initial jet velocity |
| $\mathrm{V}_{\mathrm{Y}}$ | velocity at any location along axis y |
| $\mathrm{V}_{\text {S }}$ | velocity at stagnation point $\left(\mathrm{V}_{\mathrm{s}}=0\right)$ |
| x | radial axis |


| y | axial direction |
| :---: | :---: |
| $Z_{p}$ | penetration depth measured from the surface |
| $\mathrm{Z}_{\mathrm{p}}^{*}$ | nondimensional penetration depth, $Z_{p}^{*}=Z_{p} / H$ |
| $\mathrm{Z}_{\mathrm{T}}$ | metalimnion location measured from the bottom |
| $\mathrm{Z}_{\mathrm{T}}^{*}$ | nondimensional metalimnion location, $z_{t}^{*}=Z_{T} / H$ <br> Greek Letters |
| $\Delta x$ | cell width |
| $\Delta y$ | cell height |
| $\Delta \mathrm{P}$ | pressure change |
| $\Delta t$ | time increment |
| $\nu$ | kinematic viscosity |
| $\mu$ | laminar viscosity |
| $\mu_{t}$ | turbulent viscosity |
| $\rho$ | density |
| $\rho_{1}, \rho_{e}, \rho_{0}$ | epilimnion or top density |
| $\rho_{2}, \rho_{h}$ | hypolimnion density |
| $\rho_{r e l}$ | release water density |
| $\rho_{b}$ | mean metalimnion density |
| $\delta$ | jet half width |
| $\sigma_{\text {SC }}$ | Schmidt number |
| $\alpha$ | donor cell coefficient |
|  | Subscripts |
| C | characteristic |
| d | densimetric |
| e, 1 | epilimnion |


| h, 2 | hypolimnion |
| :--- | :--- |
| i | axial at cell i |
| m | mixing |
| p | jet location |
| p | propeller |
| s | release |
| $T, t$ | stagnation point |
| $T e$ | epilimnion input |
| $T B$ | hypolimnion input |
| x | radial |
| Y | axial |

## CHAPTER I

## INTRODUCTION

During the hot months of summer, thermal stratification may occur in water reservoirs. This presents a serious problem for quality of water released from reservoirs with low-level release structures. The reservoir stratifies into three main regions of different densities. The epilimnion, the top layer, contains warm-low density water (usually rich in oxygen and thus considered as a high-quality water). The hypolimnion, the bottom layer, consists of cold high-density water (poor in oxygen and thus considered as a low-quality water). The region of rapid temperature change (between the other two layers) is called the thermocline or metalimnion. Many of the old reservoirs have the release structure located near the bottom, and in this case the quality of water downstream of the impoundment is poor.

In spring the reservoir temperature is approximately uniform where there is no significant density gradient in the vertical direction. As the season progresses, the upper layer in the lake warms faster than the lower layer, creating a positive density gradient in the downward direction. The bottom layer will be at lower temperature due to low thermal conductivity of water and when the density gradient has a significant value across the top and bottom layers, the lake is said to be stratified.

The epilimnion water is rich in oxygen because of the atmosphere reaeration and photosynthesis. The lack of oxygen in the hypolimnion is referred to the lack of mixing with the epilimnion as a result of the density gradient. The low oxygen content is a characteristic of poor water quality.

## Background

Artificial destratification, localized mixing, and modifications of the release structures of the dam can be used to improve the released water quality. Artificial destratification can be either mechanical pumping (with assorted piping) or diffused air pumping. These mixing devices (1), however, require a substantial amount of energy to destratify a large body of water. Localized mixing is proven to be effective and economical to enhance the quality of water released from low-level release gates. Structural modification of the dam involves elevating of the release gate position in order to allow a release water made of the epilimnion. This method is effective for quality improvement; however, it is extremely costly. There has been a continued interest in local (mechanical) destratification of reservoirs to improve water quality. Garton (2) (3) has used a low-energy axial flow propeller pump to locally mix reservoirs near the release structure of the dam. The Garton pump has been used in Lake Okatibbee, Mississippi (3) (4), and at Pine Creek Reservoir, Oklahoma (2).

Local mixing improves the release water quality by inducing a jet of epilimnion water down to the release structure to dilute the hypolimnion water being released. The propeller used in References (2) and (3) was a 72-inch Acme Windmaster fan. This propeller pump is capable
of producing $1.8 \mathrm{~m}^{3} / \mathrm{sec}$ at 19.1 rpm . Dortch and Wilhelms (4) performed a local destratification test at Lake Okattibbee (using the same propeller) and concluded that it caused a significant change in the quality of low-flow releases.

## Hydraulic Modeling

Hydraulic modeling of the mechanical destratification by a propeller pump has been the main interest of hydraulic researchers at Oklahoma State University. Moretti and McLaughlin (5) have modeled the fluid dynamics of destratification using the Garton pump in a vertically distorted model of Ham's Lake constructed by Gibson (6). Using the model, Gibson (6) and Sharabianlou (7) concluded that prototype simulation by hydraulic modeling was successful when the Richardson number (or the related densimetric Froude number) and a nondimensional time scale are used as the modeling parameters. Givens (8) performed a hydraulic model study of local destratification using a propeller pump (Garton type). He developed dimensionless parametexs to indicate that the released water quality as well as the penetration depth using normalized initial conditions for the propeller diameter, the relative magnitude of the propeller, the released flowrates, and the metalimnion location. Moon (9) performed a hydraulic model study of the near flowfield induced by an axial-flow propeller pump used to enhance the quality of water being released from the hypolimnion by diluting the released water with higher quality epilimnion water. He concluded that the dilution factor, DF, and penetration depth are functions of the densimetric Froude number, the nondimensional propeller diameter, the nondimensional propeller depth, the flow rate ratio of propeller flow rate and release flow rate, and the nondimensional metalimnion location. He successfully performed hydraulic
modeling of local destratification at Okattibee, Mississippi, using a scale model of the release structure in a laboratory. Buoyancy forces in reserviors are due to density gradients caused by temperature difference. Modeling thermal stratification is very difficult because of heat transfer and temperature controls required on the boundaries. The thermal stratification can be modeled by dissolved salt provided that the two fluids (of the model and prototype) have similar thermal and molecular diffusivity (10) or eddy-diffusivity,

## Previous Theoretical and Numerical Analysis

There has been a continued interest in the theoretical analysis of a jet issuing into a density stratified environment. Baines (11) (12) studied the rate of entrainment through the end of a plume or jet which impinges on a density interface. He concluded that the entrainment flux into the plane must be a function of the local width, velocity, and buoyancy difference. He combined them into a single parameter, the Froude number (densimetric), $F r_{d}$. Ditmars (13) studied the use of a pumping system to mix density-stratified impoundment by means of a buoyant jet. He developed a one-dimensional simulation technique to predict the changes in the density structure of an impoundment caused by mixing using a pumping system. Abraham and Eysink (14) investigated the case of a jet issuing vertically upwards into fluid with a density gradient. They introduced a theoretical approach to determine the ceiling level of a jet under the above mentioned conditions. Huber, Harleman, and Ryan (15) developed a mathematical model to predict the vertical temperature distribution in stratified reservoirs. Their model includes the effect of distribution of heat within the reservoirs by advection and
diffusion, heat source and sinks at boundaries, and internal absorption of solar radiation. Boulot and Daubert (16) developed a mathematical model of intrusion of salinity in stratified layers (salt wedge). The model deals with unsteady flows of two fluids with a small density difference. The model has been used to calculate the salt wedge in the grand Rhône, France. Comparisons of the results with measurements show the position of the salt wedge and its movement under the effect of tide. Difficulties of calibration and impossibility of getting data for a stationary salt wedge were reported.

Outline of the Thesis

This thesis presents work in the primitive-variable finite difference solution procedure for two-dimensional axisymmetric transient flows, with a primary interest in the steady state solution. Based on the Los Alamos SOLA (17) technique, the present work extends this to include the computation of mass diffusion and buoyancy forces. Complexities can be added as needed such as a non-uniform grid, turbulence, swirl, or a semi-implicit method for each time step (18). Predictions of the near flow field of a jet induced by an axial-flow propeller pump into a stratified environment are given in Chapter IV showing good agreement with the experimental data. This shows that a useful and valuable tool is now available to show the influence of design parameters on flowfield mixing.

CHAPTER II

THEORETICAL MODEL

The modeling and prediction technique presented in this work is' the development of a primitive-variable finite difference procedure for twodimensional axisymmetric flow to represent flows of stratified fluids. The technique is based on the Marker and Cell (MAC) methodin the form of the SOLA algorithm (17). The computational code using an Eulerian finite difference formulation solves directly for the primitive pressure and velocity variables. In addition, the velocity components are positioned between nodes where pressure and other variables are stored. At each time step the time advanced values of $U, V$ are substituted in the continuity equation and then the pressure and velocity are corrected through an iterative process until the continuity equation is satisfied.

## The Governing Equations

For incompressible stratified fluid flow the partial differential equations in cylindrical (axisymmetric) coordinates of conservation of mass (continuity equation), momentum, and mass diffusion may be taken in conservative form as (18)

$$
\begin{aligned}
& \frac{\partial U}{\partial x}+\frac{\partial V}{\partial y}+\frac{U}{x}=0 \\
& \frac{\partial U}{\partial t}+\frac{\partial}{\partial x}\left(U^{2}\right)+\frac{\partial}{\partial y}(U V)+\frac{U^{2}}{x}=\frac{-1}{\rho_{1}} \frac{\partial P}{\partial x}+\frac{\mu}{\rho_{1}}\left(\frac{\partial^{2} U}{\partial x^{2}}+\frac{\partial^{2} U}{\partial y^{2}}\right.
\end{aligned}
$$

$$
\begin{align*}
& \left.+\frac{I}{x} \frac{\partial U}{\partial x}-\frac{U}{x^{2}}\right)+g_{x} \\
& \frac{\partial V}{\partial t}+\frac{\partial}{\partial x}(V U)+\frac{\partial}{\partial y}\left(V^{2}\right)+\frac{U V}{x}=\frac{-1}{\rho_{1}} \frac{\partial P}{\partial y}+g_{y}\left(\frac{\rho-\rho_{1}}{\rho_{1}}\right) \\
& +\frac{\mu}{\rho_{1}}\left(\frac{\partial^{2} v}{\partial x^{2}}+\frac{\partial^{2} V}{\partial y^{2}}+\frac{1}{x} \frac{\partial V}{\partial x}\right) \\
& \frac{\partial m_{1}}{\partial t}+\frac{\partial}{\partial x}\left(m_{1} U\right)+\frac{\partial}{\partial y}\left(m_{1} V\right)+\frac{m_{1} U}{x}=\frac{\mu}{\rho_{1} \sigma_{S C}}\left[\frac{\partial^{2} m_{1}}{\partial x^{2}}+\frac{\partial^{2} m_{1}}{\partial y^{2}}+\frac{1}{x} \frac{\partial m_{1}}{\partial x}\right] \\
& m_{1}+m_{2}=1 \\
& \rho=m_{1} \rho_{1}+m_{2} \rho_{2} \tag{1}
\end{align*}
$$

where

$$
\begin{aligned}
\mathrm{x}= & \text { radial coordinates; } \\
\mathrm{y}= & \text { axial coordinates; } \\
\mathrm{U}, \mathrm{~V}= & \text { velocity components in } \mathrm{x}(=\mathrm{r}) \text { and } \mathrm{y} \text { direction }(\mathrm{ft} / \mathrm{sec}) ; \\
\mathrm{m}_{1}, \mathrm{~m}_{2}= & \text { mass fractions of two different density fluids, of densi- } \\
& \text { ties } \rho_{1} \text { and } \rho_{2}\left(\rho_{1}<\rho_{2}\right) ; \\
\mu= & \text { absolute viscosity }\left(\mathrm{lbm-sec} / \mathrm{ft}^{2}\right) ; \\
\sigma_{\mathrm{SC}}= & \text { Schmidt number; } \\
\rho_{1} \rho_{1}= & \text { weighted average density and the reference density } \\
& \left(\text { slugs } / f t^{3}\right) ; \\
\mathrm{g}= & \text { gravitational acceleration }=\left(g_{\mathrm{x}}, g_{\mathrm{y}}\right)=(0,-32.2) \\
& \left(\text { (ft/sec }{ }^{2}\right) ; \text { and } \\
\mathrm{P}= & \text { deviation from hydrostatic pressure. }
\end{aligned}
$$

Notice that the actual pressure $\overline{\mathrm{P}}$ which is a function of depth and fluid motion has been replaced by two separate terms:

$$
\begin{aligned}
\bar{P} & =P-g_{y} \rho h \\
-g_{y} \rho_{1} h & =\text { hydrostatic pressure }
\end{aligned}
$$

where $h$ is the depth below the surface and $P$ is the deviation from the hydrostatic pressure. This simplifies the righthand side of the y-equation when both the pressure and buoyancy are small and this, among other things, reduces numerical error (see Appendix D).

The diffusion equation is used to calculate the mass fraction $m_{1}$ and $m_{2}$ and using this one can calculate the weighted average density and the release water quality (dilution factor).

## The Flow Domain and Grid System

The flow domain shown in Figure 1 represents the physical problem and it has a vertical axis of symmetry provided with a downward flowing jet of fluid from the rotor disk (propeller). A vector velocity plot, in Figure 3, shows the flow field velocity in a typical computation cycle at $t=0.56$ second to further illustrate the problem. Initially, two fluids occupy positions above and below the interface as shown, so that their mass fractions are $m_{1}=1$ and $m_{2}=0$ (for $h>h_{1}$, the height of the interface) and vice versa. The release gate of the dam is represented in Figure 4 by a circular opening in the bottom of the flowfield under the propeller. This may not represent exactly the release gate in the dam because of some structural details where the position of the release gate is on one side of the propeller and this cannot be represented in an axisymmetric flowfield. However, this representation will be fairly acceptable to represent the amount of release water, the position of the gate (roughly), and to calculate the release water quality
(dilution factor). The available volume of the flow domain is very limited and so as to allow the outlet of release water without dramatically decreasing the fluid level, there is an equal amount of input fluid shared between the top and bottom layers in amounts equal to the epilimnion and hypolimnion water released. The feeding is at two different locations in such a way that the epilimnion water is feeding through a circumferential opening into the upper layer and does not disturb the density profile. Also, the large circumferential opening allows the feeding to be at low velocity in order to cause no disturbance to the flow field. As with the epilimnion, hypolimnion water is fed into the bottom layer, as shown in Figure 4 which represents the mesh arrangement.

This feeding allows the fluid to maintain its level, thus simulating an infinite width or volume of water (as in the case of big lakes). The general mesh arrangement is shown in Figure 4 where the cylindrical region is divided into equal sized rectangular cell divisions with a width of $\Delta x$ and height $\Delta y$. The mesh region containing fluid consists of IBAR cells in the $x$-direction which has the index $i$, and JBAR cells in the $y$-direction with the index $j$. The flow domain is surrounded by a single layer of fictitious cells on all sides to allow simulation of the required boundary conditions. These fictitious cells increase the total number of cells so that $\operatorname{IMAX}=I B A R+2$ and $J M A X=J B A R+2$. A single cell is shown in Figure 2; the pressure and mass fractions $m_{1}, m_{2}$ are located at the cell center, and the radial and axial velocities on the right and top boundaries, respectively. Thus (see Figure 4), the normal velocities lie on the physical boundaries of the flow domain while the pressure and mass fractions are displaced half a cell interval inside the flow field boundary.

## Boundary Conditions

The finite difference form of the governing equation (to be presented in Chapter III) are solved by a time-march procedure applied to the flow domain cells. Boundary conditions are imposed on the fictitious cells surrounding the mesh by setting appropriate velocity values in these cells.

The right boundary is a no-slip rigid wall with $U=V=0$ on the boundary. Because of the locations of these variables, this is imposed via:

$$
\begin{aligned}
& U_{\text {IMI,J }}=0 \\
& V_{\text {IMAX,J }}=-V_{\text {IM1,J }} \quad \text { (for all J) }
\end{aligned}
$$

where $\operatorname{IMI}=$ IMAX-1 and JMI $=$ JMAX-1.

The lefthand boundary is the axis of symmetry with free slip conditions and in this case the normal (radial) velocity $U$ will be zero and tangential velocity $V$ will have a zero normal gradient with $\frac{\partial V}{\partial x}=0$. Thus

$$
\begin{aligned}
& \mathrm{U}_{1, \mathrm{~J}}=0 \\
& \mathrm{~V}_{1, \mathrm{~J}}=\mathrm{V}_{2, \mathrm{~J}} \quad \text { (for all J) }
\end{aligned}
$$

Free-slip conditions are taken also at the top boundary (along the free surface) with $V=0$ and $\frac{\partial U}{\partial y}=0$; no-slip conditions are taken at the bottom boundary where both $U$ and $V$ will be zero. The mass fraction boundary condition will have a zero normal gradient at all the boundaries. The boundary conditions are imposed on the velocities after each time step and after each sweep of the mesh during the pressure iteration (see Chapter IV). This includes the specification of known inlet and outlet
normal velocities. The propeller or the rotor disk has specified downward velocity values imposed at its location. The outlet flow (through the release gate) velocity is specified from the nondimensional flow rate ratio $Q^{*}=\frac{\text { Propeller flow rate }}{\text { Release flow rate }}$, since the propeller flow rate is specified. The inlet flow into the domain of interest is meant to allow re-entry of the released water in order to maintain the fluid level constant. Inlet flow velocities are specified so that the total mass of water inside the flow domain is constant. The inlet mass flow rate of epilimnion water is equal to its fraction of the release water multiplied by the release water mass flow rate. It is similar for the re-entry of hypolimnion water. The calculation is shown in detail in Chapter IV and the resulting velocities are imposed as boundary conditions for the next time-step.

## CHAPTER III

## SOLUTION PROCEDURE

The steps for one calculation cycle can be summarized in three steps:

1. Computing the velocity guesses for all the cells.
2. Adjusting the velocities and pressure iteratively to satisfy the continuity equation by making appropriate changes in the cell pressure until velocity divergence becomes zero.
3. When the convergence is achieved, the pressure and velocity values will be at the advanced time level and can be used to start calculation for the next time step.

## The Finite Difference Equations

The finite difference technique used for the governing equation is based on the Marker and Cell (MAC) method (17), using the estimates of one-sided first derivatives, centered first derivatives, and centered second derivatives in representing the governing equations in the finite difference form. Subscripts $n$ and (blank) are used to indicate $t$ and $t+\Delta t$ time level, respectively. Most MAC reports use a fraction index for velocities located at the cell edges like $U_{i+1 / 2}$ to represent the radial velocity at the righthand face of the cell (I,J). In FORTRAN language fractional indexes are not allowed; therefore, the index of the cell will be used for all the variables located in edges or center of
the cell. In the equation the time derivatives are approximated by a one-sided derivative. Spatial derivatives are approximated by central differences using t-time level values. In representing the convection terms, the upstream differencing is required. The equation is now set for one forward time-step starting with initial values and boundary conditions through the mesh. A time-march process is then used to advance the computation to a steady-state final solution.

$$
\begin{align*}
U_{i, j}= & U_{i, j}^{n}+\Delta t\left\{\frac{l}{\Delta x}\left(P_{i, j}^{n}-P_{i+i, j}^{n}\right)+g_{x}-F U X-F U Y\right. \\
& -F U C+V I S X\} \\
V_{i, j}= & Y_{i, j}^{n}+\Delta t\left\{\frac{l}{\Delta y}\left(P_{i, j}^{n}-P_{i, j+1}^{n}\right)+g_{y}-F V X-F V Y\right. \\
& -F V C+V I S Y\} \\
S_{i, j}= & s_{i, j}^{n}+\Delta t\{-F M X-F M Y-F M C+V I M X\} \tag{2}
\end{align*}
$$

where $S_{i, j}$ is the symbol used for mass fraction $m_{1}$ in the computer program. The four terms on the righthand side of each equation, FUX, FUY, etc., are shown in Appendix B. The coefficient $\alpha$ in these terms (see Appendix B) is a constant that gives the desired amount of upstream (donor cell) differencing in the convective terms. It takes a value between 0.0 and 1.0 , a value of zero changes the difference equations to the original MAC formulation (centered in space), but in this case instability problems arise. When $\alpha$ equals unity, this gives the full upstream or donor cell form which is stable (although introducing truncation or discretization errors) provided that the fluid is not allowed to cross more than one cell in one time step.

The new calculated velocities using conservation of momentum (Navier-Stokes equations) will not, in general, satisfy the continuity
equation. Expressed in the finite difference form, the continuty equation is:

$$
\begin{align*}
& \frac{1}{\Delta x}\left(U_{i, j}-u_{i-1, j}\right)+\frac{1}{\Delta y}\left(v_{i, j}-v_{i, j-1}\right) \\
& \quad+\frac{1}{2 \Delta x(i-1.5)}\left(U_{i, j}-u_{i-1, j}\right)=0 \tag{3}
\end{align*}
$$

Iterative Procedure

The incompressibility condition is imposed by iteratively adjusting the cell pressure. If the divergence $D$ of a cell (the lefthand side of the continuity equation) is positive, this corresponds to a net mass outflow from the cell, so the pressure is decreased to draw it back. If the divergence is negative, then there is a net flow of mass into the cell, so the cell pressure is increased to eliminate the flow. In this way the divergence of each cell can be driven to zero by adjusting the pressure iteratively, and this is done by sweeping the mesh rows from left to right starting with the bottom row. Terms in the equation are evaluated at a time-level $t+\Delta t$. The pressure change $\Delta p$ used to drive the divergence $D$ to zero is:

$$
\begin{equation*}
\Delta \mathrm{p}=-\mathrm{D} /\left[2 \Delta \mathrm{t}\left(1 / \Delta \mathrm{x}^{2}+1 / \Delta \mathrm{y}^{2}\right)\right] \tag{4}
\end{equation*}
$$

The new cell pressure $p+\Delta p$ is obtained by adjusting the velocity component on the four faces of the cell; this adjustment given by a linear analysis is:

$$
\begin{align*}
& u_{i, j}=U_{i, j}+\Delta t \Delta p / \Delta x \\
& U_{i-1, j}=U_{i-1, j}-\Delta t \Delta p / \Delta x \\
& v_{i, j}=v_{i, j}+\Delta t \Delta p / \Delta y \tag{5}
\end{align*}
$$

$$
v_{i, j-1}=v_{i, j-1}-\Delta t \Delta p / \Delta y
$$

Substitution of Equation (5) in the divergence Equation (3) and solving for $\Delta p$ gives Equation (4). The convergence of the iterations is achieved when the $D$ value of each cell is less than $\varepsilon$; a prescribed small positive quantity in the order of $10^{-3}$ times the inlet mass flow rate can be adjusted to obtain higher accuracy. Convergence can be speeded up by multiplying Equation (4) by an over-relaxation factor $\omega$ where $1 \leq \omega \leq 2$. A value of 1.8 is often optimum in typical $15 \times 15$ grid sizes.

## Imposition of Boundary Conditions

Boundary conditions are imposed on the velocities and mass fractions after each time step and after each pass through the mesh during pressure iterations. Calculations of the inlet velocities, weighted average density, and dilution factors are done each time step starting with calculation of the propeller flow rate.

$$
Q_{p}=V_{p} \pi r^{2}=V_{p} \pi(\Delta x)^{2}
$$

where $r=\Delta x$ from Figure 4. The nondimensional flow rate, $Q^{*}$, is the ratio between propeller flow rate and release flow rate, $Q_{r e l}$ :

$$
Q_{r e l}=Q_{p} / Q^{*}
$$

and the release water velocity will be

$$
v_{r e 1}=Q_{r e 1} / \pi R^{2}=2_{r e 1} / \pi(2 \Delta x)^{2}
$$

where

$$
\begin{aligned}
R & =2 \Delta x \text { (from Figure } 4) \\
& =(\text { IREL }-1) \Delta x
\end{aligned}
$$

Then the epilimnion and hypolimnion inlet flow rates will be calculated using release water velocity and mass fractions. The released epilimnion water flow rate will be

$$
\Omega_{e}=\sum_{i=1}^{i} M_{l i}\left(\pi R_{i}^{2}-A_{i}\right) V_{r e l}
$$

where

$$
A_{i}=\pi R_{i-1}^{2}
$$

and the released hypolimnion flow rate is

$$
Q_{h}=\sum_{i=1}^{i} M_{2 i}\left(\pi R_{i}^{2}-A_{i}\right) V_{r e l}
$$

where $M_{l i}$ is the mass fraction of the epilimnion water and $M_{2 i}$ is the mass fraction of the hypolimnion water. Then the input velocity for epilimnion (feeding in the top layer) is:

$$
U_{\mathrm{Te}}=Q_{\mathrm{e}} / 2 \pi(\mathrm{IBAR}) \Delta \mathrm{x} \quad(\mathrm{~h}) \Delta \mathrm{y}
$$

and for hypolimnion (feeding in the bottom layer) is:

$$
U_{T B}=Q_{h} / 2 \pi(I B A R) \Delta x \quad(h) \Delta y
$$

where (IBAR) $\Delta x$ is the radius of the flow field and ( $h$ ) $\Delta y$ is the inlet flow circumferential opening height; it is the same for the top and bottom inlet openings.

Then the release water density is calculated using $Q_{\mathrm{e}}$ and $Q_{h}$ :

$$
\rho_{r e l}=\frac{Q_{e} \rho_{e}+Q_{h} \rho_{h}}{\pi R^{2} v_{r e l}}
$$

Then the dilution factor can be easily calculated as follows:

$$
\mathrm{DF}=\frac{\rho_{r e l}-\rho_{h}}{\rho_{e}-\rho_{h}}=\frac{\rho_{r e l}-\rho_{2}}{\rho_{1}-\rho_{2}}
$$

The dilution factor represents the percentage of epilimnion water in the release water; in other words, it represents the release water quality. The dilution factor, DF, has a maximum value of 1.0 when the release water consists of epilimnion, i.e., $\rho_{r e l}=\rho_{e}$. The minimum value for $D F$ is zero, and this means the release water is made up of hypolimnion water, i.e., $\rho_{\text {rel }}=\rho_{h}$.

## Convergence and Stability

Convergence of the finite difference equations to the steady-state solution is established by taking many forward time steps. It has been found that the solution comes to a steady state condition after about 300 time steps which are equal to a nondimensional time $t *=t / t_{C}$ of 6.6 , where $t_{C}=\frac{\text { volume under the propeller }}{\text { propeller flow rate }}$. The choice of time increment must be restricted (for stability) in two ways. First, fluid should not pass through more than one cell in one time step. So $\Delta t$ must be less than (usually 0.25 to 0.33 times) the minimum cell transit time taken over all cells.

$$
\Delta t<\min \left\{\frac{\Delta x}{|u|}, \frac{\Delta y}{|v|}\right\}
$$

When a nonzero value of kinematic viscosity is used, the momentum should not diffuse more than one cell in one time step; a linear stability analysis shows

$$
V \Delta t<\frac{1}{2} \frac{\Delta x^{2} \Delta y^{2}}{\Delta x^{2}+\Delta y^{2}}
$$

When the time increment $\Delta t$ satisfies the above two conditions, then the upstream (donor cell) differencing can be achieved by choosing a larger than (1.2 to 1.5 times) the righthand side of the inequality:

$$
1 \geq \alpha>\max \left(\left|\frac{\mathrm{U} \Delta t}{\Delta \mathrm{x}}\right|,\left|\frac{\mathrm{V} \Delta t}{\Delta \mathrm{y}}\right|\right)
$$

The maximum value of $\alpha$ is 1.0. This will provide stability at the expense of introducing diffusion-like truncation errors. Figure 5 shows the effect of variation of $\alpha$ on calculated mass fraction $m_{1}$ at some locations in the flow field. A value of $\alpha=0.6$ is being used in this program. Initial velocity and field velocity do not satisfy the continuity equation during the first time step. If these velocity values are used immediately in the diffusion equation, gross errors will occur in the computed $m_{1}$, mass fractions values, and hence concentration values. These obvious errors may be reduced by shortening the time step and/or not allowing computation of $m_{1}$, until the first short time step has been accomplished and new velocities (which do satisfy the continuity requirement) have been found. The latter approach was found to be more accurate and it has been used.

During computations the axisymmetric cylindrical finite difference form of the mass diffusion equation exhibited an unstable behavior, and the calculated values of the mass fraction $m_{l}$ far exceeded the value of 1.0 (which is the maximum possible value for the mass fraction $m_{1}$ or $m_{2}$ ); furthermore, this $m_{1}$ computation diverged.

In spite of the axisymmetric cylindrical finite difference form of the mass diffusion equation, the two-dimensional version was stable and the $m_{1}$ computation did converge. This indicated that the source of errors was additional terms occurring in the axisymmetric cylindrical
polar form of the equations. Thus the new terms of the equation (in conservative form) were examined. It was noticed that errors occurred when Using an upwind (donor cell) (19) difference form for the cylindrical term $\mathrm{Um}_{1} / \mathrm{x}$. Normally this aids stability at the expense of a slight inaccuracy. However, stability was no problem in this case and so the centered difference form was used for this particular term. The computation was stable and converged.

## Accuracy

Accuracy is established by using small space and time intervals. Choice of the interval size will depend on the expense of computer time. However, the mesh increments must be chosen small enough to resolve the expected spatial variations in all dependent variables taking into consideration, of course, computing time and memory requirement limitation.

The main dynamic effect of the flow field is simulated; however, the effect of turbulence should be inspected for any significant changes it may have on the flow field. In order to do that, an algebraic turbulent viscosity model is considered to calculate the order of magnitude of the eddy (turbulent) viscosity; the Prandtl's mixing-length model

$$
\mu_{t}=\rho e_{m}^{2}\left|\frac{\partial U}{\partial y}\right|
$$

where $l_{m}$ is the mixing length. The mixing length, $l_{m}$ for a round jet in a.stagnant surrounding (20) is

$$
\ell_{\mathrm{m}}=0.075 \mathrm{\delta}
$$

where $\delta$ is the jet half width.

So the turbulent viscosity for the hydraulic model using its data and dimensions (which is the same for the computer model) at a point under the propeller which is chosen to give the maximum eddy viscosity value will be:

$$
\mu_{t}=\frac{62.4}{32.2}(0.1875 \times 0.075)^{2}\left|\frac{0.7}{0.1875}\right|=1.43 \times 10^{-3}
$$

The laminar dynamic viscosity used was $\mu=2.73 \times 10^{-5}$ and so the ratio between $\mu_{t}$ and $\mu$ will be

$$
\frac{\mu_{t}}{\mu}=52
$$

which is very small to cause a significant difference in the solution. This value for eddy viscosity was tested by using it throughout the entire flow field instead of the laminar viscosity, and a difference of (5 percent less than experimental and predicted results) was noticed. The case tested was for $\mathrm{Fr}_{\mathrm{d}}=1.86, \mathrm{Q}^{*}=0.44$, and $\mathrm{D}^{*}=0.211$. The ratio was increased to 100 and the difference was about 7.5 percent less. Compared to an experimental data uncertainty of 15 percent, the turbulence model effect looks so small that we can use the present model (which models the dynamic effect and not the turbulence effect) effectively to predict the flow field. Another important thing is that the present process is different from the lake mixing, where the goal is to mix the whole lake with no release water. In this case the turbulence effect is more effective than the case for local destratification with release water outflow where released water will reduce the mixing effect.

The propeller used in the hydraulic model is an axial-flow propeller. The jet is considered axial and circular although it may have some
nonuniform swirl. The computer model considering an axial circular jet in the computations gave good predictions compared to the experimental results. This is an indication to the weak effect of swirl.

## RESULTS AND DISCUSSION

The results presented and discussed in this chapter refer to computer predictions made for low speed laminar nonswirling stratified flows in an axisymmetric simulation. Predictions were made for the effect of time, densimetric Froude number $\mathrm{Fr}_{\mathrm{d}}$, flow rate ratio $\mathrm{Q}^{*}$, normalized diameter $D^{*}$, and the metalimnion location $Z_{T}^{*}$, on the dilution factor, DF. Also, the effect of densimetric Froude number on penetration depth $Z_{p}^{*}$ is presented. All experimental data used for comparison purposes are from a previous study (9), except for Figure 28 which was performed during this study.

## Dilution Factor as a Function of Time

The time required for the density of the release water to change (from the hypoliminion density value) is in the order of nondimensional time $t^{*}=1$. This means that the jet penetrated as far as the release gate during this time period. Also in this period of time the dilution factor increases from zero to a maximum value and then levels off to a steady state constant value, as shown in Figure 6. The t * value required for the jet to penetrate to the bottom is a storing function of $\mathrm{Fr}_{\mathrm{d}}$. It can be seen from the figure that the time required for the dilution factor to reach steady state is $t^{*}=4.88$ (for a densimetric Froude number of 1.58). This is different for other values of Froude number.

## Dilution Factor as a Function of $\mathrm{Fr}_{\mathrm{d}}$

The dilution factor is an indicator of the release water quality; it represents the percentage of epilimnion in the release water. The dilution factor is a function of several parameters, namely, the densimetric Froude number $\mathrm{Fr}_{\mathrm{d}^{\prime}}$, the normalized propeller diameter $\mathrm{D}^{*}$, the flow rate ratio $Q^{*}$, the nondimensional metalimnion depth $Z_{t}^{*}$, and penetration depth $Z_{\mathrm{p}}^{*}$. Figures 7 through 18 show the dilution factor as a function of densimetric Froude number for different values of $Q^{*}$ and $D^{*}$, and show the prediction along with the experimental data of the hydraulic model of the flow field. Figures 7 through 9 show the dilution factor for $D^{*}=0.211$ and different values of $Q^{*}$. In Figure 7, where $Q^{*}=0.44$, the prediction shows a good agreement with the experimental data, where the dilution factor drops to zero at $F r_{d}=0.75$ for both models. However, the maximum value of the dilution factor predicted is lower than the experimental data (6 percent lower).

Figure 8, for $Q^{*}=2.50$, shows a good agreement with experimental data, where the maximum value of the dilution factor predicted is equal to the experimental value. Dilution factor drops to zero at $\mathrm{Fr}_{\mathrm{d}}=0.925$ for both computer and hydraulic models. However, at $\mathrm{Fr}_{\mathrm{d}}=1.12$, the predicted value of $D F$ shows a higher value than the experimental data. This can be explained by the different position of the release gate in the computer model (see Chapter II). Figure 9, for $Q^{*}=0.17$ (high release flow rates), shows a very close low value of $D F$ for all values of Froude number. Prediction shows almost the same values as the experimental data, except they are increasing with Froude number while experimental values are decreasing. This is perfectly acceptable where we
expect the dilution factor to increase with Fra. Figures 10 through 13 show the dilution factor for $D^{*}=0.183$ and different values of $Q^{*}$. In Figure 10, for $Q^{*}=0.75$, predictions agree with experimental data very well above $\mathrm{Fr}_{\mathrm{d}}=1.25$; meanwhile below this value, a slight difference of about 4 to 12 percent higher than experimental values was noticed. The value of $F r_{d}$, where $D F$ drops to zero, is lower than experimental values (5 percent lower). The same general good agreement is displayed by Figure 11 for $Q^{*}=0.20$, although at $\mathrm{Fr}_{\mathrm{d}}=1.40$ the experimental value of DF is slightly higher than predictions.

The predictions in Figure 12, for $Q^{*}=0.30$, are lower than the experimental data of the hydraulic model at $\mathrm{Fr}_{\mathrm{d}}=1.40$ and 2.10. This can be explained by the position of the release gate which is right under the jet, and because of the high release water flow rate compared to the propeller flow rate. This extracts much of the hypolimnion (bottom water) through the annular opening (annular opening is used for $D^{*}$ $=0.183$ and 0.131 , in order to model the release gate area because of the limitation of the axisymmetric model) which is different in the hydraulic model, where the release gate on the side of the jet can extract more of the epilimnion water than the annular lower opening.

When we have a low release water flow rate $Q^{*}=2.50$, this means that more mixing is taking place at the release gate which means a high value of dilution factor, and indeed we have a higher value of DF in Figure 13. In this case the prediction is higher because the low release flow rate allows the jet to flow away radially in all directions. This will enable the annular opening to have more epilimnion water than the release gate of the hydraulic model, which is on one side only.

Figures 14 through 16 represent the dilution factor as a function of $\operatorname{Fr} \mathrm{d}_{\mathrm{d}}$ for $\mathrm{D}^{*}=0.131$ and different values of $\mathrm{Q}^{*}$. Predictions in Figure 14, for $Q^{*}=0.44$, show a somewhat similar behavior to Figure 10 in which the Fr ${ }^{2}$ value, where DF drops to zero, is lower than the experimental value; this can be referred to the position of the release gate as mentioned before. This effect of the position (at high release water, flow rate) gives an earlier start for the dilution at a lower Froude number than experimental data, but as $\mathrm{Fr}_{\mathrm{d}}$ increases and reaches a constant value, the experiment gives a high dilution factor value (this was discussed previously in Figure 12).

Figure 15, for $Q^{*}=0.18$, is very similar to Figure 12 , and the discrepancy with the experimental data can be explained in the same way. As for Figure 16, for $Q^{*}=2.60$, it is somewhat similar to Figure 13, although discrepancies with experiments are greater at low Froude number. The diameter effect on the Fr $d$ value, when mixing starts and thus DF, can be observed from the formally discussed figures, where for $D^{*}=$ 0.211 DF starts at a Fr value of 0.80 , for $\mathrm{D}^{*}=0.183 \mathrm{DF}$ starts at a Fr ${ }_{d}$ value of 1.10 , and for $D^{*}=0.131 \mathrm{DF}$ starts at $\mathrm{Fr}_{\mathrm{d}}$ value of 1.50 . Meanwhile, the prediction starting value of the dilution factor is at Fr between 0.80 and 1.00 for all diameters. This is because in the hydraulic model (with the release gate on one side) as the jet diameter decreases the distance between the jet boundary and the release gate increases, which delays the starting value of the dilution factor where in the computer model the gate is under the propeller. Thus, the propeller's normalized diameter $D^{*}$ has no effect on the starting value of Fr ${ }_{d}$ when mixing takes place in the release water.

Figures 17 and 18 are for $D^{*}=0.117$, where Figure 18 , for $Q^{*}=$ 0.17, is very similar in behavior to Figures 11 and 12 and can be explained very much the same way as the two mentioned figures.

Figure 17, for $Q^{*}=0.43$, has a great discrepancy with experimental data for all values of Froude number except at $\mathrm{Fr}_{\mathrm{d}}=2.10$, where the two graphs coincide. The thing that prediction graph is similar in behavior to ald other graphs predicted and experimental where it has a concave curvature (downward), while the experimental graph in Figure 17 is concave upward and then downward after the inflection point at $E r_{d}=2.10$. This favors the prediction graph from this point of view; however, experiments give a higher value for $D F$ (at $F r_{d}=2.10$ and higher). This can be explained the same way as in Figure 18.

## Dilution Factor as a Function of $Q^{*}$

The relationship between the dilution factor and the flow rate ratio $Q^{*}$ are represented in Figures 19 through 21. Figure 19 shows the dilution factor as a function of $Q^{*}$ for $D^{*}=0.211$ and $\mathrm{Fr}_{\mathrm{d}}=1.00$ and 2.00. The dilution factor is strongly dependent upon $Q^{*}$ for $Q^{*}<0.6$ where as $Q^{*}$ increases the release flow rate decreases. This means more mixing will be allowed to take place near the release gate (bottom). Thus higher dilution factor predictions show good agreement with experiments for $F r_{d}=2.0$, but for $F r_{d}=1.0$ the two graphs agree for $Q^{*}$ < 0.9. Then the experimental graph starts dropping (this is explained in the discussion of Figures 8 and 13).

Figure 20, for $D^{*}=0.183$, shows a greater discrepancy between prediction and experiments, especially at $F r_{d}=1.0$ for $Q^{*}>0.3$; this is because of the diameter effect where mixing starts at higher Froude
number as $D^{*}$ decreases. This effect is not valid for the computer model, as discussed before in Figures 14 and 15. Figure 21, for $D^{*}=0.131$, is very similar in behavior to Figure 20, where the diameter effect (at higher values of $Q^{*}$ ) is shown in this graph also at $F r_{d}=1.50$ (higher than $F r_{d}$ for $\left.D^{*}=0.183\right)$ and this can be shown very clearly in Figure 16. Predicted values of the dilution factor are higher than experimental values for high $Q^{*}$; this is explained in the discussion of Figure 13. Figure 21, for $D^{*}=0.117$, shows predictions for the dilution factor, and the behavior is somewhat similar to Figure 19.

## Dilution Factor as a Function of $D^{*}$

The normalized diameter $D^{*}$ effect on the dilution factor is shown in Figures 22 and 23 for $Q^{*}=0.44$ and 2.50, respectively. Figure 22, for $Q^{*}=0.44$, shows an agreement in behavior between predictions and experiments for $F r_{d}=1.5$ and 2.0. The low value of dilution factor at D* $=0.117$ is referred to the diameter effect on Froude number value to begin mixing at the release gate which was discussed before. The figure further shows that for this value of $Q^{*}(0.44)$, a normalized diameter $D^{*}$ value of 0.131 gives the best results for experimental data and predictions for a Froude number value of 2.0 .

The same value of $D^{*}$ of 0.131 still gives the best results (maximum dilution factor) for $Q^{*}=2.50$ in Figure 23 for predictions, but for the experimental data it is entirely different. First, at $F r_{d}=1.50$ the diameter effect on the starting value of $\mathrm{Fr}_{\mathrm{d}}$ is very clear at $\mathrm{D}^{*}=0.131$ for the experimental graph, while the predictions are not affected by such an effect, as explained previously. Second, at Fr ${ }_{d}=2.0$ the experimental graph gives maximum dilution factor at $D^{*}=0.211$, where as
the diameter $D^{*}$ increases the momentum flux increases (for high propeller flow rate or high Q*). The reason the prediction gives high values $^{*}$ at $D^{*}=0.131$ and $D^{*}=0.183$ at this value of $Q^{*}$ is explained in the discussion of Figure 13. In addition, for $D^{*}=0.117$ and $D^{*}=0.211$ the release gate was not annular because the hydraulic release structure was different from the structure for $D *=0.183$ and 0.131 , where the Cave Repun release structure was used for $D^{*}=0.211$ and 0.117 ; the Okattibbee release structure was used for $D^{*}=0.183$ and 0.131 .

## Dilution Factor as a Function of $Z_{T}^{*}$

The relation between the dilution factor and the normalized metalimnion location is presented in Figure 29. The location of the metalimnion has a strong effect on the penetration depth and thus the dilution factor. As the metalimnion (interface) height (above the base) increases, buoyancy forces increase and this will hinder the jet penetration and thus the dilution factor (which is a function of the penetration depth $Z_{p}^{*}$ ).

The effect of the metalimnion location can be shown in the expression for the penetration depth prediction

$$
v_{y}^{2}=v_{o}^{2}\left(\frac{C D}{y}\right)^{2}-2 g \int_{h t}^{y} \frac{\rho_{b}-\rho_{o}}{\rho_{o}} d h \quad y \geq C D ; y>h t
$$

where $\left(H-\overline{h_{t}}\right)$ is the metalimnion location height above the base. The equation shows that the second term which represents the buoyancy force is a function of $\overline{h_{t}}$ and $y$ the penetration depth.

## Penetration Depth Prediction

The penetration process of the jet is shown in Figures 24 and 25 with a nondimensional time $t^{*}$ increment, where $t^{*}=t / t_{C}$ and $t_{C}$, the characteristic time, is equal to

$$
t_{c}=\frac{\text { Volume under the propeller }}{\text { Propeller flow rate }}
$$

The two figures show the location of the interface (metalimnion) in the flow field for $\mathrm{Fr}_{\mathrm{d}}=0.35$ in Figure 24 and $\mathrm{Fr}_{\mathrm{d}}=1.05$ in Figure 25 during a t* value of l.37. The figures show very clearly that at the low value of Froude number the jet stopped penetrating at a certain depth and did not penetrate further as the time increases. At $F r_{d}=1.05$ the jet did penetrate to the bottom of the flow field at $t *=1.37$. The characteristic time for the two cases was $t_{C}=1.46$ seconds.

Penetration depth as a function of densimetric Froude number is shown in Figures 26 and 27. In Figure 26 , for $D^{*}=0.211$, it is evident that the prediction and the experimental data of the hydraulic model match exactly. The reason we did not have such an excellent agreement in the other cases was because they involve the release gate structure difference between the computer and hydraulic model, where this has no effect (in this case) because the release flow rate is zero, $Q^{*}=\infty$. The figures show also some predictions calculated using an empirical expression for the penetration depth (Appendix C):

$$
v_{y}^{2}=v_{0}^{2}\left(\frac{C D}{y}\right)^{2}-2 g \int_{0}^{y} \frac{\rho-\rho_{0}}{\rho_{0}} d y \quad \text { for } y \geq C D
$$

The penetration can be calculated using this equation by setting $V_{y}=0$
(stagnation point) and solving for $y$. The penetration depth predictions made using this equation showed a difference (up to 5 percent) from the experimental data, as shown in Figures 26 and 27.

Figure 27 presents some experimental data of the hydraulic model for $D^{*}=0.175$ and $Z_{T}^{*}=0.40$ (where $Z_{T}^{*}$ used for all former cases was 0.6) along with predictions made using the preceding equation. The predictions shows good agreement for $\mathrm{Fr}_{\mathrm{d}}>0.75$; below that a difference of 4 to 12 percent was noticed where predictions were slightly higher than experiments.

Modeling of the flow field in the computer model was performed by matching the densimetric Froude number, but the physical dimensions used in the hydraulic model were actually matched (and not the nondimensional parameters such as $\mathrm{D}^{*}, Q^{*}$, and $\mathrm{Z}_{\mathrm{T}}^{*}$ ). The velocity used was chosen as 0.7 $f t / s e c$, an average of the velocities used in the hydraulic model experiments. The velocity was kept constant and different stratification ( $\Delta \rho / \rho$ ) values were used to match the densimetric Froude number (see Appendix E).

Most of the predictions in this study were run for a value of $L * / D *$ $=1.0$, where $L^{*}$ is the nondimensional propeller depth except for $D^{*}=$ 0.211 , where a value of $L^{*}=0.183$ was used in this case.

The release gate area used in the computations was increased in order to slow down the velocities on the bottom near the gate, but the release water flow rate, $Q_{r e l}$, was not changed. This change in area was used to eliminate some of the differences between the release structure in the hydraulic model and the axisymmetric model, where the velocities (on the bottom under the jet) are higher in the latter model because the release gate is under the jet.

```
    Predictions for large D* values (D* = 0.2ll and 0.183) were more
accurate than the other small D* values. This is due to the difficulty
in modeling the release area for small values of D* (where the grid size
is taken as a function of D*). This can be solved by using a very fine
grid; however, this may be very costly.
```

CHAPTER V

## CONCLUSIONS

Summary

Computer simulation of the near flow field of a jet induced by an axial-flow propeller pump (used to mix the epilimnion high quality water with the released hypolimnion water) is accomplished by solving the governing equations of the flow field. The two-dimensional Los Alamos SOLA prediction technique (with a finite difference scheme based on the Marker and Cell method) has been modified to include the computation of mass diffusion and buoyancy forces in an axisymmetric stratified flow. The finite difference equations are in terms of the primitive pressurevelocity variables. Prediction and interpretation of the experimental data show that simulation of the flow field is adequate for design purposes; futhermore, the simplified code represents a useful (low cost) basic tool to show the influence of the different design parameters on the flow field.

## Conclusions

The conclusions derived from this study may be stated as follows:

1. A prediction procedure for an axisymmetric stratified flow has been developed to predict the dilution factor (released water quality) and the jet penetration depth.
2. The main dynamic effect was modeled using continuity, NavierStokes, and mass diffusion equations. The turbulence effort on the flow field was shown to be small for the velocities used in the computations; therefore, the use of a turbulence model was not needed at this time.
3. The computer simulation on the basis of a circular jet without swirl gives adequate results for penetration depth and dilution factor within the limits of accuracy of currently available data.
4. Predictions were made of the effect of densimetric Froude number $F r_{\text {d }}$ flow rate ratio $Q^{*}$, normalized propeller diameter $D^{*}$, and metalimnion location $\mathrm{Z}_{\mathrm{T}}^{*}$, on the dilution factor DF , for a low speed laminar nonswirling flow in an axisymmetric stratified flow field simulation, and the effect of some of the above parameters on the penetration depth are as follows:
a. The densimetric Froude number $\operatorname{Fr}_{\mathrm{d}}=\mathrm{V} /[g(\Delta \rho / \rho) H]^{1 / 2}$ was the major modeling parameter, and it was adequate for comparing the computer model and the hydraulic model. The dilution factor is a strong function of $\mathrm{Fr}_{\mathrm{d}}$ when $\mathrm{Fr}_{\mathrm{d}}$ is less than 1.5 for large $D^{*}$ values (0.211 and 0.183), and Fr ${ }_{d}$ is less than 1.8 for small $D^{*}$ values (0.131). For values of $F r_{d}$ larger than 1.5 for $\left(D^{*}=0.211\right.$ and 0.183$)$, and $1.8(D=0.131)$ the dilution factor is a very weak function of $\mathrm{Fr}_{\mathrm{d}}$.
b. The dilution factor is a strong function of $Q^{*}$ for $Q^{*}$ values less than 0.6 , and when $Q^{*}$ is greater than 0.6 the dilution factor is a weak function of $Q^{*}$.
C. A small normalized propeller diameter $D^{*}$ value (0.131) gives a maximum dilution factor at low $Q^{*}$, and large $D^{*}$ gives a maximum value for high values of $Q^{*}$.
d. The effect of $D^{*}$ on the value of $\mathrm{Fr}_{\mathrm{d}}$ where mixing starts (DF begins to exceed zero) in the hydraulic model was not adequately simulated by the axisymmetric computer model.
e. The dilution factor DF tends to decrease as the metalimnion (interface or thermocline) height above the base increases.
f. Computer predictions of the penetration depth as a function of $\mathrm{Fr}_{\mathrm{d}}$ was accurate (as compared with the very limited available experimental data) in the absence of release flow. Penetration depth $Z_{p}^{*}$ is a strong function of densimetric Froude number.
5. An empirical expression for prediction of the penetration depth has been introduced; it exhibits good prediction compared with experimental data.

Recommendations for Further Study

Recommendations for further study of the flow field may be stated as follows:

1. To model an off-center release outlet by means of a threedimensional model in order to represent the release structure correctly.
2. To study the effect of trubulence on the flow field for high propeller velocities.
3. To study the possible effect of swirl for high propeller velocities by solving for the swirl velocity along with axial and radial velocities using the Navier-Stokes equations.
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APPENDIX A

FIGURES


Figure 1. Physical Flow Domain


Figure 2. Arrangement of
Variables in a Typical Cell

Figure 3. Velocity Vector Plot


Figure 4. General Mesh Arrangement Showing New Input and Output Boundary Conditions


Figure 5. Effect of Donor Cell Coefficient on Calculated Mass Fraction $m_{1}$ at Three Locations


Figure 6. Dilution Factor, DF, As a Function of Nondimensional Time, t*


Figure 7. Dilution Factor, DF, As a Function of Densimetric Froude Number, $F r_{d}$, at $D^{*}=0.2111$, for $Q^{*}=0.44$


Figure 8. Dilution Factor, DF, As a Function of Densimetric Froude Number, $F r_{d}$, at $D^{*}=0.211$, for $Q^{*}=2.50$


Figure 9. Dilution Factor, DF, As a Function of Densimetric Froude Number, $\mathrm{Fr} \mathrm{d}^{\prime}$ at $\mathrm{D}^{*}=0.211$, for $\mathrm{Q}^{*}=0.17$


Figure 10. Dilution Factor, DF, As a Function of Densimetric Froude Number, $\mathrm{Fr}_{\mathrm{d}}$, at $\mathrm{D}^{*}=0.183$, for $\mathrm{Q}^{*}=0.75$


Figure 11. Dilution Factor, DF, As a Function of Densimetric Froude Number, $F r_{d}$, at $D^{*}=0.183$, for $Q^{*}=0.20$


Figure 12. Dilution Factor, DF, As a Function of Densimetric Froude Number, $\mathrm{Fr}_{\mathrm{d}}$, at $\mathrm{D}^{*}=0.183$, for $\mathrm{Q}^{*}=0.3$


Figure 13. Dilution Factor, DF, As a Function of Densimetric Froude Number, Fr ${ }_{d}$, at $D^{*}=0.183$, for $Q^{*}=2.50$


Figure 14. Dilution Factor, DF, As a Function of Densimetric Froude Number, $F r_{d}$, at $D^{*}=0.131$, for $Q^{*}=0.44$


Figure 15. Dilution Factor, DF, As a Function of Densimetric Froude Number, $\mathrm{Fr}_{\mathrm{d}}$, at $\mathrm{D}^{*}=0.31$, for $Q^{*}=0.18$


Figure 16. Dilution Factor, DF, As a Function of Densimetric Froude Number, $F r_{d}$, at $D^{*}=0.131$, for $Q^{*}=2.6$


Figure 17. Dilution Factor, DF, As a Function of Densimetric Froude Number, $\mathrm{Fr}_{\mathrm{d}}, \mathrm{D}^{*}=0.117$, for $\mathrm{Q}^{*}=0.43$


Figure 18. Dilution Factor, DF, As a Function of Densimetric Froude Number, $F r_{d}$, at $D^{*}=0.117$, for $Q^{*}=0.17$


Figure 19. Dilution Factor, DF , As a Function of Flow Rate Ratio, $\mathrm{Q}^{*}$, and Densimetric Froude Number, Fr ${ }_{d}$, at $D^{*}=0.211$


Figure 20. Dilution Factor, DF, As a Function of Flow Rate Ratio, Q*, and Densimetric Froude Number, Fr ${ }_{d}$ at $D^{*}=0.183$


Figure 21. Dilution Factor, DF, As a Function of Flow Rate Ratio, Q*, and Densimetric Froude Number, Fr $d^{\prime}$ at $D^{*}=0.131$


Figure 22. Dilution Factor, DF, As a Function of Flow Rate Ratio, Q*, and Densimetric Froude Number, Fr ${ }_{d}$, at $D^{*}=0.171$


Figure 23. Dilution Factor, DF, As a Function of Nondimensional Propeller Diameter, D*, and Densimetric Froude
Number, $F r_{d}$, at $Q^{*}=0.44$


NONDIMENSIONAL PROPELLER DIAMETER, D*
Figure 24. Dilution Factor, DF, As a Function of Nondimensional Propeller Diameter, D*, and Densimetric Froude Number, $F r_{d}$, at $Q^{*}=2.50$


Figure 25. Location of the Interface with Nondimensional Time Increment t* for $\mathrm{Fr}_{\mathrm{d}}=0.30$


Figure 26. Location of the Interface With Nondimensional Time Increment t* for Frd $=1.05$


Figure 27. Nondimensional Penetration Depth, $Z_{\hat{p}}^{*}$, As a Function of Densimetric Froude Number, Fr d, at D* $=0.211$


Figure 28. Nondimensional Penetration Depth, $\mathrm{Z}_{\mathrm{p}}^{*}$, As a Function of Densimetric Froude Number, Fr, at $\mathrm{D}^{*}=0.175$


Figure 29. Dilution Factor, DF, As a Function of Initial Height of Metalimnion, $Z_{T}^{*}$, at $D^{*}=0.211$


Figure 30. Hydrostatic Pressure Profile


Figure 31. Jet at Stagnation Point


Figure 32. Density Profile

APPENDIX B

FINITE DIFFERENCE FORMULATION

The four terms on the righthand side of Equation (1) in Chapter II are defined by:

U-Equation

$$
\begin{aligned}
& F U X=\frac{1}{4 \Delta x}\left[\left(U_{i, j}+U_{i+1, j}\right)^{2}+\left.\alpha\right|_{i, j}+U_{i+l, j} \mid\left(U_{i, j}-U_{i+l, j}\right)\right. \\
& \left.-\left(U_{i-1, j}+U_{i, j}\right)^{2}-\alpha\left|U_{i-1, j}+U_{i, j}\right|\left(U_{i-1, j}-U_{i, j}\right)\right] \\
& \text { FUY }=\frac{l}{4 \Delta y}\left[\left(v_{i, j}+V_{i+1, j}\right)\left(U_{i, j}+U_{i, j+1}\right)\right. \\
& +\alpha\left|v_{i, j}+v_{i+1, j}\right|\left(U_{i, j}-U_{i, j+1}\right) \\
& -\left(V_{i, j-1}+V_{i+1, j-1}\right)\left(U_{i, j-1}+U_{i, j}\right) \\
& \left.-\alpha\left|v_{i, j-1}+v_{i+1, j-1}\right|\left(U_{i, j-1}-U_{i, j}\right)\right] \\
& F U C=\frac{1}{8 \Delta x(i-1)}\left[\left(U_{i, j}+U_{i+1, j}\right)^{2}+\left(U_{i-1, j}+U_{i, j}\right)^{2}\right. \\
& +\alpha\left|U_{i, j}+U_{i+1, j}\right|\left(U_{i, j}-U_{i+1, j}\right) \\
& \left.+\alpha\left|U_{i-1, j}+U_{i, j}\right|\left(U_{i-1, j}-U_{i, j}\right)\right] \\
& \text { VISX }=v\left[\frac{1}{\Delta x^{2}}\left(U_{i+1, j}-2 U_{i, j}+U_{i-1, j}\right)+\frac{1}{\Delta y^{2}}\left(U_{i-j+1}-2 U_{i, j}\right.\right. \\
& \left.\left.+U_{i, j-1}\right)+\frac{1}{2 \Delta x^{2}(i-1)}\left(U_{i+1, j}-U_{i-1, j}\right)-\frac{U_{i, j}}{\Delta x^{2}(i-1)}\right]
\end{aligned}
$$

v-Equation

$$
\begin{aligned}
F V X= & \frac{1}{4 \Delta x}\left[\left(u_{i, j}+u_{i, j+1}\right)\left(v_{i, j}+v_{i+1, j}\right)\right. \\
& +\alpha\left|u_{i, j}+u_{i, j+1}\right|\left(v_{i, j}-v_{i+1, j}\right) \\
& -\left(u_{i-1, j}+u_{i-1, j+1}\right)\left(v_{i-1, j}+v_{i, j}\right) \\
& \left.+\alpha\left|u_{i-1, j}+u_{i-1, j+1}\right|\left(v_{i-1, j}-v_{i, j}\right)\right]
\end{aligned}
$$

$$
\begin{aligned}
F V Y= & \frac{1}{4 \Delta y}\left[\left(v_{i, j}+v_{i, j+1}\right)^{2}+\left.\alpha\right|_{i, j}+v_{i, j+1} \mid\left(v_{i, j}-v_{i, j+1}\right)\right. \\
& \left.-\left(v_{i, j-1}+v_{i, j}\right)^{2}-\alpha\left|v_{i, j-1}+v_{i, j}\right|\left(v_{i, j-1}-v_{i, j}\right)\right] \\
F V C= & \frac{1}{8 \Delta x(i-1,5)}\left[\left(U_{i, j}+u_{i, j+1}\right)\left(v_{i, j}+v_{i+1, j}\right)\right. \\
& +\left(U_{i-1, j}+U_{i-1, j+1}\right)\left(v_{i-1, j}+v_{i, j}\right) \\
& +\alpha\left|U_{i, j}+U_{i, j+1}\right|\left(v_{i, j}-v_{i+1, j}\right) \\
& \left.+\alpha\left|U_{i-1, j}+U_{i-1, j+1}\right|\left(v_{i-1, j}-v_{i, j}\right)\right] \\
V I S Y= & v\left[\frac{1}{\Delta x^{2}\left(v_{i+1, j}-2 v_{i, j}+v_{i-1, j}\right)}\right. \\
& +\frac{1}{\Delta y^{2}}\left(v_{i, j+1}-2 v_{i, j}+v_{i, j-1}\right) \\
& \left.+\frac{1}{2 \Delta x^{2}(i-1,5)}\left(v_{i+1, j}-v_{i-1, j}\right)\right]
\end{aligned}
$$

m-Equation

$$
\begin{aligned}
& \text { FMX }=\frac{1}{2 \Delta x}\left[U_{i, j}\left(S_{i, j}+S_{i+1, j}\right)+\alpha\left|U_{i, j}\right|\left(S_{i, j}-S_{i+1, j}\right)\right. \\
& \left.-U_{i-1, j}\left(S_{i-1, j}+s_{i, j}\right)-\alpha\left|U_{i-1, j}\right|\left(s_{i-1, j}-s_{i, j}\right)\right] \\
& \text { FMY }=\frac{1}{2 \Delta y}\left[v_{i, j}\left(s_{i, j}+s_{i, j+1}\right)+\alpha\left|v_{i, j}\right|\left(S_{i, j}-S_{i, j+1}\right)\right. \\
& \left.-v_{i, j-1}\left(S_{i, j-1}+s_{i, j}\right)-\alpha\left|v_{i, j-1}\right|\left(s_{i, j-1}-s_{i, j}\right)\right] \\
& F M C=\frac{1}{4 \Delta x(i-1.5)}\left[U_{i, j}\left(S_{i, j}+S_{i+1, j}\right)\right. \\
& \left.+U_{i-1, j}\left(S_{i-1, j}+S_{i, j}\right)\right] \\
& \operatorname{VIMX}=\frac{\mu}{\rho_{1} \sigma_{S C}}\left[\frac{1}{\Delta x^{2}}\left(S_{i+1, j}-2 S_{i, j}+S_{i-1, j}\right)+\frac{1}{\Delta y^{2}}\left(S_{i, j+1}\right.\right. \\
& \left.\left.-2 s_{i, j}+s_{i, j-1}\right)+\frac{1}{2 \Delta x^{2}(i-1.5)}\left(s_{i+1, j}-s_{i-1, j}\right)\right]
\end{aligned}
$$

## APPENDIX C

PENETRATION DEPTH ANALYSIS

Jet penetration can be analyzed approximately at the stagnation point considering potential flow by Bernoulli's equation. Applying Vernoulli's equation to the central stream line from the propeller plane to the stagnation point s (see Figure 31) where the axial coordinate h is considered in the downward direction.

$$
\begin{equation*}
P_{0}+\frac{\rho_{0} v_{o}^{2}}{2}=P_{s}+\frac{\rho_{0} v_{s}^{2}}{2}-\rho_{0} g h_{s} \tag{6}
\end{equation*}
$$

Considering that the density of the jet to be $\rho_{o}$ the top density (epilimnion), $V_{o}$ the propeller velocity, $P_{o}$ the reference pressure, $\mathrm{P}_{\mathrm{s}}$ stagnation pressure, and $\mathrm{v}_{\mathrm{s}}$ the velocity at stagnation point (which equals zero), and then rearranging Equation (6) gives:

$$
\begin{equation*}
\frac{\rho_{0} v_{o}^{2}}{2}=\left(P_{s}-P_{o}\right)-\rho_{o} g h_{s} \tag{7}
\end{equation*}
$$

In the absence of strong currents below the stagnation point, we assume that the pressure at the point $s$ is equal to the pressure anywhere in the lake at the level $h_{s}$ where

$$
\begin{equation*}
P_{s}-P_{0}=g \int_{0}^{h} \rho d h=g \rho_{0} h_{s}+g \int_{0}^{h} s\left(\rho-\rho_{0}\right) d h \tag{8}
\end{equation*}
$$

Substituting in the Bernoulli equation,

$$
\begin{align*}
\frac{\rho_{0} v_{0}^{2}}{2} & =\left[g \rho_{0} h_{s}+g \int_{0}^{h}\left(\rho-\rho_{0}\right) d h\right]-\rho_{0} g h_{s} \\
\frac{v_{0}^{2}}{2 g} & =\int_{0}^{h} \frac{\rho-\rho_{0}}{\rho_{0}} d h \tag{9}
\end{align*}
$$

where

$$
\mathrm{V}_{\mathrm{O}}=\text { propeller-induced central velocity; }
$$

$$
\begin{aligned}
& h_{s}=\text { jet penetration depth; } \\
& \rho_{0}=\text { epilimnion density; and } \\
& P=\text { stratification density as a function of depth. }
\end{aligned}
$$

In a stratified lake, pressure is greater than the hydrostatic pressure with no density gradient. The difference in this case will be

$$
P^{\prime}=g \int_{0}^{h}\left(\rho-\rho_{0}\right) d h
$$

and at the stagnation point,

$$
P^{\prime}=\frac{l}{2} \rho_{O} V_{0}
$$

The density in the lake is a function of depth and this function depends on the kind of density profile which can be a profile with deep penetration, shallow penetration, or a polynomial profile, etc. We will consider here a deep penetration profile (see Figure 32). The profile is approximated by a step change in the density where it takes place at the mean thermocline depth $\overline{h_{t}}$, where

$$
\rho=\rho_{o} \text { for } h<\overline{h_{t}} \bar{\rho}_{b} \text { for } h>\overline{h_{t}}
$$

Then substituting in Equation (4),

$$
\begin{aligned}
\frac{v_{o}^{2}}{2 g} & =\int_{0}^{\overline{h_{t}}} \frac{\rho_{o}-\rho_{o}}{\rho_{o}} d h+\int \frac{h}{h_{t}} \frac{\overline{\rho_{b}}-\rho_{o}}{\rho_{o}} d h \\
& =0+\left(\frac{\rho_{b}-\rho_{o}}{\rho_{o}}\right)\left(h_{s}-\overline{h_{t}}\right)
\end{aligned}
$$

So the penetration depth will be

$$
\begin{equation*}
h_{s}=\bar{h}_{t}+\left(\frac{\rho_{o}}{\bar{\rho}_{b}-\rho_{o}}\right) \frac{v_{o}^{2}}{2 g} \tag{10}
\end{equation*}
$$

or an expression for the central velocity along the central axis of the jet can be written as

$$
\begin{equation*}
v_{y}^{2}=v_{o}^{2}-2 g \int_{\bar{h}_{t}}^{y} \frac{\bar{\rho}_{b}-\rho_{o}}{\rho_{o}} d h \tag{11}
\end{equation*}
$$

where $y \geq \bar{h}_{t}$ and $d h=d y$.
At $\mathrm{y}=\mathrm{h}_{\mathrm{s}}$,

$$
\begin{aligned}
v_{h_{s}}^{2} & =v_{o}^{2}-2 g \int_{\bar{h}_{t}}^{h_{s}} \frac{\bar{\rho}_{b}-\rho_{o}}{\rho_{u}} d h \\
& =v_{o}^{2}-v_{o}^{2}=0 \quad \text { (velocity at stagnation point) }
\end{aligned}
$$

The decay in the jet velocity (due to friction) is not considered in Equation (1l). The centerline velocity is inversely proportional to y (21) and this can be written as

$$
\begin{equation*}
v_{y}=v_{o} \frac{C D}{y} \tag{12}
\end{equation*}
$$

where $D$ is the jet diameter, $C$ is a constant, and $y \geq C D$. Then rearranging,

$$
\begin{align*}
& \mathrm{v}_{\mathrm{y}}^{2}=\mathrm{v}_{\mathrm{o}}^{2}\left(\frac{\mathrm{CD}}{\mathrm{y}}\right) \\
& \mathrm{v}_{\mathrm{y}}^{2}=\mathrm{v}_{\mathrm{o}}^{2}-\mathrm{v}_{\mathrm{u}}^{2}\left(1-\left(\frac{\mathrm{CD}}{\mathrm{y}}\right)^{2}\right) \tag{13}
\end{align*}
$$

Equation (13) represents the jet dissipation effect (jet decay due to viscous dissipation). This effect can be added to Equation (10) which represents the stratification effect in order to consider the two effects
on the centerline jet velocity. This can be done by considering a form of an empirical equation as

$$
\begin{align*}
& v_{y}^{2}=v_{o}^{2}-2 g \int \frac{y}{h_{t}}\left(\frac{\overline{\hat{\rho}}_{b}-\rho_{o}}{\rho_{o}}\right) d h-v_{o}^{2}\left(1-\left(\frac{C D}{y}\right)^{2}\right)  \tag{14a}\\
& v_{y}^{2}=v_{o}^{2}\left(\frac{C D}{y}\right)^{2}-2 g \int_{h_{t}}^{y}\left(\frac{\bar{\rho}_{b}-\rho_{o}}{\rho_{o}}\right) d h \tag{14b}
\end{align*}
$$

or it could be written in another form (energy) as

$$
\begin{equation*}
\frac{\rho_{0} v_{y}^{2}}{2}=\frac{\rho_{0} V_{o}^{2}}{2}\left(\frac{C D}{y}\right)^{2}-\int_{\bar{h}_{t}}^{Y}\left(\bar{\rho}_{b}-\rho_{o}\right) d h \tag{14c}
\end{equation*}
$$

In Equation (14), if the considered fluid to be homogeneous, i.e., no stratification (density gradient is zero) the second term in Equation (14) will drop off (equals zero), and the equation will be reduced to Equation (13) which represents the jet dissipation effect. Also, if the flow is considered frictionless, the dissipation term can be neglected, and the equation will be reduced to Equation (ll) which represents the stratification effect.

At $s$ the stagnation point $y=h_{s}$

$$
\begin{align*}
v_{h_{s}}^{2} & =0=v_{o}^{2}\left(\frac{C D}{h_{s}}\right)^{2}-2 g \int_{\mathrm{s}}^{h_{t}} \frac{\bar{\rho}_{b}-\rho_{o}}{\rho_{o}} d h \\
& =v_{o}^{2}\left(\frac{C D}{h_{s}}\right)^{2}-2 g\left(\frac{\bar{\rho}_{b}-\rho_{o}}{\rho_{o}}\right)\left(h_{s}-\bar{h}_{t}\right) \tag{15}
\end{align*}
$$

This equation can now be solved for the penetration depth $h_{s}$, but the equation is cubic in $h_{S}$ and in this case we will get three solutions. However, this equation (when checked) gives one real root (which is the solution) and two complex conjugates.

An application of this relation (Equation (15)) to the available experimental data shows that the value of $C$ is 3.5 . Figures 27 and 28 show the penetration depth predicted by this equation compared with the experimental data and the computed solution where it shows a fairly good agreement.

The above comparison indicates that Equation (15) can predict the penetration with an error less than 12 percent as compared with the experimental data in Figure 28; in Figure 27 the error is about 5 percent.

Now the equation is set to predict the penetration depth or velocity (if $y$ is known), assuming that there is no release water from the flow field. In case of a release flow, an extra term is needed for the velocity expression (Equation (14)) to represent the pulling action (which increases the velocity as well as the penetration depth) on the jet.

This term will be a function of the flow rate ratio $Q^{*}$, and the total depth of the flow field $H, F\left(Q^{*}, H\right)$. It will represent the work done on the flow by the pressure gradient induced by the release flow. The equation in its general form will be as follows:

$$
v_{y}^{2}=v_{o}^{2}\left(\frac{C D}{y}\right)^{2}-2 g \int_{0}^{y} \frac{\rho-\rho_{o}}{\rho_{o}} d h+F\left(Q^{*}, H\right)
$$

If the value of $V_{y}$ is known, one can solve for the penetration depth $y$. In some cases when the $V_{y}$ value is high, a value of $y$ higher than $H$ is expected. In this case, we set $y=h$ in the final result for convenience where $H$ is the total depth and $y$ equals $H$ when the jet reaches the bottom.

APPENDIX D

HYDROSTATIC PRESSURE

The axial momentum equation used in the program without the buoyancy term in the conservative form is

$$
\frac{\partial V}{\partial t}+\frac{\partial}{\partial x}(V U)+\frac{\partial}{\partial y}\left(V^{2}\right)+\frac{U V}{x}=g_{y}-\frac{1}{\rho} \frac{\partial \bar{P}}{\partial y}+\frac{\mu}{\rho}\left(\frac{\partial^{2} V}{\partial x^{2}}+\frac{\partial^{2} V}{\partial y^{2}}+\frac{1}{x} \frac{\partial V}{\partial x}\right)
$$

where $g_{y}$, the body force, is equal to $-g$, the gravitational acceleration $\left(=32.2 \mathrm{ft} / \mathrm{sec}^{2}\right)$.

In the absence of motion,

$$
\frac{\partial \bar{p}}{\partial y}=\rho g_{y}=-\rho g
$$

Checking the pressure in the program to see if the hydrostatic pressure was calculated properly, the program was run with a zero input velocity (null case) and a zero initial pressure. In this case there is no deviation from hydrostatic pressure caused by velocity, but we do have a hydrostatic pressure case. Although the initial pressure should not be zero (where we have a hydrostatic pressure because of the difference in density in the flow field), the equations will be able to calculate the hydrostatic pressure. At the same time the pressure will be adjusted in order for the velocity to satisfy the continuity equation and since all the velocities in the field are zero, then the resulting output pressure will represent the hydrostatic pressure.

The output pressure, as shown in Figure 30 , represents the hydrostatic pressure, where it shows that the pressure increases with depth. In addition, one can see that the pressure at the surface is negative. This occurred because the initial pressure was zero where it should have the initial hydrostatic pressure value. The program was run also with an initial hydrostatic pressure and zero velocity, and in this case the
pressure at the surface will represent the atmospheric pressure. The new pressure profile is shown in Figure 30 where it is shifted by a value equal to the atmospheric pressure.

Then when the buoyancy term is used in the equation as

$$
\begin{aligned}
\frac{\partial V}{\partial t}+ & \frac{\partial}{\partial x}(V U)+\frac{\partial}{\partial y}\left(V^{2}\right)+\frac{U V}{x}=\frac{-1}{\rho_{o}} \frac{\partial P}{\partial y}+g_{y} \frac{\left(\rho-\rho_{o}\right)}{\rho_{o}} \\
& +\frac{\mu}{\rho_{o}}\left(\frac{\partial^{2} V}{\partial x^{2}}+\frac{\partial^{2} V}{\partial y^{2}}+\frac{1}{x} \frac{\partial V}{\partial x}\right)
\end{aligned}
$$

and as mentioned before that when $V=0$ (fluid at rest), then

$$
\frac{-1}{\rho_{0}} \frac{\partial \bar{P}}{\partial y}=\frac{\rho g}{\rho_{0}}
$$

In this case this term (pressure gradient) will be already included in the buoyancy term; however, the pressure gradient $\frac{\partial p}{\partial y}$ will be zero because it represents the deviation from hydrostatic pressure caused by velocity.

$$
\frac{\partial \bar{p}}{\partial y}=\frac{\partial}{\partial y}\left(p+\rho g_{y} h\right)=\frac{\partial}{\partial y} p+\frac{\partial}{\partial y} \rho g_{y} h=\frac{\partial}{\partial y} p+\rho g_{y}
$$

Then adding the body force,

$$
\frac{\partial \bar{P}}{\partial y}=\frac{\partial}{\partial y} P+\rho g_{y}-\rho_{o} g_{y}
$$

Rearranging,

$$
\frac{1}{\rho_{0}} \frac{\partial \bar{P}}{\partial y}=\frac{1}{\rho_{0}} \frac{\partial}{\partial y} p+g_{y} \frac{\left(\rho-\rho_{o}\right)}{\rho_{o}}
$$

In the case of $V=0$, we have $P=0$; then,

$$
\frac{1}{\rho_{o}} \frac{\bar{P}}{y}=g_{y} \frac{\left(\rho-\rho_{o}\right)}{\rho_{o}}
$$

and when the buoyancy is used the initial pressure $P$ value (function of velocity) will be always zero if the initial velocity field is zero.

APPENDIX E

THE DIMENSIONLESS GOVERNING EQUATIONS

The governing equations of mass, momentum, and species conservation being dimensional, can be made dimensionless by redefining the dependent and independent variables in a dimensionless form. This can be accomplished by dividing:

1. Lengths by $D_{p}$, the diameter of the propeller, or some other characteristic length.
2. Velocities by $\mathrm{V}_{\mathrm{p}}$, the downward velocity at the propeller.
3. Pressure by $P_{r e f}=\rho_{1} v_{p}^{2}$ the stagnation pressure corresponding to the reference velocity $\mathrm{V}_{\mathrm{p}}$.
4. Mass fraction by the initial top water mass fraction $M_{1}$ in the upper layer.

The resulting dimensionless variables will be as follows:

$$
\begin{array}{ll}
\mathrm{U}^{*}=\frac{\mathrm{U}}{\mathrm{~V}_{\mathrm{p}}} & \mathrm{~V}^{*}=\frac{\mathrm{V}}{\mathrm{~V}_{\mathrm{p}}} \\
\mathrm{Y}^{*}=\frac{\mathrm{Y}}{\mathrm{D}_{\mathrm{p}}} & \mathrm{x}^{*}=\frac{\mathrm{x}}{\mathrm{D}_{\mathrm{p}}} \\
\mathrm{P}^{*}=\frac{\mathrm{P}}{\mathrm{P}_{\text {ref }}} & \mathrm{m}_{1}^{*}=\frac{\mathrm{m}_{1}}{\mathrm{M}_{1}}
\end{array}
$$

Inserting the dimensionless variables into the governing Equation (1) in Chapter II in the conservative form, we obtain a set of equations in the dimensionless form. The equation of continuity gives

$$
\frac{\partial U^{*}}{\partial x^{*}}+\frac{\partial V^{*}}{\partial y^{*}}+\frac{U^{*}}{x^{*}}=0
$$

The steady state Navier-Stokes equations in the dimensionless form will be as follows: the x -momentum equation with $\mathrm{g}_{\mathrm{x}}=0$,

$$
\frac{\partial}{\partial x^{*}}\left(U^{*}{ }^{2}\right)+\frac{\partial}{\partial y^{*}}\left(U^{*} V^{*}\right)+\frac{U^{*}}{}{ }^{2} x^{*}=\frac{\partial P^{*}}{\partial x^{*}}
$$

$$
+\frac{1}{\operatorname{Re}}\left[\frac{\partial^{2} U^{*}}{\partial x^{*}}+\frac{\partial^{2} U^{*}}{\partial y^{*}}+\frac{1}{x^{*}} \frac{\partial U^{*}}{\partial x^{*}}-\frac{U^{*}}{x^{*}}\right]
$$

where $R e=V_{p} D_{p} \rho_{1} / \mu$ is the Reynolds number, and the $y$-momentum equation,

$$
\begin{aligned}
& \frac{\partial}{\partial x^{*}}\left(U^{*} V^{*}\right)+\frac{\partial}{\partial y^{*}}\left(V^{*}{ }^{2}\right)+\frac{U^{*} V^{*}}{x}=\frac{1}{F x_{d}^{2}}-\frac{\partial P^{*}}{\partial y^{*}} \\
& \quad+\frac{1}{\operatorname{Re}}\left[\frac{\partial^{2} V^{*}}{\partial x^{*}}+\frac{\partial^{2} V^{*}}{\partial y^{*}}{ }^{2}+\frac{1}{x^{*}} \frac{\partial V^{*}}{\partial x^{*}}\right]
\end{aligned}
$$

where

$$
\operatorname{Fr}_{d}^{2}=\frac{v_{p}}{g_{y} \frac{\Delta \rho}{\rho_{1}}}
$$

is the densimetric Froude number and $\Delta \rho=\rho-\rho_{1}$.
The mass diffusion equation also will be in the dimensionless form
where

$$
\begin{aligned}
& \frac{\partial\left(U^{*} M_{1}^{*}\right)}{\partial \mathrm{x}^{*}}+\frac{\partial\left(\mathrm{M}_{1}^{*} \mathrm{~V}^{*}\right)}{\partial \mathrm{y}^{*}}+\frac{\mathrm{M}_{1}^{*} \mathrm{U}^{*}}{\mathrm{x}^{*}}=\frac{{ }^{*} 1}{\operatorname{Re}^{\sigma_{S C}}}\left[\frac{\partial^{2} \mathrm{M}_{1}^{*}}{\partial \mathrm{x}^{*}}+\frac{\partial^{2} \mathrm{M}_{1}^{*}}{\partial \mathrm{y}^{2}}+\frac{1}{\mathrm{x}^{*}} \frac{\partial \mathrm{M}_{1}^{*}}{\partial \mathrm{x}^{*}}\right. \\
& \frac{\nu}{R}=\frac{\mu}{\rho} \cdot \frac{1}{\mu_{D_{c}}}
\end{aligned}
$$

$$
\sigma_{S C}=\frac{\mu}{\rho D_{C}}
$$

is the Schmidt number, and $D_{C}$ is the molecular diffusivity.
The dimensionless coefficients $R e, F r_{d}$, and $\sigma_{S C}$ define the governing equations and indicate the solution where, if these dimensionless coefficients are the same in the model and prototype equations, and the boundary conditions are the same, there will be a complete similitude between the model and the prototype.

The first dimensionless coefficient is the inverse of the Reynolds number, and it appears in the Navier-Stokes and mass diffusion equations. If the viscosity term is small, or if the flow is turbulent, the influence of the Reynolds number may be weak. Therefore, in many cases modeling accuracy may not be sensitive to the exact matching of the Reynolds number between the model and the prototype. The use of a too-small Reynolds number (compared to the prototype Reynolds number) in a model is investigated elsewhere (22), and from considerable experience it is known that this deviation from complete similitude produces only small errors, provided that the flow regime is turbulent for both model and prototype.

The other dimensionless and most important coefficient is the square inverse of the densimetric Froude number, $\mathrm{Fr}_{\mathrm{d}}$. It appears in the $y$-momentum equation as an independent term. The characteristic length is taken as $H$, the total depth. Matching the densimetric Froude number between the model and the prototype can be accomplished by increasing the density difference between the model and the prototype in order to offset a smaller depth in the model. Exact matching of the densimetric Froude number is essential (22) in the modeling process.

The third dimensionless coefficient is the Schmidt number, which appears in the mass diffusion equation. The Schmidt number should be the same between the model and the prototype, and since the flow regime is considered turbulent, the turbulent Schmidt number (with the value of uniさy) is used.

We can conclude that the most important dimensionless coefficient in the $y$-momentum equation is the square inverse of the densimetric Froude number, $\mathrm{Fr}_{\mathrm{d}}$. At values less than unity the dimensionless
coefficient in the $y$-momentum equation will be larger than unity, and will increase rapidly with decreasing $F r_{d}$, a condition appropriate to higher buoyancy forces. For values of $\mathrm{Fr}_{\mathrm{d}}$ greater than unity, the dimensionless coefficient decreases rapidly with increasing densimetric Froude number.

The numerical simulation of the flow field is done by matching the densimetric Froude number and Schmidt number. The Reynolds number, however, was not matched exactly, since only laminar viscosity was used. As a check, increased values of viscosity throughout the field were used to identify any sensitivity to the level of momentum exchange. That is, a large laminar viscosity roughly simulates a turbulent viscosity, the exchange coefficients in each case being similar in magnitude in these two cases. The influences on dilution factor and penetration depth were very small (5\%) for the cases studied.

APPENDIX F

COMPUTER PROGRAM LISTING

```
                                    |IIMLa(20.30)
O
........* numbrical simuiation of destratification uf lakes ............
    IIIS PHuliram IS gased onl lus alamus sula ricoiction techmigue
```





```
    Flun fiblu
    ghah = numblar of gebls ith x-iffecifon
    gamir e mumbi& uf Cllls in y-uskection
    deli - thme increment
    NU = CuEfficient of kimamatic viscusitr
    mu = CuEfficgent or absulute viscusify
    Gyl = gfumetry thdicayon 1.o fou cylitukical cuomdinayes
                0.0 for platie cubhu!hates
    Ersi = pressulle dieration convfrgence critigion
    ox - bour accelegation IN posilige x-vimicilun
    gy * bodr hGGflekarijn in negafive r-uidtcitiun
    umg - overa malaxiatiun facton. a vallue thar is often uftimlum
```



```
    alfila = cunfnulg amdunt of dumur gell fluabifg ovalues uetmeen
        0.0 anG 1.0 AME IO HL USEO
    u a kadial velucity
    v = axial velicity
    sc = Scrmidor number
    S = MasS FRACIIOHML
    Sz - Mass rfaction ma
    Oi.N * weIGGIEO aVERAGE Lensify
```

```
C DEN2 = BOTTOM DENSITY
DELX = CELL WIOTH
oELY = CELL mElGht
irel = number lf cells of the radius of the release gate +1
jin = number of Cells of tine interface height +l
rGISk = NUMGER OF CELLS OF THE prplller radius +1
JOISK = NUMBEA OF CELLS UF TIE PROPELLER HEIGHT +1
jnt -jng = number of cells of the dpening height for top
water inley
JNI1-JNB1 = NUMGER OF CELLS OF the OPENiNG hEIGHT FOR bottom
WATER INLET
DR = DENSITY RATIO GETmEEN THE TOP AND THE bOTTOM OENSITIES
vinitl = propeller velocity
QSTAR = FLCW GATE RAIIO F
QSTAR = flow rate katro ff propeller flon rate ro release
        flow rate
    QPROP & PROPELLER FLOW RATE
    grel = release flow rate
    vout = Rllease velocity
smteger cycle
    REAL NU.MU
    DIMENSION D(15.30).DELP(25,30).01(15.30)
    OIMLNSIUN U(15,30).V(15,3C1,P(15.301.UN(15,30),VN(15.30)
            DIMEMSION S(15,30),S2(15,30),DENS25,30),SN(15,30)
            InGITE=O
            DATA U.VDP,UN.VN 12250*0.0%
C S.SNOETC AKE INUICATED LATEN
DATA EPSI,DELX,UELY,GHAR,JIAR,GX,GY,OMG,CYL
Y /1.E-3,0.145,0.0729,5,14.0.0,-32.2.1.7,1.0 (
c
```

```
C FRUMDF NUMBER=2.86
    OR=1.00247
CUN2=0.0
        CUHL=1.0
        P1:3.14159
        NU=1.41E-5
        NU=1.41E-5
        SC=1.0
        DEN1=62.4/32.2
        DEN2=62,4*0R/32.
        DZRO=1.0
c
    REL=S
        DELX=0.1875
        DELX=0.1875
        IBAR=7
        J0ISK=12
        JIN=9
        JNT=13
        JNB=12
        Jい「1=7
        NG1=6
        IDISx=2
        JNI=JIN+1
        MAX = FAGR+2
        MAX=JAAR+2
        MMI= JMGX-1
        M2 =19AR
        MM2 = J0AR
        JM2 = =30:R 
        RDY=1./OELY
    C
2
c
45
40
4s
50
        WRITEIG.gS) GLPHA,ALFAMI
C PARAMEYEK CHECK 0. 00013400
OHMAXI=0.33*DFLY/VINITL
DTMAX2=0.5*DELX**2*DELY**2/((DELX**2*DELY**2)*NU)
    ALFAMI=1.S*VINITL*DELT/UELY
    mRyIE(G.92) DELT.OTMAX1,DIMAXZ
00013600
00013800
```

```
c DT REDUCTION FOR STAAILITY
```

c DT REDUCTION FOR STAAILITY
fatdelt. ur.otmaxi)dely=otmax
fatdelt. ur.otmaxi)dely=otmax
92 FORMATC DELT DIMAXI DTMAX2., 3E12.4

```
92 FORMATC DELT DIMAXI DTMAX2., 3E12.4
```




```
C---------INITIALIZATIUN 0 0-000145000
```


 1,J+1) (A) 0 (

1 (UNiI,J+1)-2.+UH(I,J) + UNII,J-1) )/DELY**2 00019500

+CYL * (IUNII+1,J)-UNII-I,J)I/t2.*UELX*DELX*FLOAT(I-1)






FMY $=(V N(I, J)+(S N(1, J)+S N(I, J+1))+A L P H A+(A B S(V N(I, J)))=(S N(I, J)-S N(00020400$
- 1,J+111-VN(I,J-1)*(SN(I,J-1)+SN(I,J)I-ALPHA*(ABS(VN(I.J-1))1*00020500
(SN(I,J-1)-SN(I,J))/(2.DELY)




- J) +SN(I.J-1)/VUELY**2) + (SN(I+1, J)-SN(I-1,J))/(2*(DELX**2)*(00021100
: $\quad$ I-1.5) $)$ (CrL)*(MU/(SC*OENil)

-v(sx)

- COEND-FVX-FVY-FVC+VISY
$S(I, J)=S M(I-J)+$ DELT $+1-F M X-F M Y-F M C+V(M X)$
IfiCrCLE.EQ.1) S(I,J)=SM(I,J)
s2(I.J) $=1.0-5(I, J)$
EN(I, J) $=5(1, J) * D E N_{i}+S 2(I, 1) * O E N$
QEN(I,N)=GT+(UENSI,J)-OENI)/OEN1
lion continue
$c^{c^{1100}}$
00022100
$Q S=0.0$
$A=0.0$
DO 551 I-2,IREL
QS=05+SSI,2)*(PI*( (I-1)*DELX)**2-A)*VOUY
$A=P I=((I-1)$ - DELX)**
551
$052=0.0$
$A=0.0$
$00552 \quad I=2,1 R E L$
CS2=0S2*S2(I,2)*(P1*(1(-1)*LELX)**2-A)*VOUT
Continue
UT=QS/(24PI*IGAR-(JNT-JNE+1)*DELY*OELX)
UB=QS: (2*P1*1BAR*(JNT1-UAH1+1)*CELY*OELX)
DENAC=1QS*DEN1+GS2*DEN2)/(FA*(1IREL-1)*OELX)**2*VOUT)
OF = (DENAC-UEN2)/(DENL-DEN2)
$c$
$c$
$c$
c


U11.JI $=0.0$
U11.JI $=0.0$
s(1,J) $=S(2, J)$
s(1,J) $=S(2, J)$
C ---------- BOUNDARY CONUITIGNS ON RIGHY--NG SLIP
C ---------- BOUNDARY CONUITIGNS ON RIGHY--NG SLIP
U(IM1, J) $=0.0$
U(IM1, J) $=0.0$
v(Imax, J) $=-$ VIIMI, 5
v(Imax, J) $=-$ VIIMI, 5
20 S(INAX,JI=SIIMI,J)
20 S(INAX,JI=SIIMI,J)
coivinufe.
coivinufe.
cu 2500 I=1, IMAX
cu 2500 I=1, IMAX
$c$
$c$
$c$
$c$
$c$
$c$


v(I.JMLI: 0.0
v(I.JMLI: 0.0
$U(I, J M A X)=U(I, J M 1)$
$S(I, S M A X)=S(I, J M 1)$
$U(I, J M A X)=U(I, J M 1)$
$S(I, S M A X)=S(I, J M 1)$
$c$
$c$
$c$
$c$
$c$
$c$
$V(1,1)=0.0$
$V(1,1)=0.0$
U(1,1)=-U(1,2)
U(1,1)=-U(1,2)
S(I,1)=s(I,2)
S(I,1)=s(I,2)
c
c
JOISK1= JDISK-1 $=$ -
JOISK1= JDISK-1 $=$ -


$002811 \quad t=2.1015 k$
$002811 \quad t=2.1015 k$
V(I, JOLSK)=-VINIIL
V(I, JOLSK)=-VINIIL
V(I,JDISK1) $=v(1$, Jo (Sk)
V(I,JDISK1) $=v(1$, Jo (Sk)
USI, JDISK) $=0.0$
USI, JDISK) $=0.0$
c
c
DO 558 JZJNB.JNT
DO 558 JZJNB.JNT
V(Imax.J) $=0.0$
V(Imax.J) $=0.0$
$U(I M A X, J)=-U T$
$U(I M I, J)=-U T$
$U(I M A X, J)=-U T$
$U(I M I, J)=-U T$
SIIMAX.SI=S(IMI.J)
SIIMAX.SI=S(IMI.J)
$c^{55}$
$c^{55}$
DO $559 \quad J=J N G 1, J N T I$
DO $559 \quad J=J N G 1, J N T I$
$v(I M L X, J)=0.0$
$v(I M L X, J)=0.0$
U(IMAXBJ) $=-U B$
U(IMAXBJ) $=-U B$
U(IM1, J) $=-U B$
U(IM1, J) $=-U B$
S(IMAK,J) $=$ S(IM1,J)
S(IMAK,J) $=$ S(IM1,J)
559 COMTINUE
559 COMTINUE
$c$
$c$
$c$
$c$
$c$
$c$
DO 557 I=2.1REL
DO 557 I=2.1REL
U(I,1) $=0.0$
U(I,1) $=0.0$
v(1, 1) $=$-vour
veI, 2$)=-$ vour
v(1, 1) $=$-vour
veI, 2$)=-$ vour
s(I.I)=s(I.2)
s(I.I)=s(I.2)
cst continue
cst continue
2aO1 continue
2aO1 continue



| 205 | 7004 | continue | 00049000 |
| :---: | :---: | :---: | :---: |
| $260^{\circ}$ |  | WRITE (6,62) |  |
| 267 |  | DO $7005 \mathrm{~J}=1 . \mathrm{Jmax}$ |  |
| 266 |  | JMmJ $=$ Jmax-J+1 |  |
| 269 |  |  |  |
| 270 | 70C5 | continiog. |  |
| 271 |  | WRytefógs, |  |
| 272 |  | DO $7 C O G J=1$.JMAX |  |
| 273 |  | JMMJ-JMA $\mathrm{x}-\mathrm{J}+1$ |  |
| 274 |  | WRite(6,4t) (DEN(I,JMMJJ, (at, IMAX) |  |
| 275 | 7006 | Continue. |  |
| 276 |  | WRIIE (6.64) |  |
| 277 |  | DO 7007 J=1, JMax |  |
| 278 |  | $J H M J=J M A X-J+1$ |  |
| 279 |  | WKIYE(O.47) (D(I,JMMJ).İI,IMAX) |  |
| 2 ¢0 | 7007 | Cuntinue |  |
| $2{ }_{21}$ |  | WRITE(0,6s) |  |
| 262 |  | D0 7008 J=1,Jmax |  |
| $26^{3}$ |  | $J M M J=J M 4 X-J+1$ |  |
| 284 |  | WRIIE(G.47) (A1(IGJMMJ).I=1.IMAX) |  |
| 2せ5 | 7008 | cuntinue |  |
| 286 | $\begin{aligned} & 5251 \\ & c \end{aligned}$ | cointinue | 00050200 |
|  | c | return to pressure gtekation cycle lf these were only checkprints | 00050400 |
| $2 \times 7$ |  | Iffindite.eg.ligo ic 3501 | 00.050500 |
|  |  |  | 00050000 |
|  | c--- | ----REPACKAGIng | 00050700 |
| 204 |  | DO 6:101 I=1, imax | 00050800 |
| 209 |  | D0 6101 J=1.JMAX | 00050900 |
| 250 |  | UN(1, J) $=0(1, j)$ | 00051000 |
| 251 |  | Vi(1, 1 , $)=$ V( $1, j)$. | 00051100 |
| 292 |  | SH(I, J) $=$ S(I,.J) |  |
| 293 | 6101 | Conyinue | 00051300 |
|  | C |  | -00052300 |
|  | C | hovance time ano cycle. | 00052400 |
| 294 |  | rerabelt | 00052500 |
| $2 \% 5$ |  | If(cycleye.joo) go ro gsoo |  |
| 256 |  | CYCLE=CYCLL+1 | 00052700 |
| 297 |  | goto 1000 | 00052800 |
| 298 | 6500 | conrimue | 00052900 |
| 2ヶ9 |  | stur | 00053000 |
| 300 | 47 | FURMATILX.12(EIL.4:) |  |
| 301 | 4 E |  | 00053200 |
| 302 | 4. | formati/l/. 2 Xa (0h V-FIELD./) | 00053300 |
| 303 | 51 | FORMAT(///, 2x.bH P-FIFLU, $/ 1$ | 00053400 |
| 304 | 53 |  |  |
| 305 | 54 |  |  |
| 300 | 62 | FORMATI//.2x.en b-fielu.1) |  |
| 3 C 7 | 63 | Fundart//, $2 \times .10 \mathrm{H}$ DEN-FIELO.1) |  |
| 308 | 64 |  |  |
| 309 | 65 | Fu:zmat(//, 2 XPYH bl-FyEld./) |  |
| 310 |  | ENO | 00054000 |
|  | $c$ |  |  |
|  | c |  |  |
|  | c |  |  |
|  | $c$ |  |  |
|  | c |  |  |
|  | $c$ |  |  |
|  | c |  |  |
|  | c |  |  |

OILUIICN FACTOR＝ $0.5299 E 00$

## u－fielo

 $0.0 c 00$ co－c．5304E－01－0．1518E－01 0.22
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