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DYNAMICS OF HEAT REMOVAL FROM A JACKETED,

AGITATED VESSEL
CHAPTER I
INTRODUCTION

In the past, chemical engineering process designs were carried out
on the basis of steady state operating conditions, and the unsteady state
conditions received little or no attention in the design calculations.
Even today the majority of all chemical engineering process designs are
carried out on a steady state basis. After the design and cbnstruction
of a process, it was customary to install standardized controllers on the
pieces of process equipment in the hope that by originally over designing
the eguipment and with a wide range of flexibility in the controllers,

a satisfactory control of the process. could be attained.

In reality, however, chemical pfocesses do not operate under con-
ditions of steady state. Inétead, chemical processes operate under fluc-'
tuating conditions about some steady state value and hopefully within
certain allowable limits of variations. The economic success of a pro-
cess depends upon the control an& maintenance of the operation within an
allowable range of variation about some desired steady state value. The

adequacy of the control attained depends much more on the dynamic or un-
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steady state behavior of a process than on the static or steady state
behavior. Thercfore,‘a knowledge of the dynamic behavior of a process is
of the utmost importance.

The importance of applying dynamic analysis or systems engineering
to process design can hardly be over-emphasized. All too frequently the
steady state design of process equipment results in: (a) the over design
of equipment, (b) a degraded product specification or a léwer product
yield than is theoretically pbssible, and (c) a poor selection of control
variables, control instruments, apd sensing element locations. These
cases are perhaps best illustrated by examples of instances which have
actually occurred in practice and which have been reported in the litera-
ture. The number of such examples that have been reported in the litera-
ture is quite small. However, thé number of instances that have actually
occurred in practice and that have not been reported in the literature
must undoubtedly be much larger.

One example was discussed by Aikman (45). The piece of equipment
involved was a spray drier. The drier--as a drier--was well designed but
as a cbntrol system it was entirely unsatisfactory because poor tempera-
ture control spoiled the product. A frequency response study was made on
the system. The results of the»frequency response study showed that the
poor temperature control was caused by excessive hold-up time, and a re-
location of the control valvés solved the problem. The study also re-
vealed an over design in the size of certain auxiliary equipment cénnected
to the spray drier.

A second example was given by Boyd (45). This example was concerned

with the control of a fractionating column. The column was one that had
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been in existence and in operation for quite some time, but was giving

poor performance because of inadequate control. It‘was felt that the
column was well designed and should have been very stable. A dynamic
analysis of the problem indicated that the poor control of the tower was
due to improper controllers. The old controllers were replaced by the
proper controllers, and the tower was stabilized. The result was an in-
crease in tray efficiency of eight percent.

A third and very excellent example was given by Woods (45). This
example was a mixing tank with pH control. The mixing tank was a piece
of installed equipment located in a new plant that was being placed on-
stream. The tank was considered to be well designed but was completely
uncontrollable. A dynamic analysis of the system showed that dead time
was responsibie for the instability; however, due to other factors, a
mere relocation of control valves and sensing elements would‘not solve the
problem. The solution to the problem was to replace the old tank with a
larger tank. This is an excellent example of how systems design actually
affected the sizing of the equipment itself..

The above examples all illustrate how economic benefits can be
reaped by applying systems engineering to process design. In Aikman's
case an economic benefit could have been realized by the elimination of
a certain amount of down time and by the purchase of smaller, but entirely
suitable, auxiliary equipment. How long the fractionating column in
Boyd's example had been in operation was not stated, but whatever the
tim; was, it represented a period in which an inferior product had t0 be

accepted. .Also, an increase in efficiency of eight percent could repre-

sent a fairly large sum,of money. Boyd's case is also clearly an example
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of how systems engineering can improve processes already in existence.
However, it must be remenbered that once a plant is built, the really

big opportunity for saving money is forever lost. In the example dis-
cussed by Wood, aside from any increase in down time which may have re-
sulted, it was necessary to remove and replace an unused piece of installed
equipment which quite obviously represents wasted money.

The appiication of frequency response techniques to thé'control

of processes 1s well known to mechanical, electrical, and instrumentation
/engineers, and the general theory of frequency response analysis has, of
course, long been developed. A large amount of work has been done in
systems engineerihg on problems related to aircraft, guided missiles, and
weapons fire control systems. Only since 1953 has any interest been

shown in applying systems engineering to chemical processes, as evidenced
by a sudden increase in published papers and expanded research activity
by industrial organizations. Because there was very little research
being performed in the laboratory, the..control .characteristicsof:zchemical
processes. were firsti encolihteréd either in the pilot plant or in the field.

The first step in a systems engineering problem is, of course, a

theéretical analysis of the process in question from the standpoint of

its unsteady state behavior. A very important part of dynamic analysis

is transfer function theory. Transfef function theory implies a linear
system by definition. Therefore, if transfer function theory is to be
used in the analysis, certain assumptions (aside from any assumption made
for the sake of simplicity) must be made in order to linearize the equa-
tions describing the process in question. The validity of these assump-

tions will, of course, be open to question. The experimental data will
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then either confirm or refute the assumptions.

The experimental technique used perhaps most often in dynamic
studies involves the application of frequency response. In the collec-
tion of the frequency response data, the input sinusoid can be generated
by a mechanical unit constructed from a linear diaphragm control valve.
The fluctuation with time of the output variable can be fecorded con-
tinuously by a suitable recorder. From the frequency response daﬁa, am-
plitude and phase angle information is obtained and the familiar Bode dia-
grams are constructed. From the Bode diagram, the system time constants
and hence the transfer function are obtained. Both theoretical and exper-
imentel transfer functionS‘shouid, of “course, be compared.

This study was motivated by the fact that processes designed on
the basis of steady state operations mey sometimes prove inadequate for
automatic control. The present investigation is a continuation of the
work of Fanning (24) and involves a study of the dynamic heat transfer
characteristics of a continuous, agitated vessel. A considerable number
of chemical reactions are exothermic; hence the dynamics of heat removal
is of interest. Many reactors are of the agitated tank type, equipped
with a Jjacket and utilizing the inner tank well as a heat exchange sur-
face. Alternately agitated tank reactors are equipped with internal cool-
ing coils or tubes and baffled to provide effective heat transfer. The
present equipment is provided with a removable Jjacket. The heat of wvapor-
ization of a boiling liquid located in the jacket can be utilized to re-

move heat.
The purpose of this investigation is to study the dynamic heat
transfer characteristic of an agitated vessel from which the heat is re~

moved by utilizing the heat of vaporization of a volatile coolant.



CHAPTER IT

STATEMENT OF THE FROBLEM AND REVIEW OF PREVIOUS WCRK

Objectives of Process Dynamic Studies

The term "systems engineering" denotes the application of process

dynamics to the design of process equipment. The expression "process

' refers to the characteristics displayed by a piece of equipment

during conditions which change with time. Therefore, the object in any

dynamics'

process dynamic study is to investigate the manner in which a piece of
equipment responds with time. Hence, the study involves obtaining rela-
tionships between two or more pertinent process variables and time.
These relationshibs may be obtained either theoretically or experimen-
tally.

| In the purely theoretical approach, these relationships usually
take the form of a set of non linear, ordinary or partial, differential
equations. These equations are then simplified to the point where they
can be solved analytically, or the equations are simulated and solved on
an analog or a digitél computer.

In the experimental approach, it is necessary to impose a change

of some kind upon the piece of process equipment and to observe its re-
sponse with time. One means of doing this is to vary sinusodially one of

the process variables and to note the effect upon a related variable.

6
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This method is known as frequency response.

Frequency response techniques have been used as far back as the
middle of the last century in studies of system properties and process
behavior. Angstrom (14) in 1861 used periodic forcing to measure the
thermal conductivity of a metal rod. The use of frequency response tech-
niques in process dynamics is, of course, as old as the field of servo-
mechanisms. The subject of frequency response is adequately covered by
Brown and Campbell (11), Thaler and Brown (53), and numerous other text
books on servomechanisms.

If experimental frequency response techniques are used, the de-
sired relationships are obtained.in the form of transfer functions which
cen be used to relate the input forcing variable, the output forced

variable, and time.

Previous Investigations

The subject of process dynamics has been characterized in recent
‘years by a rapid expansion of interest both on the academic level and on
the part of the chemical and petroleum industry. The number of articles
‘on chemical process dynamics appearing in the litérature are becoming
rather numerous in recent years. However, the extent of the increased
activity in this field has not yet become fully evident in the chemical
engineering literature %écause of the inevitable time lag of several years
between the time a problem is initiated and the time the results appear
in print.

From the standpoint of the advancement of process control theory,

the most important work has been done outside the field of chemical en-
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gineering. Howeyer, from the viewpoint of application, a number of very
interesting papers have appeared on chemical process dynamics. Perhaps
the most important of thése and the ones which will have the greatest
effect upon'future progress has been on the subject of computer contrel of
chemical processes. Although most of this effort has come from companies
engaged in the manufacture of analog and digital computers, notable effort
has been shown by some of the chemical and petroleum companies. The
reader is referred to the articles by Lewis (35), Woods (60), and Tolin
and Fleugel (55).

The major deterrent to a rapid growth of the chemical process con-
trol field lies in a critical lack of personnel with a background in both
chemistry or chemical engineering and the servomechanism, mathematical,
and computer techniques necessary for advanced process coptrol, studies.
While this shortage is acute at present, it shows signs of easing in the
not-too-distant future. Some companies have set ué'company sponsored
training programs, either internally or in cooperation with a universitj
(19). The American Institute of Chemical Engineers has recently issued a
special publication (59) presenting several proposed outlines of courses
“and associated laboratory ﬁork for such.courses at both the undergraduate
and the graduate level. Finally, the Instrument Society of America has
urged high schools to present basic courses in instrumentation and con-
trol (5).

A second deterrent to progress in this.field has been due to the
distinct shortage of suitable textbooks. This situation has been improved
somewhat by the recent appearance of two excellent new textbooks (12,20).

Although on any particular phase of process dynamics the litera-
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ture is not too extensive, the literature on the field as a whole has be-
come quite extensive. It is not the purpose here to review the litera-
ture of the entire field of process dynamics, but father only that part
of it concerned with the dynamics of an agitated vessel. Most of the
dynamic studies of agitated vessels have been done in connectién with
chemical reactions. For an extensive review of the entire field, the

reader is referred to the bibliographies given by Higgins (29), Stout (52),

Roberts and others (46), and Industrial and Engineering Chemistry (15,4k4).
For an introduction to the theory of process control, the reader is re-
ferred to Truxal (56), Savant (49), or any other standard text on servo-
mechanisms.

Although most of the work on reactor dynamics is relatively re-
cent, one miéht date its beginning as far back as 1908. At that time
the chemist Hirnick (30) demonstrated mathematically the possibility of
damped concentration oscillations in an autocatalytic reaction. In 1910,
Lotka (36, 37) examined sustained.oscillations in such systems. More
work in connection with sustained oscillation and with autoregulated
reactions'has been done in thg intervening years, but it will nét be
quoted here as it is not directly concerned with reactor dynamics. The
two references mentidned abovg are quoted only because they probably
served as a stimulant for some very important work of recent times.

The transient response of chemical reactors has received some
attention in the past. The unsteady state equationé governing the re-
sponse of chemical reagtors have been solved under various limiting con-

ditions by Hem and Coe (27), MacMullin and Weber (28), Kandiner (33),
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Johnson and Edwards'(32), Mason and Piret (40, 41), and Acton and
Lapidus (l). The papers by Masbn and Piret are particularly good. All
of these works are of a theoretical nature.

In 1955, Bilous and Amundson (8) published the first of a number
of articles (8, 9, 10, 2, 3) on reactor dynamics by these authors or
their co-workers. These articles are all .noteworthy. Our present know-
ledge of reactor dynamics has been considerably enhanced by these papers.

Bilous and Amundson (8) and later Ehrenfeld (22) treated mathema-
tically a well agitated continuous reactor from the s?andpoint of sta-
bility of the steady state and presented methods of developing criteria
for the quantitative determination of stability or instability. With
somewhat the same type of treatment, Cannon and Denbigh (13) describe two
distinct forms of thermal instability which can arise in gas-solid reac-
tions. Also, the chéracter of the steady state of an exothermic reac-
tion has been described by von Heerden (57).

In a later article, Bilous and Amundson (9) treat the cases of
stability of a quasi-isothermal reactor and a reactor with a recycle
stream. Aris and Amundson (2) have examined the conditions for stability
of an agitated continuous reactor operating under proportional control
alone. Some méfhods of non linear mechanics are applied and phase plane
plofs of the complete non linear reactor equations are?constructed. This
papér is a preview of a later paper published by Aris and Amundson (3).

The use of frequency response analysié to develop the theory of
control of continuous-flow reactors is discussed by Bilous, Block, and
Piret (lO). In this paper, cascade§ of continuous-flow reactors are also

discussed, and how automatic control requirements can influence proper
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reactor design is illustrated. Ellingsen and Ceaglske (23) have presented
a paper on the applications of the root-locus method in the design of a
control system for a theoretical stirred-tank reactor. The modes of con-
trol studied were proportional, proportional-integral, and proportionalf
integral-rate. Aris and Amundson (h) applied statistical techniques to
a continuous-flow, stirred tank reactor.

The stability of‘a fixed~bed catalytic reactor has been investi-
gated by Hoelscher (31) under various conditions. Oncutt and Lemb (L2)
considered the case of stability of a fixed-bed catalytic reactor sysfem
with feed-effluent heat exchange. Shinskey (50) gave a paper on the tem-
perature control of gas phase reactions.

Some very interesting articles have been presented concerning the
on-stream control of a chemical reactor by a high speed computer by Eck-
men and Lefkowitz (21), Roberts and Laspe (47), Tierney and others (54),
and Tolin and Fleugel (55). Some other interesting cases of applications
of computers to reactor dynamic problems are given by Beutler and Roberts
(7) and Bathe, Franks, and James (6).

A novel method of obtaining high accuracy in a process control
loop by using & minor feedback loop around the controller to prevent
dead-time oscillations has been proposed by Smith (51). He presents an
example where this method is applied to a catalytic cracker.

Fanning (24, 25) obtained frequency response data on the heat
transfer characteristic of a stirred-pot reactor and compared the the-
oretically derived transfer.functions with those obtained experimentally.

The problem of mixing in an agitated vessel has been studied by

Merr and Johnson (39). Mixing in a vertical tube reactor has been inves-
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tigated by Head (28). A transfer function relating input to output con-
Mcentration was obtained. The resulting transfer function was that of a
first order system exhibiting time delay.

A number of papers have been presented on the dynamic measurements
that have been made on packed and fluidized beds with no chemical reac-
tion occurring, primarily to study the nature of fluid mixing in chemical
reactors. The reader is referred go the works'of Danckwerts (16), Danck-
werts, Jenkins, and Place (17), Deisler and Wilhelm (18), Kramers and
Alberda (34), Prausnitz and Wilhelm (43), and Romeno (48).

The work of the past has placed considerable stress on a theoréti-
cal analysis fallowed by a solution on an analog or a digital computer.

Very little experimental work has been done.

Specific Objectives of the Present Investigation

The continuous, agitafed vessel is widely used in the chemical in-
dustry for mixing and for éarrying out chemical reactions. The majority
of reactions carriea out in.these vessels are exothermic, and the removal
of heat is therefore of importance. Also, the reaction temperature must
be controlled if a quality product is to be produced.

There are a number of different methods now in use for the con-
tinuous removal of heat from a stirred~-pot reactor. The method studied
here is the utilization of the heat of vaporization of a volatile coolant
located either within internal cooling coils, within an external jacket,
of both. In this case, temperature control can be achieved éither by

varying an input fluid flow rate or by controlling the back pressure on
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the volatile coélant and therefore the temperature. The latter is per-
haps the most important;

The present investigation was directed towards the determination
of the dynamics of the two temperature control methods just described.
Other methods have been investigated by Fanning (24). It was planned to
make both experimental and theoretical studies. Only the open loop sys-
tem was' considered either experimentally or theoretically, as information
can be obtained on the closed lqop once the dynamics of the individual com-
ponents are known.

Finally, it was hoped that this study would contribute some mea-

sure of knowledge on the dynemic behavior of agitated vessels.



CHAPTER TIII
DESCRIPTION OF THE EXPERIMENTAL APPARATUS

The experimental apparatus consisted primarily of the following:
(a) a test section (a continuous-flow, agitated autoclave reactor),
(b) a preheater and recycle system, (c) a refrigeration unit, (d) various
measuring, controlling, and recording instruments, and (e) a valve
equipped with a sine wave generating device. A flow sheet for the ex-

perimental apparatus is shown in Figure 6.

Test Section

The test section consisted of a continuous-flow, agitated auto-
clave reactor, equipped with baffles. The reactor had a one liter capé—
city. Heat was removed from the reactor by means of an external Jjacket.
The heat transfer area and other physical parameters of the test section
are presented in Table 21, Appendix C.

The fluid was iirtroduced into the bottom of the reactor. The
fluid flowed out of the system through an overflow tube located in the
top of the reactor. |

The agitator was driven by a V-belt and pulley arrangement con-
nected to a l/h—horsepower electric motor. The motor speed was 1725 re~ .

volutions per minute. The agitator speed could be varied by using dif-

14
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ferent sized pulleys.
The'test.section was equipped with a flexible copper-constantan
thermocouple for measuring temperatures at various points within the
reactor.

A photograph of the test section is shown in Figures 1 and 2.

Preheater and Recycle System

This system consists of a preheating vessel, a feed pump, a recycle
accumulator, and a recycle pump.

Preheater. The prgheating vessél was constructed from a fourteen-
inch section of ten-inch pipe. The bottom of the vessel was made of l/h-
inch sheet iron and was welded in places The top of the vessel was made
of woodland could be removed. The vessel was fitted with a one-inch over-
flow line located two inches from the top of the vessel. Hot liquid was
withdrawn from an opening in the bottom of the vessel. The vessel was
insulated by two inches of ten-inch magnesia pipe insulation.

The feed to the preheater was water from the recycle accumulator.
Cold tap water was used for make-up. The liquid in the preheater was
heated by live steam introduced into the bottom of the vessel. The steam
flow rate was controlled by a l/2-inch control valve. The Valve position
was regulated by a temperature recorder and controller. The preheater
temperature was measured in the hot water exit line. In addition to heat-
ing the fluid, the preheater alsoc served as a feed tank.

Recycle Accumulator. The recycle accumulator and the preheater

are identical in construction with the exception that the recycle accumu-

lator was not provided with a means for heating the liquid.



16

View of Test Section and Refrigeration Unit

Figure 1.




Figure 2. Rear View of Test Section
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Feed Pump. The feed pump was a l/2—horsepower positive displace—
ment pump delivering a éS-foot head with a maximum capacity of three '
gallons per minute.

Recycle Pump. The recycle pump was a l/n—horsepower centrifugal

pump. The head and capacity of this pump were not known; however, the

pump was found to be satisfactory for the purpose.

Refrigeration Cycle

The refrigeration cycle consisted of a Copeland refrigeration unit
complete with ccumpressor, condenser, accumulétor, and throttle valve.
The‘jacket of the'reactor served as the evaporator portion of the refri-
geration cycle. The condenser was water cooled and the refrigerant waé v
Freon-12. The compressor was driven by a l l/2—nnrsepower motor. A view
of the refrigeration cycle is shown in Figure 1.

Measuring Instruments, Controllers, and
Recording Devices

Flow Rate. The only flow‘féte meﬁered was that of the reactor in-
let water stream. When the flow rate was recorded, it was measured by a
Model lO.C 1505 Fischer and Porter turbine flowmeter. The range of flow
of this meter was 0.13 to 1.1 gallons per minute. The potential generated
by the flowmeter was indicated by a Model FR-111 Waugh pulse rate conver-
ter, and was recorded on one channel of a two-channel Sanborn recorder.
A view of the turbine flowmeter is also shown in Figure 1.

For those runs in which it was not necessary to record the flow

rate, a Fischer and Porter flowrator (rotameter) was used to indicate the
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flow. The maximum capacity of this metér was about one gallon per minute.
The rotaﬁeter was used on runs, regardless of whether the flow rate was
to be reéorded, to establish the initial steady state operating conditionsf

Temperatures. A total of four different temperatures were mea-

sured: (a) preheater temperature, (b) inlet reactor fluid temperature,
(c) temperature inside reacfor, and (d) reactor coolant temperature. All
temperatureé were measured with copper-constantan thermocouples. The
preheater temperature was indicated and controlled by a Minneapolis-
Honéywell temperature recorder and controller. The reactor inlet fluid
temperature and the reactor coolant temperature were indicated by a Model
156X15P-X-C Brown temperature indicator. The reactorltemperature was re-
corded on one channel of a Sanborn recorder. A Model 1 PH 560-51-Th6-
T66X-T82 Bristol Dynamaster recorder was used as an amplifier for the
Sanborn recorder.

Pressure. The pressure on the coolant in the reactor was the only
pressure measured. This pressure was indicated.with a pressure gage.

The pressure was regulated by a back pressure regulator. An arrangement
of two solenoid valves and two back pressure regulators was used for
varying the pressure. This-arrangement is shown in Figure 1.

Controller. The only piece of equipment being controlled was the
preheater. The preheater teﬁperature was controlled by a Model-i52PlMP—
93-18 Minnea@olis—Honeywell temperature recorder and controller. The
modes of control were proportional band and reset.

Recording Device. To record continuously the forcing variable and

the forced variable, a Model 60-~1300 Sanborn Twin-Viso recorder was used.
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The recorder was equipped with one preamplifier and two amplifiers.
A view of the panel board on which the Minneapclis~-Honeywell tem-
peraﬂure recorder and controller, the Brown temperature indicator, the
Bristol recorder, and the Waugh pulse rate convertor were mounted is de-

picted in Figure 3. The Sanborn recorder is also shown in Figure 3.

Sine Wave Generator

The sine wave generator consisted  in part of a l/2-inch Research
Control Valve. The valve has a stainless steel stem and a bronze valve
body tested to 150 psig. The valve was linear throughout the lower 80
percent of the stem travel. The top half of the diaphragm body together
with the diaphragm and the spring were removed. The lower half of the
diaphragm body was used to support the device which imparted the harmonic-
translational motion to the valve stem. This device consisted of a driver,
a Scotch yoke, and a connecting gear train. The driver was a Model SG-10
Merkle-Korff induction motor. Various sets of gears were avaiiable. The
range of frequency that could be obtained varied from 0.6 to 60 radians
per minute (two decades). Figures U4 and 5 are front and rear views of

the sine wave generator.

Flow Sheet
Two different systems were studied. Both systems are depicted in
Figure 6.
System No. 1. 1In the first systém studied the input forcing var-
iable was the reactor inlet fluid flow rate and the output forced variable
was the reactor fluid temperature. In the experimental apparatus there -

were two different streams: (a) a water stream, and (b) a .coolant stream.
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Figure 5. Rear View of Sine Wave Generator
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The water was preheated in a feed tank and was pumped from the feed tank
through the sine wave generator which imparted a sine wave to the flow
rate. From the sine wave generator the hot water passed through the
turbine flowmeter and into the reactor where heat was exchanged. From
the reactor the cooled water flowed into the recycle accumulafor and was
then pumped back to the preheater.

The coolant (Freon-12) flow pattern was the same as for any simple
refrigeration cycle. The Jjacket of the reactor served as the evaporator
part of the refrigeration cycle. The coolant was boiled at a constant
temperature. This temperature waé maintained by a back pressure regula-
tor in the vapor line.

The recorded variables for system No. 1 were the reactor inlet
fluid flow rate and the reactor fluid temperature.

System No. 2. In system No. 2 the input forcing variable was

the back pressure on the evaporator and the output forced variable was
the reactor fluid temperature.

The water stream cycle was the same as in system No. 1 except that
a constant flow rate was maintained and the flow rate was indicated by a
rotameter.

The pressure of the coolant vapor was varied by means of an arrange-
ment of solenoid valves and back pressure regulators. The arrangement is
shown in Figure 6.

The recorded variables were the pressure on the volatile coolant

and the reactor fluid temperature.
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CHAPTER IV

PROCEDURE

System No. 1

In the first system studied, the forcing variable was the inlet
water flow rate and the forced variable was the temperature of the fluid
in the vessel.

Experimental and analog simulation studies were conducted. The
majority of the data taken was on the analog computer. The analog data
were spot checked by data takeﬁ on the actual experimental system. Both

frequency response and step response data were taken.

Frequency Response Studies

As a sine wave generator was available, the experimental appara-
tus was constructed for conducting frequency response. The frequency
response data were taken while operating about oné steady state value.
This value was selected to give a maximum temperature variafion, with
amplitude of the input sinusodial flow rate, of about 10° Fahrenheit.
Also as a precaution against a mishap, the coolant temperature was held
slightly above the freezing point of water. The steady state value was
selected by actual manipulation of the experimental apparatus. The oper-

ating conditions are given in Teble 21, Appendix C.

26
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.. Frequency response data were taken at twenty-three different fre-
quencies, ranging from 0.05 cycles per minute to 20 cycles per minute,
on the analog computer and at ten different freqguencies ranging from 0.05
cycles per minute to five cycles per minute on the experimental apparatus.
The various frequencies are listed in Tables 13 and ih‘of Appendix B.

As the output of non linear systems can also depend on the ampli-
tude of the input sine wave, frequency response data were taken for var-
ious amplitudes of the input sinusodial forcing function. Frequency re-
sponse data were taken for five different amplitudes of the forcing func-
tion on the analog computer and for three different amplitudes on the ex-
perimental apparatus. The different amplitudes used on the analog com-
puter were O0.475, 0.94, 1.42, 1.89, and 2.364 pounds per minute. The
amplitudés used on the experimental apparatus were 0.94, 1.42, and 1.89
poundé per minute. The absolute values corresponding to the minimum and
maximum flow‘rate for these amplitudes are given in Table 21 of Appendix C.

The amplitude ratio and phase angle information obtained from the
frequency response data taken on the analog computer are summarized in
Teble 13, Appendix B. The same information obtained from the experimen-
tal data is given in Table 14, Appendix B. Amplitude ratio and phase
anélé values calculated from equation (78) are tabulated in Table 15,
Appendix B.

A sample time record of the frequency response: data obtained from
the analog computer is shown in Figure 7. A sample time record of the
frequency response data taken on the expérimental apparatus is shown in

Figure 8.
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Step Response Studies

As.in non linear systems, the end results are very much dependent
upon the type of input forcing function. It was therefore desirable to
obtain data for some type of input forcing function other than a sinuso-
dial forcing function primarily as a means of comparison. When the ex-
perimental apparatus was constructed, nc provisions were included for
taking step response data. Howeyer, attempts have been made to obtain
step response data on the experimental apparatus by the manipulation of a
globe valve. This procedure has not proved satisfactory. The step re-
sponse information was therefore taken on the analog computer.

Step response data for various megnitudes of displacement were
taken. A total of five positive displacements were used. The five posi-
tive displacements were 0.48, 0.94, 1.42, 1.89 and 2.36 pounds per minute
and corresponded to the difference between the maximum flow rate and the
steady state flow rate for each of the different amplitudes of the sinuso-
dial forcing function used in the frequency response studies. Also a
totél of five negative displacements were used. These were -0.47, -0.94,
-1.42, —1;89, and -2.36 pounds per minute. The negative displacements
corresponded to the difference between the steady state flow rate and the
minimum flow rate for each of the different amplitudes used in the fre-
quency response studies. A sample time record of the step function re-
sponse data taken on the analog computer is shown in Figure 9. The step
function response data taken on the analog computer has been converted

into real time and this information is given in Table 16, Appendix B.
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System No. 2

In this system the coolant pressure, and hence the coolant tem-
perature, was varied as the forcing variable. The output variable was
again the temperature of the water in the vessel. During this study the
water flow rate was held constant.

To obtain experimental frequency response data and experimental
step response data was not considered practical in this case. The ex-
perimental method of testing used was the pulse response technique. The
cooclant pressure was allowed to vary between two different levels by
means of an arrangement of solenoid valves. The coolant pressure and
the exit water temperature were both recorded as a function of time.
Figure 10 depicts a sample of the output data. The input signal was re-
corded by hand at two second intervals. These data are given in Tables
17 and 18, Appendix B.

The experimental pulse data were then converted to frequency re-
sponse data by means of the Fourier integral. These calculations were

made on an IBM 650 Computer.
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CHAPTER V
THEORY

Derivation of Differential Equation Describing System No. 1

A echematic diagram of a jacketed, well-agitated continuous reactor

s depicted in Figure‘ll.

ey
; |
To —— Tc
WC
T
oL
. T o
NP —
WC
W
T

Figure 11. Schematic diagram of a‘jacketed,
well-agitated continuous reactor.
In arrangement No. 1, the input forcing variable was the liquid
flow rate W and the output forced variable was the reactor temperature T.
Therefore for system No. 1 it is desired to obtain an equation relating
W, T, and time. The desired expression is given by an energy balance on

the liquid in the reactor.

TInput - Output = Accumulation, (1)

34
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Output = WC,(Ty-Tpep) A0 + UA(T-T,)a6 (3)
Accumulation = p VCj AT . ()

Where :
A = Heat transfer area, sq. ft.

C. = Heat capacity, BTU/1b-CF

T = Temperature of fluid in reactor, °F

T. = Inlet temperature, °OF

T, = Coolant temperature, °F

T = Outlet temperature, CF

= Réference temperature, °OF
U = Overall heat transfer coeffic;eﬂt, BTU/hr-sq. ft.-°F
V = Reactor volume, cu. ft.
W = Flow rate, 1lbs./hr.
p = Density, 1lbs./cu. ft.
® = Time, hours

Substituting equations (2), (3), and (4) into equation (1) gives:

WO (T5-Trer) A8 - WC,(To-Tperp) 46 - UA(T-To) 46 = p VC, AT ..(5)

Collecting terms gives:

W, (Ty-Ty) - UA(T-T,) = p VG, 'ﬁ_g : (6)

Assuming T, = T, equation (6) reduces to:
AT .
Wep(T3-T) - UA(T-Te) = p VO, 2=« (7)

In the limit equation (7) becomes:

at W(T;-T)  UA(T-T,)
ae - PV T VGp ' (6)
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which is the desired expression.

In the derivation of equation (8), various assumptions were made.

1. The heat capacity (CP ~ Cy) and the density of the liquid
were taken as constants and were evaluated at the stéady state temperature.
This assumption should be justifiable as the temperature variations were
less than 15 degrees Fahrenheit.

2. Transient effects occurring as a result of the transfer of
heat across the two liquid films and the metal wall of the reactor were
neglected; that is, it was assumed that an overall heat transfer coeffi-
cient could be used. The overall heat transfer coefficient was constant
over the range of conditions studied, and it was determined experimentally
at steady state conditions.

3. Tﬁe outiet fluid temperature was taken to be equal to the tem-
perature of the fluid in the reactor, thatvis perfect mixing was assumed{

L. Tt was assumed that equation (5) accounts for all of the energy
of the system.

The above assumptions seem Justifiable in view of the experimental

data.

As the forcing variable is the flow rate, we have in addition to

equation (8):

W o= £(0) . (9)
Substitution of equation (9) into equation (8) yields:
dT  £(6 )T  UAT £(6)ry UAT,
-+ + = +
ae pV pVCP PV PVCP ? (lO)

or

pV pV

T [f(e) * UA/Cp] Tde = [:f(e )Ty + UATc/Cp:I @0 . (1)
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This equation is a first order linear differential equation which can be

solved by means of an integrating factor. The integrating factor is:

eg F(e);vUA/Cp]de ' (ie)

Multiplying equation (11) by the integrating factor and integrating gives:

Teg [f( R :VUA/CP:’de i S‘T ;£ ( e) EE( 0) UA/CIEIde
SUAT 5[ : UA/Cj] a9 a6 . (13)

p VG

If the flow rate is known as a function of time, then the integration in-

dicated by equation (13) can be carried out, at least in principle. For a
sinusodial forcing function, equation (13) becomes unwieldy. The solu-
tion for a sinusodial input is readily obtained by means of complex con-
volution.

Linearity of a differential equation must not be confused with
linearity of a control system. A control system is not necessarily linear

Just because the equations describing the system are linear equations.

Equation (11) is non-linear insofar as control theory is concerned. The
linearity of a control system is based upon the property of superposition.
Superposition will be discussed later (see page 50). |

The variables in equation (ll) may be written as the sum of an un-
steady state variation and a steady state component:

T

™ + Tg , (14)
and

W

WE Vg - (15)

. where the (¥%) quantities represent variations about the steady state
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value.

Substituting equations (14) and 15) into equation (10) yields:

ar*  (W* + Wg)(Ty - T* - Tg) UA(T* + Tg - T¢) (16)

ae oV p VCy )
At steady state conditions:

0 = Ws(Ty - Tg)  UA(Tg - Tc) (17)

pV pVCy

Substracting equation (17) from equation (16) yields:

am* _ WX(Ty - T* - Tg) _ WsT* _ UAT* (18)

a6 pV ' pV pVCy
Equation (18) can be rearranged to give:

dT*  WXT*  Wg + UA/Cp T; - Tg

—_— —_— BV = (e Y

a6 * pV * pV )T* ( pV )W s (19)
or

Q—Tié HITH *

ap t kg WXD¥ + ki T* - koW* = O ; (20)
where

1
ky = oV (21)
Ws - UA/Cy

ko= TV ) (22)

ky = (T4 - Tg)/ pV . (23)
Equation (20) is to be solved under the conditions: |

W¥ = B sin w8 s : (2k)

™(e) = T#(0) = O, (25)
and

w¥(e) = wx(0) = 0. : (26)

Taking the Laplace Transform of equation (20) gives:
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sT*(s) + Kk T(s) + k3 L(WD) - XW(s) = O . (27)

Equation (24) can be written as:

wB - jwo
W¥ = B sinwB = %(er -e ” ) (28)

Taking the Laplace Transform of equation (28) yields:

wr(s) = Bo(—L o L1 oy | (29)

2 's - Jjw s + jw
The Laplace Transform of the product term in equation (27) may be
treated by means of complex convolution (26, 58, 61). If f£1(6) and

f5( 8) have the Laplace Transforms Fy(s) and Fy(s), respectively, then

Y +j o0
L[nle(e)] = w55 P (-0 )Fp(w )aw (30)
Y-
max(O_al, O_a]_+ O-aE) < 0, O—a2<\(< g - O'al.'

In vhich ¥ is & real constant, O = R(s), and O'al and O'a2 are the ab-
scissas of absolute convergence of the function fl( 6) and f2( 8 ), respec-
tively.

The output function will be assumed to be of the form:

™(g) = z Bnesne . (31)

n=0

Taking the Laplace Transform of equation (31) gives:

*(s) = Z??_ns_ (32)
n= . '

Letting £1(6) = W*( ), and f2(6) = T*(@), then
Wx(s - _(g__) = i = - L ) ; (33)

2] ‘s - w - jw st jw = w
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T*(w ) io: P Sn (34)

n=

O

Substituting equations (33) and (34) into equation (30) yields:

X +j N 1 X B
1 ' n
L (wxT*) = Z75 ‘2% [(s-i-J'w ) (s-wHjw )—‘ z PREE

X-J®

mex 0, < ¥ < 0 - Jw

(35)

Equation (35) can be rewritten as:

Y +jo0 o
L(wrre) = L — z .Bn ' dw
211 J 2] , (s-w-jw )(w-s,) “&
Yoy P70
XI'JOO

g 23 z (s- w+Jw)(w Sn) A - (36)
‘( joo

Expanding the right hand side of equation (36) by partial fractions gives

Y+J°0

oﬁ_(W*T*) = 2HJ 5 23 Z (s=sp-jw )(w -5 )dw

\(+Joo
1 P
+2[‘[j SEJ(swgw)z(saw)-sndﬁi
n=0
Y- Joo
¥ + 300 o
- .__L_. |_3... Bn 4w
21 j 2J (s-sp+jw J{w-s,) —
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Y+ 500 ) 5
_i B 1 E n
T 2nd 523' (s—iu__+jw) is+jwi-snd__(‘.‘.’_' (37)
Y—jOO n=0 )
Rearranging equation (37):
; Y+j00 % :
L Pn
&(W*T*) = 20 J (_2'3) S z Gsn“jw)(ﬂ_—sn)
¥ - oo B0
oo
. jg 5 d
- (s-sptd w ) (w=~sy) | &=
n=0
\’+J-oo 00
1 B 5 , 1 By |
“omns G = T(ea-Je )((s_(jw) . Sn)
X-joo
= B
1 n
i E (S'g_+3w)((s-jw)— sn) daw - (38)

n=0

The poles of equation (38) are at w = s + jw, w =s - jw, and

w = s,. Since the integration proceeds around a closed curve, the last

integral in equation (38) is zero as the poles s + Jw and s - jw lie
outside the closed region. The first integral in equation (38) corres-

can be evaluated by the residue theorem:

ponding to the poles w = Sy

S\c f(z)dz = 2Ij = Residues . (39)

The residues are, of course, the principle parts of the Laurent series

expansions and, therefore, the first integral in equation (38) reduces

to:
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0 ' Bn
Z s-Jw) ooria ) | - (k0)

Thus equation (35) becomes:

&.(W*T*) - 23 Z!: (s I-Jw) (Sn J‘*’.)\J ’ (41)

Substituting equation (41) into equation (27) gives:

(s + k) )T*(s) + z l: (S e (]:n-jw J

“kW*(s) = 0 . | (42)

The coefficients Bp must now be evaluated. OSubstituting equatiohs (29)

and (31) into equation (L2):

X X B B
Bn k3t3 z n n
(S + kl> E S-—Sn -+ 2J [S. - (Sn+jw ) - s - (Sn"',jw )]

n=0 n=0

koB 1 1
Y S - Jo 5 * Jw = 0 . (43)

Dividing equation (43) by s + ki yields:
o0

o 8]
z Bn k3P 2 e ®n
s-sp  2j(s+k ) = s - (sptdw ) 7 s - (sp-jw)

n=0

kB
2 1 1
B EJ(s-Fkl) s - Jw s + jw:] =0. (ML)

Expanding equation (44) by partial fractiéné:
00

0
Z By ko Z By B,
s-s, * 2j(stk; ) ~ky - (sptiw ) T =ky - (sp-jw)
n=0

n=0




k3

% 5 (et =i
2] (sptiw ) * & | {5 - (sptiw)

n=0

1 By
i ((sn- Jw ) +kl) (s— (sp=Jw ))

kop 1 1 kP 1
"B | T-de) T Tirae) | 23Ge &) (5736 )

ko3 1
* 25(-jw +ky) (s+jw ) = 0. (45)

Letting sq = —-kl:

O
Bo + z Bn + k3‘3 By Bn
s+ky (s-sy)  2j(s+ky) -ky - (sptjw ) 7~ -k - (sp-jw)
’ n=1 "~ n=0

00
. k35 1 Bn
i 23 Z sp tdw * Ky s - (sptiw )

n=0

1 Bp
i ((sn—a'w )+ kl) ( s ~ (s,-jw ))

o ko 1 1 kP 1
23(swhy) | (E-3w )~ (e ) | ™ 230w &) (53a )

. koB 1
23(—ju)+kl) (s+jw ) - 0 . (46)

Collecting all of the terms involving (s + kq) gives:

0
= By + kBB Z an Fn
stky | 07 2] -k - (sptiw ) 7 -k - (s -dw )

n=0
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- kE\S 1 1 (11-7)
23 \ ~kp-jw 7 -kytjw )
.~ Requiring that the coefficient of (E—;QEI) must venish, yields:
2 B,
Z (S +jew ) T - (S -jw )
n=0
kP ! = 0. (48)
25 | H-de K iw

This leaves:

[s¢]
xS . 2,
s-Sp, 23 (sy*tiw ) + Ky \ s - (sp+iw )
n=1 n=0

- 1 ( Bn ) _ kP ( 1 )
(sp-dw ) * X \'s = (s 3w ) 23(Jw +ky) | 5-Jw

b e)
2j(-jw +kp) | s*jw = 0. (49) .

Upon repeating the procedure and letting:

s3 =0

Sp = ~jw
s3=jw

s) = 'kl - Jw
s5 = -k T Jw
S6 = -25w

s7 = 2jw
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Sp 4 4y = ~d(m+ Lo

s3 +hn = j(n + l)w
.S)+ + u_n = "kl - J(n + l)w
S5 p i = it e, (50)

the remaining coefficients are determined. The coefficients can be

.grouped into sets. Table 1 gives the sets of coefficients.

TABLE .1

SETS OF COEFFICIENTS

B, By By
By, BS By Bl
B8 s B9 B6 B7

: Bio By

The B, coefficient is also a function of the B, and B3 coefficients.

The BO coefficient is associated with the transient solution of the prob-
lem. Therefore, the Bys Bys B5’ etc. coefficients no longer need to be
considered.

The coefficients Bo and B3, B6 and B and Bll’ etc. are com-

7> B1o
plex conjugates. Therefore it is only necessary to calculate one set of

coefficients.

The relations between the coefficients are:

B, = ‘*k—i—lm332; : (51)
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ko P kBB kP Eg
a. 3P 71 3 B
B2 T FTie 1) T 25(-dw k) T 53 jw ) 0 (52)
k-3 B k,pBB
3P 2 3* 710 _
B - 25(-250 k) T Bi(maie k) 0, (53)
and in general:
kaPB | 3B ,
.- 3° B2+Lkn K3 P Boil (n+2)
Bosl(n+1) 7 53 [-(nr2)jw vk | YR [Cme)e ] T 0. (54)

Equation (51) arises from terms involving l/s. These terms are obviously
of the nafure of a step function and give rise to a constant term.

The B, coefficient cannot be obtained in closed form, but it can be
calculated to any accuracy desired. Upon substituting equation (53) into

equation (52):

By | 1+ 23 (-jw H{)( 2jw +ky ) JZ—Jkal5

k3 B ImBy k3f |2 By
T B5(gw k) T\ 23 ) By T O (522)

Upon repeating the procedure with the relations obtained from equation

(54), the B, coefficient in equation (52a) can ultimately be replaced by

the coefficient B, +h(n + 2

) which for large n can be discarded. The

additional relationships:

R(equation 52a) 0,

Im(equation 52a)

o, (55)
allows the calculation of the By coefficient from which all of the other

coefficients may be obtained.

Finally, the solution of equation (20) is:
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o0 co
6 6
T(6) = z B e = X3P up o ZBgmnesE“‘n
n=0 k1 n=0
0
D, By " 6)
i B3iyn® (5
n=0

Equation (8) is readily studied by means of an analog computer.

The equation may be simulated in various ways.

the analog simulations which were used.

cited both by means of

- Figures 12 and 13 depict
The analog simulations were ex-

sinusodial and step input functions.

The simulation shown in Figure 12 was used for frequency response

studies. In this simulation the steady state component was not sub-

tracted out.

As only a single speed sine wave generator (one cycle per

second) was available for this study, frequency variations were obtalned

by varying the capacitance of the capacitor by, shown in Figure 12.

Table 22 of Appendix C gives the values of by corresponding to various

frequencies.

The scaling of equation (8) for snalog simulation was performed by

means of the following

T = aT

n

W= cwn

This transformation of
Ty = by

which was the ecuation

transformation of wvariables:

= 100T,), (57)

= 0.1W,, (58)
byby 6, = 20.82b, 6 . (59)

variables gives:

g(wn - 0.896W, T, - 0.1805T, + 0.0687)d 6, , (60)

simulated on the analog computer. The full scale

voltage of 25 volts was determined from the multiplier charactefistics.

The simulation shown in Figure 13 was used for the step response studies.
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In this simulation the steady state component was subtracted out, and
was scaled using the same values given in equations (57), (58), and (59).
The time scale for the step response was byjb, = 10, i. e., one second of
analog time was the equivalent of ten seconds of real time.

In process dynamics the quantities of interest are input-output
relationships. In this sense equation (8) is non linear because it does
not allow superposition. A system is said to be linear if for every
pair of inputs Xl( 6 ), X(8 ) and corresponding outputs Y;(8 ), Y,(6),
the ihput Xi( o) + XQ( 8 ) produces an output Yi(6) + Yg(e ). The non-
linearity in equation (8) results from ﬁhe product of variables; that is,
the term involving WT. This condition may be demonstrated as follows,
‘using L to represent the action of the system on an input to give the
corresponding outpuf:

L(Input) = Output, (61)

Lix(e)] = v (o), (62)

L{x(8)] = ¥(8). ' (63)
The following must hold for a linear system:

L{x(e) +x(6)] = wn(e) +vyy(e). (6k)

Referring now to equation (8) which can be written in the form

ay

qg TXX Y = X, (65) .
gives

ayy

ae &It = X, (66)
and

d¥s

go TRt = X (67)
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From equation (6k4)

a(y, + ¥,)
— R (A (Y YY) ¢ (Y v Yp) = Xt K (68)

Adding equations (66) and (67) gives:

ay, d¥p _

a6 Tde THRN TXY Y vYy = X K. (69)
For linearity, equation (68) and (69) must be equal. This condition is
true only if

(X + 0¥y +Yp) = XY, + XY, (T0)

which is not the case, and the system is therefore non linear.

‘In process dynamics, as linear systems can be readily treated,
non linear systems are usually treated as linear systems with the hope
that the result will adequately describe the non linear case. Equation
(8) can be linearized by various assumptions and approximations. One
method for linearizing the equation is by means of a power series expan-

sion in which only the linear terms are retained (2, 8, 9). Hence

_of

of '
Xt + = + —— . e =
£ [ (xo7h),(yotk)] Tlx0iyo) + BlgR)y, o+ k(G5 %or¥o :
(71)
Again, the variables can be written as the sum of an unsteady state
variation and steady state components:
T o= T+ Tg, (14)
and
W= WF+ W (15)
Then
*
£[(% +10),(Y, +x)] = &2 (12)

ae >



£(X,, Y,) = (g—g*i) = 0, (73)
S
W, + UA/C
n(-2L) = - (‘S"LT,-ZEB) T* , (74)
0 x Xo0s¥Yo p
and
T - Ty
x(-57) = - (B e - (15)
X52Yo :

Substituting equations (72), (73), (74), and (75) into equation (71)

W. + UA/C T. - T,
aT* S D _ s i
ae + ( o v )T* - '( pV > W¥ .. . (76)

The partial derivatives in equations (74) and (75) were evaluated under

vields:

steady state conditions. Taking the Laplace Transform of equation (76)

gives:

sT*(s) + kyT*(s) = kow*(s) , (77
or

k

T* ) .

W) = vvE (78)
where k, = _Ei_lagi and k, = We + UA/ . Here ki is the recipro-

pV pV

cal of the time constant.

To point out more clearly the result of linearizing equation (8)
by means of the power series{ the problem will be attacked in a different
manner. Substitution of equations‘(lh) and (15) into equation (8) gives:

ar (¥ + W )(Ty - ™ - 1)  UA(T* + Tg - T¢)
ae = oV . - p VG . (79)

At steady state conditionsﬁ
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Ws(Ty - Tg)  UA(Tg - To)
oV p VC,

0 = . (80)

Subtracting equation (80) from equation (79) yields:

apx  wx(Ti - T - Ts)  WgT* UAT* ' 5
e = oV T oV T eV (81)

This equation can be rearranged to give:

We + UA Ty - T
dT* | WEDX //_EL;i___£9£> ™ = <}i£-——§> W (82)

ae " Tpv T\ pV pV
When

*
-0 | (83)

equation (82) reduces to equation (76). Hence, linearization by means of

a. power series expansion in which only the linear terms are retained

assumed that WXI¥ _ o
pV

Derivation of Equation Describing System No. 7

Equation (8) is again applicable:

ar wir; - T)  UA(T - Tg) 6

ae - oV T VG ’ (8)
or

4T W+ UA/Cp UAT.  WTy

as * ( pV ) T VG, TRV (&)

In system No. 2 the desired input forcing function.is T. and the output
variable is T. However, T, cannot be varied directly. T, is indirectly
varied by varying the coolant pressure P.,. Hence, T, must be expressed
in terms of P,. A linear relationship will be assumed, i. e.:

T, = mP, +n . (85)

Substitution of equation (85) into equation (84) gives:
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4aT W + UA/C-D o= mUAPC + nUA + WTiCP (86)
aoe pV - pVQP pvqp qup *

Equation (86) does not allow superposition. This may be demonstrated as

before.
L(Input) = Output , (61)
Lizx(e)] = y(8), | (62)
L{x(6)] = v(8), (63)

and for a linear system:
Llx(e) +x(e)] = v(8)+v,(0). (64)

Equation (86) may be put into the form:
ay

Applying equations (62), (63), and (64) gives:

ayy ‘
6 * kY o= KPo K-, : . (88)
v,
To T lY = KPo, * K, (89)
and
a(y; + ¥y)
a0 + k(Y + Yg) = K(Pcl + ch) +t K. (90)

Equatién (86) allows superposition only is the sum of equations (88) and
(89) equals equation (90) which is not the case.
If the variasbles are again expressed as the sum of an unsteady
state variation and a steady state component:
T = T+ T, (14)
and. |

Po = P¥c + P.g - (91)
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and upon substituting equations (14) and (91) into equation (86) gives:

aT* .
36 fgTF + kT = KP¥. + KP.g + K . (92)

At steady state:
KTy = KPeg + Ky o (93)

Subtracting equation (93) from equation (92) gives:

aT*
g T KT = KPX, . (ok)

Taeking the Laplace Transform of equation (94) yields:

T* K
B, (s) = T o (95)

where ky = (W + UA/QE) and K = ?gép . Equation (95) is the desired input
pV

and output relationship for system No. 2.

If P, is known as a function of time, then equation (86) could be
solved by the integrating factor method. The pulses used in the'experi-
mental work are not known analytically; therefore, no attempt was made

to obtain an analytic solution of equation (86).



CHAPTER VI

RESULTS

Results of Analytic Solution Describing System No. 1

The analytic solution of the equation describing system No. 1 is:

Q
-k s e
(o) <K nmy D mgetes
1 n=0
] O
‘ s €]
n=0
Equation (56) can be written as
-k .. .
T*( 0) = _QfL.ImBE-rBze“J”ea-B3e}°e
K
N 6 X 0
Sp+ S3+y
+ Z Byn® o0+ ) Bygge O (%)
n=1 n=1

The coefficients B, and B3 are complex conjugates and can be written:

B, = || %2, (97)

By = ' B3 3 . (98)
and

IBQI = ’33‘ : (99)
Hence: |

56
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Be-jw@ +Be‘jwe _ ’B ’ E-j(we +¢2)+' ej(we - 4:»3)} .
2 3 2 (100)

But
6, = 21 - ¢3,  (101)

Substituting equation (101) into equation (100) gives:

IBEl [ej(we - 93), ~dwo +¢,2):l

!:e %) -2l -'re 3wo - ] . (102)

es2llJ = 1, (103)

]
o]
no
@
A
@
+
o
—
—e_
O
E
D
1
&
L“J

}
td
n

s0 that equation (102) reduces to:

‘Bgl [ (w8 —¢3) 3(w8 ~¢3>] = 2’}32‘ cos (wd - ¢3) s

(104)
5, | [ej(we ~45) , (w8 -@g)] - 2fs

or

I
sin {wB 5 - ¢3) .

(105)
Substituting equation (105) into equation (96) gives:
™*( 8 ) -k3ﬁ In1282+2,132 sin (w8 + ¢3)
kp e
C] X 6
S2+h S3+hn
N i Boe o z B3 iy 3 . (106)
n=1 n=

Repeating the procedure for the coefficients B6 and B7 gives:

T™*(8) -kiﬁ ImB2+2IB2lsin(w8 - ¢3)
1
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0
s e
) ’ I 2+4n
+ 2 '36 sin (2wB + 5 q>7) + z B2+Lme
=2
=< 6
S
o) B | (107)
n=2
and in general:
T*(e) ——EilmB + 2| B sin (wd +—II-—¢>)
- kl 2 2 2 3

1

+2 ‘Béi‘sin (2w 5= dg) .. ¥ 2‘ B2 i sin (nw8 + % = dgn)

(108)

The absolute values of the first several coefficients at various
frequencies have been calculated and are listed in Table 2.

In Teble 3 are tabulated the values of the imaginary part of the
By coefficient and values of the constant term.

From Table 2 it is apparent that only the first and sécond har-
monics need be considered. At frequencies greater than 6.28 rad/min.,
"the second harmonic can be dropped at least when the values of kl, k2,
k3, and 3 are approximately those listed at the bottom of Table 2.

Table 3 also shows that the constant term can be neglected at frequencies
greater than 6.28 rad/min. For the range of values of k;, ko, k3, and B

considered, equation (108) reduces to:

(6 ) ‘E%Ei ImB, + 2 ‘Bgl sin (w8 +-2 - ¢3)
1
+ 2 ’Bél sin (2w0 + %} - 07) . (109)

For wvalues of kl’ kg, k3, and B sufficiently different from those consi-

dered, it would be necessary to re-calculate Tables 2 and 3. It may be
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TABLE 2

ABSOLUTE VALUES OF THE B,, COEFFICIENTS AT VARIOUS FREQUENCIES

Coefficients -
Frequency :
Rad/min
0.314 1.936 0.2687 0.036 0.004 0.0005 0.00007
0.628 1.902 0.248 0.029 0.003 0.0002 -
1.884 1.630 0.139 0.009 - - -
3.140 1.312 0.077 0.003 - - -
6.280 ©.808 0.026 - - - -
18.8L 0.292 0.003 - - - -
31.40 0.177 0.001 - - - , -
62.80 0.088 - - - - -
125.60 0.0kk - - - - -
Ky = 2.86 Ky = 5.90 k3 = 0.43 B =1.8
TABLE 3
VALUES OF CONSTANT TERM AT VARIOUS FREQUENCIES
Frequency
Rad/min -In B, Constant
w Term
0.31k 1.861 0.528
0.628 1.36 0.388
1.884 0.884 0.251
3.14 0.335 0.095
6.28 0.0kk -
18.84 0.016 -
31.40 0.004 -
62.80 - -
125.60 - -

kl = 2-86 kg = 5.90 k3 = 0.11-3 ﬁ = 1.89
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necessary in certain cases to retain more than the first and second har-

monics.

Analysis and Results of the Experimental and Analog Computer Data

Frequency Response Data

The frequency response data were analyzed pfimarily for magnitude
ratio and phase angle information. The magnitude ratios and phase angles
were then plotted versus frequency to give the familiar Bode plot. From
the Bode plots the order of the system, the system time constant, and the
frequency independent factor were asceftained. The equivalent transfer
function for the system was also obtained from these plots.

Such non linear effects as appeared were analyzed. The non linear
effects appear primarily as a shifting of the Bode plot curves with varia-
tions in the amplitude of the sinusodial input forcing function. This
shifting of the Bode plot curves results in a variation of the system
time constant and frequency independent factor. In non linear systems a
pure sinusodial input forcing function will not necessarily give rise to
a pure sinusodial output. The time record of the frequency respoﬁse data
was therefore examined for such effects.

Bode plots constructed from freguency response data taken on the
analog computer are shown in Figures 2k, 25, 26, 27, and 28 of Appendix'D,

The expérimental Bode plots are shown in Figures 29, 30, and 31 of
A?pendix D.

Order of the System
An examination of the Bode plots readily shows that the system can

be very closely approximated by a first order transfer function. For a
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first order system the magnitude ratio must have a limiting slope of
minus six decibels per octave and the phase angle must level off at
minus 90 degrees. Both of these conditions are closely approximated as
can be seen from the Bode plots in Appendix D. These conditions are also
in agreement with the power series approximation which predicts (equa-’
tion 78) a first order system.
Time Constants

The time constants were obtained from both the magnitude ratio
and phase angle portions of the Bode plot. The time constant is the re-
ciprocal of the break frequency. The time éonstants were obtained by
asymptotic approximation from the magnitude ratio portion of the Bode
plot. On the phase angle portion of the Bode plot, the time constant is,
of course, the reciprocal of the frequency corresponding to minus 45
degrees.

In obtaining time constants by the asymptotic approximation
method, the magnitude ratio portion of the Bode plot is frequently nor-

malized. In this case the normalization would amount to plotting the

[_ICFT (Si}w ]
['%" (S)Jw=0 (110)

The normalization is desired because the absolute value of the frequency

ratio:

independent factor is sometimes not known with certainty. The frequency
independent factor for the normalized plot is equal to unity. The nor-
malization procedure is legitimate for linear systems, but caution must

be used with non linear systems. In non linear systems the value of
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[}%; (sﬂ w =0 1S not necessarily a constant. For this reasoﬁ the Bode
plots have not been normalized.

A comparison of the magnitude ratio portion of the Bode plots con-
structed from the expérimental data, analog data, and the values calcu;
lated by the power series approximation are shown in Figure 1l4. The
three curves almost coincide. A comparison of the other Bode plots in
Appendix D shqws that the analog data and the experimental data are in
good agreement at least insofar as magnitude ratio is concerned. The
magnitude ratio calculated from the power series approximation will, of
course, not vary with changes in amplitude.

A comparison of the phase angle portion of the bode plots con-
structed from the experimental and anaiog data, and from values calcu-
lated from equation (78), is shown in Figure 15. A variation in these

curves is noted.

Table 4 summarizes the time constants obtained from the Bode plots.
The experiméntal time constant is about five seconds greater than the
time constant obtained from the analog data, and about four seconds greater
than the time constant calculated from eguation (78). The time constants
obtained from both the magnitude ratio and phase angle portions of the
Bode plots are seen to decrease with amplitude.

Frequency Independent Factor
The fregquency independent factor is the value of the transfer

function at zero frequency, i. e.,

[% (sﬂw o - | (111)

The frequency independent factors were obtained from the magnitude ratio
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TABLE L

TIME CONSTANTS OBTAINED FROM FREQUENCY RESPONSE DATA

Amplitude of Sinusodial
Input (1bs/sec)

Frequency
w=1/T (

Time Constant

Cycles/min) T (sec)

Time Constants Obtained from Magnitude Ratio Portion of Bode Plots for
Analog Computer Data:

0.0394
0.0315
0.0237
0.0157
0.0079

Time Constants
Computer Data:

0.039k4
0.0315
0.0237
0.0157
0.0079

Obtained from Phase Angle

OO OO0

[eNoReoNoNe

A7 20.3
L6 20.7
L6 20.7
45 21.2
L 21.7

Portion of Bode Plots for Analog

.52 18.40
.50 19.1
48 19.9
475 - 20.1
L70 20.3

Time Constants Obtained from Magnitude Ratio Portion of Bode Plots for
Experimental Data:

0.0315
0.0237
0.0157

0.38 25.1
0.38 25.1
0.40 23.9

Time Constants Obtained from Phase Angle Portion of Bode Plots for
Experimental Data:

- 0.0315 0.39 2h.5
0.0237 0.4o0 23.9
0.0157 0.43 22.2

Calculated Time Constant
v
T = P CP = 21.0 sec

WSCp + UA
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portion of the Bode plots.
The trouble that can arise from normalizing a Bode plot is readily

apparent when the frequency independent factor is considered.

: k
T . 2
[W (Jw)]w etk k. (112)
T . - Kp | etk
Lo(59) X2
(J..):O kl

Hence, the factor k, does not appear in the normalized Bode plot. A nor-
malized Bode plot used to compare experimental data and theoretical cal-

culations is only good in comparing time constants. A transfer function

obtained from a normalized Bode piot caﬁ be greaﬁly in error.

Table 5 summarizes the frequency independent factors obtained
from the Bode plots. Also the frequency independent factor calculated
from equation (78) is given in Table 5. ©Some variation in the frequency
independent factor with amplitude is noted.

Non Linearities

The variations in time constants and frequency independent fac-

tors noted previously are non linear effects. One pronounced non linear

effect eppeared at low frequencies. At low frequencies a pure sinusodial

@

input 4id not give rise to a pure sinusodial output. The output was
rather a distorted sine wave. Figure 16 shows the effect on the analog
computer. The wavy line superimposed on the output curve is 60 cycle
~pick up. For the experimental apparatus, a distortion was also noted in
fhe output sine wave as shown in Figure 17. This effect is to be expected

from consideration of the steady state relationship between W and T, i.€4:

T = WSCPTJ. + UATC .

S NN (113)
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TABLE 5
FREQUENCY INDEPENDENT FACTORS

Amplitude of Sinusodial Frequency Independent
Input (1bs/sec) Factor (degree-min/lb)

Frequency Independent Factor Obtained from Bode Plots
for Analog Computer Data:

0.0315 2.0
0.0237 1.8
0.0157 ' 1.9
0,0079 2.1
Frequency Independent Factor Obtained from Bode Plots
for Experimental Data:

0.0315 2.15
0.0237 2.09
0.0157 2.1k

Frequency Independent Factor Calculated from Power
Series Approximation:

2.10



. SAnBORN KReco

Qe

M iOF/‘wr

ISRAREN]

o

e e e e S S

TEMPERATURE SCALE

68

~

. = 1.0 DEGREE/CM
“FLOW RATE AMPLITUDE

= 1,89 LBS/MIN

i ...sxxx "
;i,,,
T Lt
! L L] REdtian Ju PER—
it _
L X5 B PR
v\\
4
J.,r.,
b -
Maa R ,..:Jv.
i ‘.,L. i W
2 Ax, ] | _
)
L
xu 1
JEHE
H

0.20

FREQUENCY

E
i

T

CYCLES/MIN

E FLOW RATE

RyRs

Sample of Analog Data for ILow Frequency Sinusodial Input

Figure 16.



l . ! Sangosn ﬁmq I’J.mm;v_',sa:

TATT]

TEMPERATURE

AMPLITUDE OF FORCING FUNCTION

= 1.89 LBS/MIN

‘'FREQUENCY = 0.2 CYCLES/MIN

Figure 17. Sample of Experimental

Date for Low Frequency Sinusodial Input

69



70
Equation (113) is non linear. At the low frequéncies the temperature at
any instant is closely approaching the steady state value corresponding
to the flow rate at that instant. It is to be pointed out here that at
low frequencies the temperature will average slightly higher than would
be predicted from equation (113) if the average flow rate over the inter-
val were used as the steady state value.

The distortion of the output is precisely calculated from equa~
tion (109). Figure 18 shows a comparison of the output calculated from
equation (109) with that obtained on the analog computer. The values
obtained on the analog computer are listed in Table 23.

Some variation with amplitude of the magnitude ratio curves were
observed at low frequencies. This variation is shown in Figure 19.

In connection with variations in the magnitude ratio curves and
the phase angle curves shown in Figures 14 and 15, equation (109) gives
some very interesting information. t is obvious from Figures 16, 17,
and 18 that both the amplitude ratio and the phase angle depend upon the
location at which they were measured; i. e., whether measurements were
taken from peak to peak or elsewhere. Table 6 lists the amplitude ratio
taken at various locations, and for several frequencies, obtained from
Phasor plots of equation (109). The calculated variatién for the magni-
tude ratio is not very large. Table 7 compares the variations shown in
Figure 14 with those calculated. The values shown in Figure 14 are
average values obtained from various points of several cycles. It must
be pointed out that the variations shown in Table 6 have nothing to do

with experimental error. These variations will exist even if the ex-

w?
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TABIE 6

VARTATION IN AMPLITUDE RATIO WITH POSITION OF MEASUREMENT

Time , Magnitude Limits of
(min) Ratio Variation

Frequency = 0.314 rad/min _ -

1.99 - 2.16

0 2.16
2 2.17
L 2.09
6 2.06
8 2.08
10 2.10
12 2.05 3
1k 1.99
16 2.00
18 2.07
Frequency = 0.628 rad/min
0 2.07 1.96 - 2.07
2 2.04 ‘
i 2.0k
6 1.99
8 1.96
Frequency = 1.884 rad/min
0 1.80 1.72 - 1.80
2 1.75
b 1.73
6 1.73
8 1.72
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TABLE 7

COMPARISON OF VARIATIONS IN FIGURE 14 WITH
THOSE CALCULATED FROM EQUATION (109)

Frequency Variations in Calculated
rad/min Figure (1k4) Variations
0.314 1.99—2.16 2.01—
0.628 1.96—»2.07 1.88—%2.05
1.884 1.72—1.80 1.78—1.84




5
perimental error is zero.

In Table 8 are listed the variations in phase angle calculated
from equation (109). A surprisingly large variation is noticed. This
large variation might explain the deviation noticed in Figure 15.

It is i'nteresting to note that equation (109) might be used to
place reliability limiﬁs to a Bode plot.

Transfer Functidn

In a non linear system it is not theoretically correct to speak
of a transfer function. The amplitudes of the signal used to excite the
system were, in this case, quite large. ‘As long as only small distur-

bances are being considered, then a transfer function could be used to

approximate the behavior of the system at least insofar as frequency re-
sponse is concerned. The transfer function derived from the power series
approximation seems to represent adequately the system if the distur-
bances are kept small. The transfer function cbtained from the power

series expansion is:

Cgw) = 3;}%131- | (114)
where

Ky = —-——-————-—CP(TiV;pTS), (115)
and

kK, = E%v—;;% . (116)

Step Response Data
Both time constants and frequency independent factors were taken

from the step response data. In doing so the system was assumed to be of
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TABLE 8

VARIATIONS IN PHASE ANGLE WITH TIME, CALCULATED
FROM EQUATION (109)

Limits of
Variation
(degrees)

Time Phase Angle
(min) (degrees)

Frequency = 0.31k rad/min

10 -22.2—+10

-1k,

}

n

no
(ORI VAN I \VEE = VS @ R )

0
2
I
6
8
10 :
12 -20.
i -
16
18

Frequency = 0.628 rad/min

-20.7—8.8

-17.
-20.

OO F 1 O
N~ W1 o @




7
first order. For a first order system, the time constant for a step in-
put is the time regquired for 63.2 per cent of the total change to occur.
The frequency independent factor is simply the total change in the output
variable divided by the total change in the input variable.

The time constants obtained from the step response data are given
in Table 9. The frequency independent factors obtained from the step
response data are summarized in Table 10. Variations in the time constants
and the frequency independent factors with the magnitude of the displace-
ment are seen. This variation is a non linear effect and is to be expected.
The time constant and frequency independent factor obtained from the power
series approximation, given in Tables il and 12, both contain a term for
the steady state flow rate. The frequency independent factor also con-
tains a term for the steady state temperature. In step response both the
steady state flow rate and steady state temperature change.

Comparison of Frequency Response and Step Response Data

In non linear systems the same result will not necessarily be ob-
tained with one type of input forcing function as will be. obtained with
some other type of input forcing function. Therefore, the two different
types of responses were studied for the purpose Qf comparison.

Figure 20 shows a comparison of the time constants obtained from

the step function response, calbulated from T = ‘JVCE , the time
WSCP + UA

constant for a linear system, and the time constants obtained by fre-
quency response. The variation in the time constants shown by the step

response data is to be expected by considering the time constant obtained
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TABLE 9

TIME CONSTANTS OBTAINED FROM STEP RESPONSE DATA

Magnitude of Step Time Constant
Displacement (1bs/sec) (sec)
-0.0059 22,0
-0.0154 - 23.9
-0.0239 26.5
-0.0315 29.5
-0.0405 27.0
0.0078 21.25
0.0157 19.25
0.0253 18.75
0.0313 18.50

0.0393 16.75
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TABLE 10

FREQUENCY INDEPENDENT FACTORS OBTAINED FROM
STEP RESPONSE DATA

Displacement Frequency Independent
(1bv/sec) Factor (degree-min/lb)
-0.0Lk05 3.22
~0.0315 2.91
-0.0239 2.62
-0.015k 2.45
-0.0059 2.34

0.0078 1.88
0.0157 1.81
0.0253 1.69
0.0313 1.59

0.0393 ' 1.52
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TABLE 11

TIME CONSTANT CALCULATED FROM POWER

SERIES APPROXTMATION

Magnitude of Step
Displacement (1lbs/sec)

-0

Ok
.03
.02
.01
.01
.02
.03

.0k

Time Constant
T (sec)

32.4
28.7
25.6
23.0
19.20
17.80
16.50
15.40
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TABLE 12

FREQUENCY INDEPENDENT FACTOR CALCULATED FROM
POWER SERIES APPROXIMATION

Displacement Frequency Independent
(1b/sec) Factor (degree-min/1b)
-0.0405 k.97
~0.0315 4.03
-0.0239 3.32
-0.015k4 2.80
-0.0059 2.39

0.0078 1.80
0.0157 1;58
0.0253 1.40
0.0313 | 1.25

0.0393 1.12
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by the power series approximation. This time constant containé the
steady state flow rate term which, of course, changes with step response.
The frend of the change in time constant for step response is predicted
fairly well by the time constant obtained from the power series approxi-
mation. The time constant for a linear system must be, of course, a
constant. The one shown was calculated for zero displacement and cor-
responds.té thentheoretical frequency response time constant. The time
. constants(for the experimental and analog frequency response appear as a
horizontal line because the average displacement is zero for all ampli-
tudes with frequency response. The deviation from a linear system is
quite noticeable at the larger displacements (both positive and negative).
For small displacements the step function time constant, frequency re-
sponse time constanf and the time constant obtained for the linear éase
are all nearly the same. Therefore, for small upsets a linear approii—
mation would be good, but for large upsets a linear approximation could
give rise to difficulties.

Figure 21 shows the frequency independent factors obtained by step
function response, experimental and analog data, and that calculated from
the power series approximation. The frequency independent factor contains
both the steady state temperature and the steady state flow rate. The

frequency independent factors calculated from.EESEl;l_Eil for the fre-
Wst+ UA

guency response corresponds to that observed. However, the frequency in-

Cp(Ti - Ts) for the step response pre-

dependent factors calculated from —f£ = .. _°°%
WsCp + UA

dicts a greater change than actually occurred. In either case the devia-

tion at larger displacements between the frequency independent factors
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obﬁain;d_by step response and those obtained by frequency response is
noticeable. Again at small displacements the frequency independent fac-
tors obtained from step response, frequency response, and calculatéd from
the power series approximation are in good agreement. Therefore, for
small upsets the linear approximation holds fairly well, but for large

upsets trouble may arise.

System No. 2

The pulse response data were converted to frequency response data
by means of the Fourier integral. That is, a variable F( 0 ) which is a

function of time can be converted into a function of freguency F(jw ) by:

0 0
_..e _..e
Fljow) = §F( B)e IV g0 = F(0)e 346
—oS . (117)
In terms of the variebles under consideration we have:
Output variable
. 5 ;
- 3w
T(jw) = ST(@)eJ i , (118)
-0
and
Input variable
0 . 6 .
- T
Po(jw) = EPC(Q)eJ ap . (119)
-8
The transfer function is then given by:
' 0
- 5w0
eS T(g)e? ap
T . -
P, (jw ) = ] . (120)

. ~swb
ch(e)e I a0
-e . .
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A program for meking these computations was available for use on
an IBM 650 computer. The experimental pulse response data are tabulated
in Table 17 and 18 of Appendix B. The values of the variables at © = 0O
were subtracted from the data and the resulting numbers were fed into the
computer. The computed results are tabulated in Table 19 of Appendix B.

Figures 22 and 23 are Bode plots for system No. 2. In Figures 22
and 23 the transformed frequency response data are compared with fre-
guency response values calculated from equation (95). Pertinent data
regarding the theoretical calculations are given in Table 21 of Appendix C.
The magnitude ratios are in fair agreement. A considerable deviation is
seen in the phase angle plots. The deviation indicates the presence of
dead time. In the pulse data listed in Tables 17 and 18 of Appendix B,
the presence of six seconds of dead time is observed. Dead time affects
only the phase angle portion of the Bode plot. Figures 22 and 23 show
calculated frequency response curves including dead time. The dead time
calculations bring the experimental and the theoretical curves into bettef
agfeement.

Sbme deviations between the theoretical and the experimental curves
in Figures 22 and 23 are still noted; but in view of the uncertainties
involved in the Fourier transformation, the results are considered to be
good. Thus, for small disturbances system No. 2 can be represented by a

first order system with dead time; that 1is,

T* ke™d ©F
Pox (09) = Jo 7w (121)
where
+ U
g = W URG  (122)

pV
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mUA

and where t  1s the dead time.  The dead time would have to be
determined for each apparatus. It is seen that system No. 2 has the same
time constant as system No. l.v The experimental and the theoretical fre-
quency independent factors are in good agreement. The assumption of a
linear relation between the coolant pressure and the coolant temperature
is supported by these results as this assumption affects only the fre-
quency independent factor.

Ih the design of a control loop for system No. 2, the time re-
quired for the pressure wave to travel from the control valve to the

vessel must be taken into account.

Both of the systems studied are inherently stable.



CHAPTER VII
CONCLUSIONS

The following conclusidgs éan be drawn from the results of the in-
vestigation of system No. 1.

1. In the derivation of equation (&), certain assumptions were
made. The assumptions were (a) the only two varisbles were the flow
rate W and the fluid temperature T, and (b) perfect mixing. The results
show that these assumptions are valid under the conditions studied.

2. The analytic solution to equation (8) for a sinusodial input
is:

Q0
™(6) = X3P ImBy + N Bg_mne52+4n'e

Xy ‘L

=0

[c¢]
S 0
’ E Bupe O (56)
n=0

3. The analytic solution consists of a constant term and all har-
monics. For the problem studied only the constant term and the first and

second harmonics need be considered. Thus, for the conditions studied

the analytic solution reduces to:
- "E3B mm, 2B
2 2
ky

T*( 6 )

sin (w6 +-g_- ¢3)

90
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+2|Bg | sin (208 + L o) o (09)

For conditions other than those studied, higher ordered terms may have to
be considered.

k. Megnitude ratios and phaée angles are dependent upon the posi-
tion of measurement. Equation (109) can be employed to calculate the
variation and to establish reliability limits to the Bode plots of fre-
quency response data for system No. 1.

5. The constant term and the second harmonic, Vhose presence has
not been discussed in the literature, can be negleéted at frequencieé
above 6.28 radians per minute. At frequencies below 6.28 radians per
minute the constant term and the second harmonic should be considered if
the disturbances are large.

6. For'large disturbances variations in the frequency indepen-
dent factor and the system time constant are observed. These vafiations
aré to be expected.

In the case of a sinusodial disturbance, the output is distorted
at low frequencies. This distortion is caused by the system closely ap-
proaching the steady state value for the flow rate at any given time.
The distortion is predicted from equation (109) by the second harmonic.
The distortion can be precisely calculated from equation (109).

T. For small disturbances the power series approximation holds
and the system can be represented by a first order transfer function.

Namely,

k
T* 2
w (G») = Forg (114)
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where
Cp(Ti - Ts)
Ky = Btz el (115)
p VG
and
+
K, = 25 TUR (116)
PV :

The system time constant is the reciprocal of ky. The power series
approximation neglects the term W¥T* in equation (20) and is the equiva-
lent of considering only the first harmonic in equation (109). Both ky
and ko contain the steady state values Wg and Tg. Therefore, the value
of k; and ko will change with any disturbance that caused a change in
the steady state values Wg and Tg.

With large vessels, the WT term in equation (20) can be neglected

because the coefficient (—) of the WT term is small in comparison with
p

the remaining terms in equation (20).

The -following cohclusions can be drawn from the results of the in-
vestigation of system No. 2.

1. Equation (8) is applicable for system No. 2. Equation (8)
applied to system No. 2 involves the following assumptions: (a) the only
variables are the coolant temperature T, and the fluid temperature T,
and (b) perfect mixing. In addition, the assumption of a linear rela-
tioﬁship between coolant temperature and cooclant pressure was made.

That is:
T, = mP, +n. (85)

The results indicate that these assumptions are valid under the conditions

studied.
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2. OSystem No. 2 can be represented by a first order transfer

function with a pure time delsy. That is,

T ~Jwt
B (39) = 5= E | (121)
where
k, = (ws + UA/Cp> ) (122)
pV
and
mUA
K = T . (123)
pVCp

The time constant, the reciprocal of k1, is the same for system No. 1 and
system No. 2. However, in system No. 2 the time constant does not con-

tain the steady state value of a variable.



SUMMARY

A study was made of the dynamic heat removal from a japketed, agi-
tated vessel. Heat was removed from the vessel by means of utilizing the
heat of vaporization of a liquid boiling in the jacket surrounding the
vessel.

From the standpoinﬁ of input and output relationships, two differ-
ent systems were considered. In the first system, the input or forcing
variable was the flow rate of the liquid entering the vessel and the out-
put variable was the temperature of fhe fluid inside the vessel.~ Bqth
analog computer and experimental studieé were made. Frequency response
and step response techniques were used. The differential equation des-
cribing the system was solved mathematically for a sinusodial input. The
mathematical solution shows the presence of a constant term and two har- .
monics in the‘output. The presence of the constaht term an@ the two har-
monics was observed experimentally at low frequencies. At frequencies
above 6.28 radians pér minute, the constant term and the second harmonic
can be neglected. For small disturbances the analog and experimental re-
sults ShOWed‘that the system can be represented by a first order transfer
function.

In the second'sysﬁem studied, the input variable was the coolant

Pressure and the output variable was. the temperature of the fluid in the

ok



95
vessel. The pulse response technique was employed in the study of this
system. The results showed that the system could be represented by a

first order transfer function with pure dead time.
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APPENDIX A

Nomenclature



NOMENCLATURE

Heat transfer area, square feet
Coefficients of exponential expansion
Heat capacity, BTU/1b-OF

Fuﬁctional notation

Imaginary part of a complex number

mUA

nUA + WT,

QVCp
Linear coperator notation

Coolant pressure, psia

Unsteady state variation in coolant pressure, psia

Steady state coolant pressure, psia

Temperature of fluid in agitated vessel, OF
Coolant temperature, ©F

Inlet fluid temperature, °OF

Fluid temperature converted to analog scale, volts
Outlet fluid temperature, °F

Reference temperature, °F

Steady state temperature, OF

100
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Unsteady state variation of fluid temperature, °F
Overall heat transfer coefficient, BTU/min-sq.ft.-°F

Volume of agitated vessel, ft3

Flow rate, lbs/min

Flow rate, converted to analog scale, volts
Steady state flow rate, lbs/min

Unsteady state variation of flow rate, 1bs/min
Variable notation

Variable notation

Scale factor for analog computer

Scale factor for analog computer

Scale factor for analog computer

Scale factor for analog computer

Functional notation

Constant in power series expansion

T

Constant in power series expansion

(WeCp + UA)/ p VCp

(m; - TS)/pVCp

1/ p VG

Slope of vapor pressure-temperature curve for linear approx-
imation

Constant in linear equation relating vapor pressure and
temperature

Complex domain
Dead time, min.

Variable in power series expansion
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Variable in power series expansion'
Complex variable
Amplitude of sinusodial input

Constant in the integration limits of the complex convolu-
tion integral

Time, min.

Analog time, sec.

Density, lbs/ft3

Real part of s

Abscissas of absolute convergence
Time cbnstant, min.

Phase angle of harmonics
Frequency (rad/min)

Dummy variable in complex convolution
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Response Data
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TABLE 13
FREQUENCY RESPONSE DATA TAKEN ON THE ANATLOG COMPUTER

Amplitude of Input Sinusodial Flow Rate = 0.475 1b/min

Frequency Amplitude Ratio - Phase Angle
(Cycles/minute) (degree-min/lb) (degrees)

0.05 2.07 -5.0L
0.10 2.06 -8.64
0.20 1.88 -22.60
0.30 1.73 : -30.60
0.50 1.39 -42.59
0.70 1.01 -54. 40
1.00 0.87 -6k.20
1.25 0.68 -66.12
1.50 0.60 ' -70.18
1.75 0.53 -72.21
2.00 0.46 =774k
2.25 0.39 -75.56
2.50 0.34 -75.3

2.75 0.34 -76.5k4
3.00 0.305 -77.15
3.25 0.305 -82.01
3.50 0.260 -80.41
3.75 0.237 -80.40
4.00 0.230 ' -79.33
5.00 0.179 -79.95
7.00 0.105 -86.47
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TABLE 13~-Continued

Amplitude of Input Sinusodisl Flow Rate = 0.94% 1b/min

Frequency Amplitude Ratio Phase Angle
(Cycles/minute) (degree-min/lb) (degrees)
'0.05 1.90 -3.87
0.10 1.85 -10.76
0.20 1.77 -21.93
0.30 1.61 -34.08
0.50 1.30 -Lh6.12
0.70 0.96 -54.35
1.00 0.81 -62.77
1.25 0.65 -68.24
1.50 0.56 : -70.59
1.75 0.45 -71.68
2.00 0.k ~-73.59
2.25 0.37 -79.76
2.50 0.32 _ -80.01
2.75 0.29 -78.41
3.00 0.27 -82.94
3.25 0.21 | -77.76
3.50 0.2L -82.31
3.75 0.21 -81.18
k.00 0.21 -86.39
5.00 0.16 -85.23
7.00 0.11 -84.12
10.00 0

Ol -86.82
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TABLE 13~~Continued

Amplitude of Input Sinusodial Flow Rate = 1.42 1b/min

Frequency . Amplitude Ratio Phase Angle
(Cycles/minute ) (degree-min/1b) (degrees)
0.05 1.8 -3.65
0.10 1.8 -11.8
0.20 1.73 -20.0
0.30 1.55 . -31.8
0.50 1.25 -45.8
0.70 0.92 -62.5
1.00 0.78 -65.5
1.25 0.62 -70.1
1.50 0.55 -71.6
1.75 0.46 -73.0
2.00 0.39 . ~T8.4
2.25 0.36 -77.9
2.50 0.32 -81.7
2.75 0.30 -80.0
3.00 0.28 -80.5
3.25 0.23 -T79.3
3.50 0.21 -80.8
3.75 0.20 -85.4
4,00 0.20 . -8k.0
5.00 0.14 -86.9
7.00 0.106 -88.8
10.00 0

.071 ' _ -86.3
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TABLE 13--Continued

Amplitude of Input Sinusodial Flow Rate = 1.89 1b/min .

Frequency Amplitude Ratio Phase Angle
(Cycles/minute) (degree-min/lb) (degrees)
0.05 2.01 -3.43
1.93 -3.49
0.10 1.88 -10.39
1.88 -7.01
0.20 1.77 -18.98
1.79 -23.52
0.30 1.59 -30.96
1.59 ~-29.90
0.50 1.27 -45.0
1.30 -4kh .56
0.70 0.93 -53.9
1.00 0.80 -61. 44
0.79 -62.71
1.25 0.63 -66.19
- 1.50 0.57 =75.15
1.75 0.48 -7h.71
2.00 0.53 -77.64
0.41 -75.59
2.25 0.36 -77.14
2.50 0.34 -75.59
2.75 0.32 -80.56
3.00 0.29 -80.83
0.278 -79.51
3.25 - 0.246 -83.9
3.50 0.238 -85.4
3.75 0.22 -83.9
4,00 0.20 -83.67
0.22 -84.11
5.00 0.16 -83.80
7.00 8:%% -géiﬁg
0.106 -90.1k
10.00 0.079 -78.75
‘ 0.079 -89.90
20.00 0.040 -91.00
0.038 -91.89
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TABLE 13--Continued

Amplitude of Input Sinusodial Flow Rate = 2.364 1b/min

Frequency Amplitude Ratio Phase Angle

(Cycles/minute) (degree-min/1b) (degrees)
0.05 1.86 -3.53
0.10 1.81 -7.94
0.20 1.60 -23.31
0.30 1.54 -26.47
0.50 1.43 4347
0.70 0.855 -58.53
1.00 0.752 -61.56
1.25 0.614 -67.06
1.50 0.530 -69.71
1.75 0.4hs -76.59
2.00 0.403 -76.58
2.25 0.340 ~-78.07
2.50 0.318 -81.35
2.75 0.286 -78.61
3.00 0.2k ' -77.90
3.25 0.233 -79.54
3.50 0.212 -81.3k4
3.75 0.192 -82.97
4.00 0.202 ~-78.09
5.00 0.160 -81.90
7.00 0.102 ~-87.80
10.00 0.066 -87.60
20.00 0.042 -91.76
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TABLE 1k

EXPERTMENTAL FREQUENCY RESPONSE DATA

Amplitude of Input Sinusodial Flow Rate = 0.94 1b/min

Amplitude Ratio

Frequency Phase Angle
(Cycles/minute) (degree-min/1o) (degrees)
0.05 2.15 -6.5
0.10 2.10 -12.2
0.20 1.93 -26.4
0.333 1.58 -42.0
0.600 1.33 -55.0
1.000 0.90 -67.2
2.000 0.4k -80.4
3.000 0.28 -81.4
3.650 0.21 -79.0
5.000 0.19 -83.0

LA
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TABLE 1h4--Continued

Amplitude of Input Sinusodial Flow Rate = 1.41 lb/min

Frequency Amplitude Ratio Phase Angle
(Cycles/minute) (degree-min/1b) (gegrees)
0.05 2.0 -6.0
0.10 1.9 -13.0
0.20 1.81 -23.5
0.333 1.65 -40.0
0.600 1.27 ~56.0
1.000 | 0.80 -67.0
2.000 0.37 -79.0
3.000 0.27 -82.5
3.650 0.237 -88.0

5.000 0.15 -87.0
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TABLE 14--Continued

Amplitude of Input Sinusodial Flow Rate = 1.89 1b/min

Frequency Amplitude Ratio Phase Angle
(Cycles/minute) (degree-min/1b) (degrees)
0.1 2.05 : -13.6
0.2 1.8k -27 .4
0.333 1.58 -40.32
0.6 1.196 -56.04
1.000 0.812 -69.51
2.000 0.429 , e
3.000 0.341 | _84.20

3.650 0.256 -87.34
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TABLE 15

CALCULATED FREQUENCY RESPONSE DATA

Frequency Amplitude Ratio Phase Angle
(Cycles/minute) (degree-min/1b) (degrees)
0.1 2.02
0.2 1.89
0.333 1.67
0.6 1.25
1.000 0.855
2.000 0.46
3.000 0.31
3.650 0.257

1.89 1b/min
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TABLE 16

STEP RESPONSE DATA TAKEN ON THE ANALOG CCMPUTER

-

s . . Response
Initial Flow Final Flow Displacement .
Rate (1b/min)  Rate (1b/min) (1b/min) Time (sec) Tbmgigizure
5.44 3.08 -2.36 0.00 8.20
7.10 6.94
16.00 5.05
21.20 L.23
27.00 3.47
40.10 2.53
86.50 1.90
5.4l 3.55 -1.89 0.00 8.20
: . 6.30 7.29
15.00 6.38
16.00 5.93
29.50 5.33
39.60 4k.79
65.00 4.10
100.00 3.70
S.hk L.o2 -1.k2 0.00 8.20
5.80 7.64
13.50 7.08
17.70 6.80
26.50 6.44
32.40 6.10
59.80 5.68
91.50 5.59
5.4y k.50 : -0.94 0.00 8.20
' 4.00 8.02
-10.60 7.84
17.30 175
23.90 7.63
31.40 7.52
53.40 T+39
T4.60 7.30
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Initial Flow Final Flow Displacement ] Response
Rate (1b/min) Rate (1b/min) (1b/min) Time (sec) Temperature

Scale

5.44 L.97 -0.47 0.00 8.39
5.40 8.17

10.20 7.95

12.50 7.84

22.00 7.70

25.20 7.56

35.20 7.40

51.50 7.29

5.4 5.92 0.48 0.00 1.10
5.60 1.56

12.50 2.02

16.50 2.25

21.25 2.50

34,20 2.83

57.30 3.17

84 .60 3.30

R 6.38 0.9k 0.00 1.00
: 4L.10 1.80

11.50 2.60

13.40 3.00

19.25 3.53

26.40 L.00

45.20 4.60

100.00 5.00

S.bb 6.86 1l.hk2 0.00 1.10
L.10 2.16

9.60 3.22

13.10 3.75

18.75 bbb

25.10 5.08

45.20 5.87

112.00 6.40
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TABLE 16--Continued

Initial Flow Final Flow Displacement _ Response

Rate (1b/min)  Rate (1b/min) (1b/min) Time (sec) Temperature

Scale

5.4k 7.33 1.89 0.00 1.10

3.80 2.32

8.80 3.5k

12.30 L.15

18.50 L.ok

25.60 . 5.68

L2.40 6.59

87.60 7.20

5.4k 7.80 2.36 0.00 1.10

3.80 2.54

8.70 3.98

11.50 L.70

16.75 5.64

23.40 6.50

38.80 7.58

96.00 8.30
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TABLE 17
PULSE DATA
o ; Temperature Pressure
Time (sec) oF (psig)
-0 52.0 15
1 52.0 17.35
2 52.0 18.95
3 52.0 ' 19.66
L 52.0 20.35
5 52.0 : 20.90
6 52.2 21.35
7 52.5 21.70
8 - 52.6 21.85
9 52.7 22.05
10 53.0 22.20
11 53.3 22.35
12 53.5 22.55
13 53.6 22.70
1k 53.8 22.80
15 53.9 22.95
16 5k4.0 23.15
17 Sh.1 23.25
18 54.3 : 23.40
19 54k 23.50
20 54.5 23.65
21 ' 5h.7 23.75
22 54.8 23.80
23 54.9 2k.05
2k 55.0 2k.15
25 55.1 24,25
26 55.2 ok 14O
27 55.3 24,50
28 55.4 24 .60
29 : 55.5 24,70
30 | 55.7 4.8
31 55.7 25.0
32 55.9 25.15
33 56.0 25.25
34 56.2 ' 25.35
35 56.3 25.50
36 56.4 25.60
37 56.6 25.70
38 56.7 25.75
39 56.9 25. 85
Lo 57.0 26.00

bl ‘ 57.0 26.15
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TABLE 17--Continued

Time (sec ) Temperature Pres§ure
OF (psig)
Lo 57.1 26,20
43 57.2 26.35
- Lk 57.2 26.40
45 : - 57.3 26.50
L6 57 .4 26.60
L7 57.5 26.70
L8 57.6 26.75
ho 57.7 26.80
50 - 57.8 27.00
51 57.9 27.10
52 57.9 27.20
53 58.0 27.25
5k 58.1 27.30
55 58.2 27.45
56 58.3 - 27.55
57 58.3 27.60
58 58.4 27.65
59 58.5 _ 27.70
60 58.5 27.80
61 58.6 27.85
62 58.6 27.90
63 58.6 27.95
6k 58.7 27.96
65 58.8 27.98
66 58.9 27.99
67 58.9 28.00
68 59.0 28.00
69 59.1 28,00
70 59.2 28.00
7L 59.2 28.00
72 59.3 28.00
73 59.k4 . 28.00
Th : ~ 50,4 28.00
5 , ‘ 59.4 28.00
76 59.5 28.00
7 : 59.5 28.00
78 59.6 28.00
79 59.6 28.00
80 59.6 28.00-
81 : 59.7 28.00
82 59.8 28.00
83 59.8 28.00
8l 59.8 | 28.00
85 59.9 28.00
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TABLE 17--Continued

. Temperature Pressure

Time (sec) op (psig)
86 59.9 28.00
87 60.0 28.00
88 60.1 28.00
89 60.1 28.00
90 60.2 28.00
91 60.3 28.00
92 60.3 28.00
93 60.3 28.00
9k 60.54 28.00

- 95 60. 4 28.00
96 60.54 28.00
97 60.4 28.00
98 60.4 28.00
99 60.4 28.00
100 60.5 28.00
101 60.6 28,00
102 60.6 28.00
103 60.7 28.00
104 60.7 28.00
105 60.7 28.00
106 60.7 28.00
107 60.8 28.00
108 60.8 28.00
109 60.9 28.00
110 61.0 28.00
111 61.0 28.00
112 61.0 28.00
113 61.0 28.00
11k 61.0 28.00
115 61.1 28.00
116 61.1 28.00
117 61.1 28.00
118 6l.1 28.00
119 61.2 28.00
120 61.2 28.00
121 61.2 28.00
122 61.3 28.00
123 61.3 28.00
124 61.3 28.00
125 61.3 28.00
126 61.3 28.00
127 61.3 28.00
128 61.3 28.00
129 61.3 28.00
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TABLE 17--Continued

Time (sec) Temperature Pressure
Op (psig)
130 61.4 28.00
131 : 61.k4 28.00
132 61.5 28.00
133 61.5 28.00
134 61.6 ' 28.00
135 61.6 28.00
136 61.6 28.00
137 61.6 28.00
138 61.6 28.00
139 61.7 28.00
140 61.7 28.00
141 - 61.7 28.00
142 61.7 ' 28.00
143 61.8 28.00
1hh 61.8 : 28.00
145 61.8 28.00
146 61.8 28.00
147 61.9 | 28.00
148 : 61.9 28.00
149 61.9 28.00
150 ‘ " 61.98 28.00
151 61.98 26.00
152 61.98 2k.5
153 62.0 23.5
15h 62.0 22.7
155 62.0 22.1
156 61.7 21.5
157 61.5 21.05
158 6l.2 20.70
159 - 61.0 20.45
160 . 60.8 20.35
161 ' 60.7 20.30
162 60.5 20.00
163 60.2 , 19.75
164 60.1 : 19.65
165 59.8 19.55
166 59.6 19.40
167 59. 19.35
168 59.2 19.25
169 59.0 19.20
170 _ 58.8 19.10
171 58.6 18.95
172 58.5 18.85

173 _ 58.2 18.80
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TABLE 17--Continued

. Temperature Pressure
Time (sec) op (psig)
174 58.0 18.75
175 57.8 18.70
176 57.6 18.65
177 57.5 18.63
178 57.3 18.60
179 57.1 18.50
180 57.0 18.45
181 56.9 18.40
182 _ 56.8 18.35
183 56.6 18.27
184 : 56.5 18.20
185 - 56.3 18.15
186 56.2 18.08
187 ' 56.1 18.00
188 56.0 17.95
189 _ 55.9 17.80
190 - 55.7 17.75
191 55.6 17.70
192 55.5 17.65
193 55.4 17.63
194 55.3 17.60
195 55.2 17.55
196 55.1 17.53
197 54.9 17.52
198 54.8 17.51
199 54.6 - 17.50
200 Sk b 17.49
201 . Sh.k 17.47
202 54.3 17.46
203 54.2 17.45
204 , 54.1 17.42
205 54,1 . 17.40
206 54.0 17.36
207 53.8 17.33
208 53.8 17.30
209 53.7 17.28
210 53.6 17.25
211 : 53.5 17.23
212 53.5 17.20
213 53.4 17.18
21k _ 53.4 ' 17.15
215 53.3 17.10
216 _ 53.3 : 17.05

217 : 53.2 17.00
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TABLE 17~-Continued

Time (sec) Tempgrature Pres§ure
F (psig)
218 53.2 16.95
219 : 53.1 16.90
220 53.1 16.85
221 53.0 16.80
222 52.9 16.75
223 52.9 16.75
22k 52.9 16.75
225 52.9 16.70
226 52.8 16.65
227 52.8 16.60
228 52.8 16.55
229 52.7 16.50
230 52.6 16.45
231 52.6 16.40
232 : 52.6 16.35
233 52.5 16.30
234 52.5 16.25
235 52.5 16.20
236 52.4 16.15
237 52.4 16.10
238 52.3 16.05
239 . 52.2 16.00
240 52.2 15.90
o1 52.2 15.80
242 52.2 15.70
243 52.2 15.60
ol 52.2 15.50
2ks : 52.2 15.60
246 52.2 15.50
247 52.1 15.40
248 52.1 15.30
2k9g 52.1 15.20
250 52.1 15.10
251 52.05 15.05
252 52.03 15.00
253 52.02 15.00
25 22.02 .. 15.00
255 . 52.0 . 15.00
256 52.0 15.00
257 52.0 15.00
258 52.0 ' 15.00
259 52.0 15.00
260 : 52.0 15.00

261 . 52.0 15.00
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TABLE 17--Continued

R Temperature Pressure
Time (sec) oF (psiz)
262 52.0 15.00
263 52.0 15.00
26h 52.0 , 15.00
265 52.0 15.00
266 52.0 15.00
267 52.0 ' 15.00
268 52.0 : 15.00
269 52.0 15.00
270 52.0 15.00
271 52.0 15.00
272 52.0 15.00
273 52.0 15.00
27k . 52.0 15.00
275 52.0 15.00
276 : ‘ 52.0 . 15.00
277 52.0 . 15.00
278 - : 52.0 15.00
279 " 52.0 15.00
280 _ 52.0 15.00
281 52.0 ‘ 15.00

Inlet water flow rate = 2.338 1bs/min
Inlet water temperature = 80CF

To = mPC + n

m'= 1.46
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TABLE 18
PULSE DATA
Time (sec) Temperature ' Pressure
o i (psig)
0 51.5 1k.5
1 51.5 16.3
2 51.5 17.7
3 51.5 18.6
L 51.5 19.4
5 51.5 20.0
6 51.51 20.4
7 51.58 20.6
8 51.78 20.7
9 51.98 20.85
10 52.16 21.0
11 - 52.28 21.15
12 52.36 21.20
13 52.5k 21.30
1L : 52.65 21.45
15 ) 52.88 21.55
16 52.95 21.65
17 53.02 21.70
18 53.09 ‘ 21.85
19 53.16 22.00
20 53.19 22.20
21 53.31 . 22.25
22 - 53.44 22.30
23 ‘ 53.58 22.45
2k 53.72 22,60
25 53.85 22.70
26 53.99 22.80
27 ’ 54.10 22.90
28 54.20 23.05
29 Sk, 34 23.15
30 S5h.43 23.30
31 54.55 23.35
32 s54.62 23.49
33 54.68 23.60.
3k 54.75 ' 23.70
35 54,82 : 23.85
36 54.89 23.95
37 54.90 24.10
38 55.11 2hk.20
39 55.24 ' 2h.33
4o 55.38 24 . 45

L3 55.52 24,52
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TABLE 18--Continued .

a Press
Time (seC) Tempi; ture (gsigge
%) 55.57 \ 24.60
L3 55.61 24,70
Ly 55.65 _ 2k.85
L5 55.75 25.00
46 55.93 25.10
L7 56.00 25.25
L8 56.08 ' 25.35
e} ‘ 56.17 25.48
50 56.21 25.55
51 56.25 25.65
52 56.35 25.7h
53 56.41 25.85
54 56.41 25.90
55 ' _ 56.54 ’ 25.95
56 56.62 26.05
57 56.66 26.10
58 56.72 26.15
59 56.76 26.25
60 56.79 26.30
61 56.91 , ‘ 26.40
62 57.00 ' 26.45
63 : 57.11 26.50
6L 57.18 26.60
65 57.32 26.65
66 ‘ 57.38 26.70
67 57.45 26.75
68 .. 57.51 26.80
69 57.55 26.85
70 57.60 26.88
71 57.61 26.90
72 ‘ 57.68 26.95
73 57.73 27.00
yn 57.84 27.05
75 57.87 27.10
T6 57.90 27.15
77 58.01 27.20
78 58.06 27.25
79 58.12 , 27.30
80 58.16 27.35
81 58.17 27.40
82 58.22 27.45
83 58.26 27.50
8L 58.28 27.55

85 58.37 27.60
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0°'ge L1666 €Tt
0°gc 9665 21T
0°'ge €6 66 TTT
0'ge 0665 01T
0°*ge gf 65 60T
0°*ge TH* 65 Q0T
0°'ge 6€°6S | LoT
0°ge €€ 68 90T
0°'ge €2 68 GoT
0°ge 0264 70T
0°'ge L1765 €Ot
0°g2 1165 20T
0'ge 2169 T0T
0°ge G068 00T
0°'ge 0065 . 66
0'ge 86956 . g6
0°g¢ 66°gS 16
0°ge 06°86 96
0*ge 18°8% g6
66°Le elLgs : H6
L6 L2 0L°gS €6
66 )2 99°Q¢ : 26
26 le £9°g¢ 16
0612 65799 06.
ég-le 96°g¢ ; 68
0g*le o 26°g9¢ 4 98
GlL*le gt gs 18
olL*le 2 gs 93
(81sd) dg

aanssaad aanyeiaduay, (o9s) sumy

PSNUTIUC) --QT FIAVL

et



125

TABLE 18--Continued

N Temperature i Pressure
Time (sec)/ ox (psig)
130 60.08 28.0
131 60.10 28.0
132 60.17 28.0
133 60.22 28.0
134 60.33 28.0
135 60.36 28.0
136 60.38 28.0
137 60.39 28.0
138 60.42 28.0
139 60 . bk 28.0
140 60.50 28.0
141 60.57 28.0
1h2 60.58 28.0
143 60.60 28.0
1k 60.61 28.0
1khs5 60.6L 28.0
146 : 60.65 28.0
147 . 60.67 28.0
148 60.68 28.0
149 60.69 28.0
150 60.71 28.0
151 60.72 28.0
152 60.75 28.0
153 60.78 28.0
154 60.85 : 28.0
155 60.93 28.0
156 60.9L 28.0
157 60.96 28.0
158 60.96 28.0
159 60.97 28.0
160 60.98 28.0
161 61.00 27.20
162 ' 61.00 26.25
163 61.0 _ 25.40
164 61.0 24.50
165 61.0 23.70
166 61.0 23.00
167 o 60.92 22.35
168 60.78 - 21.70
169 60.39 21.20
170 60.36 ' 20.55
171 60.22 , 20.20
172 59.95 19.75

173 . 59.81 - 19.40
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TABLE 18--Continued

Time (sec) Temperature Presgure
op (psig)
174 59.60 19.20
175 59.42 19.00
176 59.22 18.80
177 59.12 18.65
178 58.95 18.549
179 : : 58.78 18.40
180 58.63 18.25
181 58.52 17.99
182 58.35 17.80
183 58.17 17.70
184 58.01 17.60
185 57.90 17455
186 57.84 17.50
187 | 57.73 17.48
188 57.56 17.45
189 . 57.39 17.40
190 57.32 17.30
191 57.1k 17.25
192 56.98 17.20
193 56.90 17.15
194 56.76 17.12
195 56.62 17.10
196 56.48 17.05
197 56.35 17.00
198 ' 56.21 16.95
199 56.07 16.90
200 56.04 16.87
201 , 55.86 16.85
202 55.72 16.80
203 55.65 16.75
204 55.52 16.70
205 55.38 16.65
206 55.27 16.60
207 55.13 16.50
208 55.07 16.40
209 54.99 16.35
210 54.96 16.30
211 54.89 16.25
212 54.68 16.20
213 54,60 16.15
21k _ 5k.55 16.10
215 54.49 . 16.08
216 54.35 16.06

217 54,27 16.02
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TABLE 18--Continued

. Temperature Pressure
Time (sec) op (psig)
218 : 54.16 16.00

219 - 54,06 15.98
220 53.99 15.94

- 221 53.94 15.90
222 53.83 15.86
223 ‘ 53.77 15.84
224 53.72 _ 15.80
225 - 53.65 15.76
226 53.58 15.72
227 53.51 15.68
228 53.47 15.64
229 , 53.44 15.60
230 53.30 15.56
231 53.22 ) 15.52
232 53.19 15.48
233 53.16 15.44
234 53.09 15.40
235 53.02 15.38
236 52.98 _ 15.36
237 52.94 15.33
238 52.88 15.30
239 52.82 15.27
240 52.75 15.24
241 52.6L . 15.20
242 52.62 15.18
2L3 52.61 15.15
oLl 52.58 15.13
245 52.47 15.10
246 52.40 15.08
24T 52.39 15.06
248 52.36 15.03
249 _ 52.34 _ - 15.00
250 | 52.33 14.96
- 251 52.30 14.92
252 52.26 14.90
253 52.22 14.86
25k 52.19 14.83
255 52.12 14.80
256 : 52.11 1L.75
257 : 52.10 ‘ , .72
258 52.08 14.70
259 52.07 © 14.68
260 52.05 - 1k.65

261 51.98 14.62
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TABLE 18--Continued

Time (sec) Temperature Pressure
Op - - (psig)
262 51.93 14.60
263 51.87 14.58
264 51.85 1h.57
265 51.80 14.56
266 51.78 14,5k
267 51.75 : 1k.52
268 51.74 1k.51
269 51.72 14.50
270 51.64 14.50
271 51.58 1k.50
272 51.56 14.50
273 51.53 1Lk.50
o7y 51.51 1k.50
275 51.50 1Lk.50
276 51.50 14.50
277 51.50 - 14.50
278 51.50 14k.50
279 51.50 ' _1k.s0
280 : 51.50 14.50
281 51.50 1k.50

Inlet water flow rate = 3.49 1bs/min
Inlet water temperature = 83°F.
Te = mP, + n

m = llL"6
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TABLE 19

FREQUENCY RESPONSE VALUES OBTAINED FROM
TRANSFORMED PULSE RESPONSE DATA

Inlet water flow rate = 2.338 lbs/min
Inlet water temperature = 8QOF

Frequency Amplitude Phase Angle
(rad/min) Ratio (degrees)
0.312 0.647 -8.3
0.4k 0.643 -11.4
0.624 0.640 -16.3
0.883 0.63L -23.5
1.248 0.612 -3k.6
1.765 0.51k4 -5h.1
2.496 0.363 -60.0
3.530 : 0.246 -66.8
L.992 0.190 -67.8
7.062 0.132 -87.5
9.98L4 0.105 -95.9
1412 0.0895 -131.0

Inlet water flow rate = 3.49 lbs/min

Inlet water temperature = 83°F

Frequency Amplitude Phase Angle

(rad/min) Ratio (degrees)
0.312 0.66 -5.7
0.624 ' 0.67 -11.8
1.248 0.71 -17.6
2.496 0.56 -35.5
L.992 0.32 -77.8
19.97 0.078 -120.6
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TABLE 20
THEORETICAL FREQUENCY RESPONSE VALUES

Inlet water flow rate = 2.338 lbs/min
Inlet water temperature = 80°F

m=1.46
Phase Angle
Frequency Amplitude Phase Angle + 6 sec.
(rad/min) Ratio (degrees) of dead time
’ (degrees)
0.312 0.690 -9.4 -11.1
O.441 0.668 -13.2 -13.7
0.624 0.665 -18.4 -22.0
0.883 0.633 -24.6 -29.7
1.248 0.584 -33.5 -40.7
1.765 0.518 -43.2 -53.3
2.496 0.k23 "-53.2 -67.5
3.530 0.330 -62.0 -82.2
4.992 0.243 -69.4 -98.0
7.062 0.180 -75.1 -115.6
9.984 0.130 -79.3 -136.5
1k.12 0.093 -82.4 -162.3
19.97 0.065 -8k4.5 -199.0
28.24 0.046 - -86.2 -248.1
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TABLE 20--Continued

Inlet water flow rate = 3..49 lbs/min
Inlet water temperature = 83°F
m=1.46
.. Phase Angle
Frequency Amplitude Phase Angle + 6 sec.
(rad/min) Ratio (degrees) of dead time
(degrees)
0.312 0.708 -6.2 -7.9
O.4l1 0.703 -8.6 -9.1
0.62k4 0.693 -12.2 -15.8
0.883 o 0.679 -17.0 -22.1
1.248 0.622 -23.3 -30.5
1.765 0.605 -31.4 -h1.5
2.496 0.535 -40.9 -55.2
3.530 0. 4h7 -50.3 ~-70.5
4.992 , 0.350 -60.0 -88.6
7.062 0.271 -67.8 -108.3
9.982 0.193 -73.9 -131.1
1k.12 0.140 -78.4 -159.3
19.97 0.099 -81.1 -195.6
-8L.2 -2h6.1

28.2L 0.071




APPENDIX C

Miscellaneous Data
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OPERATING CONDITIONS

Maximum . Steady State Minimum Maximum  Amplitude
Inlet t
Tbmperiture Teg;ziqure Variation in FlufgeggipS::ZEre Flow Rate Flow Rate Flow Rate of Varying
. P Fluid Temperature T Wg Wnin Wnax Flow Rate
* ¢ Thex : S (1bs/min) (1os/min) (1bs/min) (1bs/min)
113.5CF 38,008 2,00F 99.80F 5. lk 4,97 5.92 0.475
113.5 38.0 3.96 99.8 5 el 4.50 6.38 0.94
113.5 38.0 5.4 "~ 99.8 Soliky 4,026 6.86 1l.k2
113.5 38.0 8.1 99.8 5.4 " 3.55 7.33 1.89
113.5 38.0 11.2 99.8 5. kk 3.078 7.806 2,364

MISCELLANEOUS DATA
Cp of water = 1.0 BTU/1b=OF
p = 62.4 1v/ft3
V = 0.0372L £t3

UA(BTU/min—OF) varies and was calculated from steady state operating conditions.

e€T
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TABLE 22

FREQUENCIES CORRESPONDING TO CAPACITANCE VALUES
FOR THE ANALOG SIMULATION USED IN THE
FREQUENCY RESPONSE STUDIES

Frequencies b Capacitance l/bl
Cycles/minute 1 Microfarads
0.05 1200 0.01735
0.10 600 0.0347
0.20 300 0.0694
0.30 200 0.10k1
0.50 120 0.1730
0.70 85 0.2780
1.00 60 0.3470
1.25 L8 O.43k
1.50 4o 0.522
1.75 , 34.3 0.608
2.00 30.0 0.695
2.25 25.6 0.814
2.50 24.0 0.869
2.75 21.8 0.956
3.00 20.0 1.041
3.25 18.45 ' 1.130
3.50 17.15 1.215
2.75 16.0 1.302
L.00 15.0 1.388
5.00 12.0 1.73
7.00 8.5 , 2.78
10.00 6.0 3.47
20.00 3.0 6 .94
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TABLE 23

OUTPUT ANALOG COMPUTER VALUES
SHOWN IN FIGURE 18

Time Temperature v Témigrat;re
(minutes) Scele (CM.) ariation from
Steady State (°F)

0.0 5.2 0.8

245 7.6 3.0

2-2 8.37 3.97

7.5 8.0 3.60
10.0 6.0 1.60
1205 2-8 _1.60
15.0 0.7 ~3.70
17.5 2.0 -2.40
20.0 5.2 0.80

1 CM on temperature scale = 1 degree Fahrenheit

O OF variation = L.kt CM



APPENDIX D

Bode Plots
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