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Abstract
The prevalence of smart devices and wearable computers is steadily increasing (IDC,
2014a; 2014b). Despite this, there is little research on the interaction of these devices
and cognitive processes such as attention, perception, and working memory. In
particular, head-mounted computers known as smart eyewear have the potential to both
greatly improve and greatly harm their users’ cognitive processes by taking on difficult
tasks or presenting distracting information, respectively. We conducted three
experiments that investigate these potential interactions by simulating smart eyewear in
a simple 3D virtual environment. Our primary focus was determining if presenting
different types of information with different timing schedules would improve or harm
participants’ performance during visual search and basic navigation tasks. We found
that facilitating information often improved performance in both tasks, distracting
information often harmed performance, and mixed information resulted in differing
effects across tasks. Presentation timing also mediated these effects in visual search
tasks, but did not affect navigation tasks. These findings provide a foundation for
research into the manners in which wearable computers can affect the way humans

process information in various situations.
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The interactions of wearable computers and cognitive processes: Can cognitive
theory help wearables improve human performance and mitigate device
distraction?

The smart device market, and mobile technology in general, is one of the fastest
growing segments of technology (IDC, 2014b). Smartphones alone are expected to ship
over 1 billion units worldwide. Within the mobile smart device market, a new category
of wearable computers (or wearables) has recently emerged. These devices are expected
to provide the next major boom in consumer technology; sales have tripled from 2013
to 2014 and are expected to increase by over 500% yet again by 2018 (IDC, 2014a).
These estimates include three primary categories of wearable computers: fitness
trackers, which contain sensors to collect movement and biometric data to aid in health
and exercise analysis; smartwatches, more complex devices that typically contain
graphical displays to present the wearer with the time or notifications and information
provided through a connection to a smartphone; and smart eyewear, head-mounted
computers that often present head-up displays for notifications, messaging, media
consumption, and augmented reality such as overlaying restaurant names or other points
of interest over a user’s visual field. Smart eyewear is still in its infancy as a product
category, with only one device with any considerable market penetration, Google’s
Glass device, which is still currently in a development phase and not for consumer
release (and which may soon be discontinued for additional revision). Despite that few
devices are currently in public hands, Google Glass alone is expected to reach 21

million units of annual sales by 2018 (Danova, 2013).



While research regarding smartphones and their interactions with cognition is
plentiful, very little research has been conducted regarding wearable smart devices.
Most examples available focus on the physical design of hypothetical head-mounted
displays (e.g. Cakmakci & Rolland, 2006), and a forward-thinking study from 1995
proposed recommendations for head-mounted transparent displays to present
augmented reality information (Rolland et al. 1995). One modern study focuses on the
potential health and quality of life benefits that wearable computers may afford,
mentioning applications in medical fields as well as the benefits to daily life that
augmented reality may provide (Kipkebut et al., 2014). Perhaps the most relevant line
of research in regards to the present study, Sawyer, Finomore, Calvo, and Hancock
(2014) compared drivers’ ability to react to changing traffic situations while messaging
with Google Glass or a smartphone in the context of a driving simulator. While they
found that Glass took less effort and allowed participants to better maintain their lane
while messaging, both Glass and smartphones resulted in large reaction time increases,
neither particularly more effective at alleviating this issue.

Smart eyewear is perhaps the most interesting of these products from a cognition
perspective as such devices provide the greatest opportunity for interfering with or
augmenting cognitive processes. Most apparently, placing a persistent display in an
individual’s field of vision will likely reduce perceptual resources available for
attending the environment. Previous research has found that situations of high
perceptual load can prevent individuals from processing additional environmental
information, and can often result in even high-salience cues going unnoticed (Lavie,

2010; Cartwright-Finch & Lavie, 2007; Lavie et al., 2004). High perceptual load occurs



when the low-level perceptual systems have too many stimuli in their receptive fields,
overloading the systems. Under high perceptual load, attention tends to only be able to
focus on task-relevant items, with any additional stimuli going largely ignored. Smart
eyewear designs typically include high-complexity full-color displays. Such a display
has the potential to consume considerable perceptual resources, which could lead to
dangerous inattentiveness for pedestrian users or, more concerning, for users operating
a vehicle, as seen in Sawyer et al. (2014). While it is likely not possible to eliminate this
issue entirely, design choices such as a display that is only visible when necessary may
help to alleviate it, reducing the amount of time one must dedicate perceptual resources
to the device.

In addition to low-level resource consumption, smart eyewear has the potential
to disrupt higher-level cognitive functions through device operating and interaction. As
with any smart device, many features require user input and interaction in order to
accomplish a task. The planning and execution of these operations can consume finite
working memory resources, disrupting higher-order cognitive control functions and
reducing an individual’s ability to selectively attend to environmental features (Lavie &
de Fockert, 2005). The resulting higher working memory load may be a double-edge
sword in the environment; situations of higher working memory load typically produce
a greater percentage of task-irrelevant distractor intrusions. In the case of a pedestrian
using smart eyewear, this may result in oncoming traffic intruding on the task of
viewing an email—a beneficial intrusion in the long run. However, relying on luck for
the right intrusions to enter attention at the right times is hardly an optimal strategy,

particularly in complex environments.



This is especially true for motorists again. Driving is a complex multitasking
event that requires constant visual, aural, and vestibular monitoring alongside manual
operation to steer and maintain speeds. While many of these tasks become automatized
over time, fast reactions to the proper information are vital during heavy traffic or
unexpected situations. Over a decade of research has demonstrated that talking on a cell
phone can harm driving performance (Strayer & Johnston, 2001; Fazeen et al., 2012),
including the use of hands-free devices (Strayer & Drews, 2007). Texting (Drews et al.,
2009; Yannis et al., 2013) and voice operations (Maciej & Vollrath, 2009, Sawyer et al.,
2014) result in similar distractions as well. These findings also extend to pedestrians
(Schwebel et al., 2012). The common thread across these studies is the depletion of
working memory resources resulting in participants reacting more slowly, failing to
attend to important stimuli, and causing more accidents. Smart eyewear presents
opportunities for all of these distractions for both motorists and pedestrians. Identifying
situations where these devices may be problematic could again help to alleviate the
issues, applying the findings to create smart designs to mitigate the most common or
egregious problems, or in the least to avoid them.

Luckily for the prospects of wearables and smart eyewear, not all design must be
focused on avoiding pitfalls and minimizing cognitive encumbrances. The main
potential benefit for smart eyewear is the ability to offload cognitive operations that the
user would otherwise have to perform, thus freeing additional resources for other tasks.
When designing smart eyewear, the device and user could be considered two pieces of a
single cognitive system, each with its own resources and functional specialties (Zhang

& Norman, 1994; Zhang & Wang, 2009). Using this approach, designers can optimize



the system to allow both components to perform tasks at which they excel while
supplementing each other’s flaws. One area smart eyewear could aid users is in visual
search tasks. Huang and Pashler (2007) demonstrated that visual search is often
passively guided by the contents of working memory, what they termed consonance-
driven search. In this way, working memory serves as a top-down cognitive control
system that drives low-level processes, resulting in an increased chance of attending to
environmental features that are congruent with the information active in working
memory, even if the individual is not actively searching. However, an individual’s
ability to activate a particular target in working memory is limited by the ability to
retrieve the target from long-term storage or to reference a cue from the environment,
placing limits on the times one can willfully take advantage of this process.

Wearable computers, provided they have an active data connection, are limited
only by the data they can access on the Internet, providing a vast set of information to
reference, which would be particularly useful for locating unfamiliar objects or
locations in a new environment. By showing the user the target imagery, the device
could aid the user in finding it by activating it in working memory, thus driving
perceptual processes to seek it out. This may also be used as a simple reference where
the user would check the display then check objects in the environment for comparison,
but that may be the more inefficient solution as the constant referencing would actually
take time away from searching the environment, and the constant presence of the
display may interfere with the search process. Assuming the target image need only be
in working memory to facilitate improved search, the better design choice may be for

the display to present the information briefly then vanish.



Smart eyewear could also help augment individuals’ ability to navigate an
environment. When navigating in an unfamiliar area, or along an unfamiliar path with a
map, people must rely on retrospective memory (“What is the path I have to follow?”)
and prospective memory (“When I reach this location, I must turn this way.”) to
accomplish the goal, while using working memory to maintain this information and
manage attention and decisions along the path. Lavie and de Fockert (2005) and many
others have already demonstrated how overworked working memory can be
detrimental. Prospective memory is also particularly taxing, consuming working
memory resources (Einstein et al., 2005) and interfering with any additional concurrent
tasks (Cohen et al., 2012). Smartphones with spoken turn-by-turn directions can help
mitigate these problems, but may still require manual operation and glances towards the
display, removing attention from the environment. Smart eyewear can present the same
navigation information without changing the user’s field of view while providing live
updates to any upcoming route changes. Additionally, geo-fencing features, which
allow for certain functions to be triggered at certain geographical locations, can take the
place of many prospective memory tasks, as the device will react to a spatial cue and
provide a reminder as opposed to the user having to remember to react to that cue.
However, as with the visual search augmentation, proper design of these features is key
to optimizing their ability to help their users. Navigating a busy city with a perpetually
visible, animated, high contrast display may prove too taxing on visual resources,
resulting in important information such as traffic or other pedestrians going unnoticed.
And across all features of smart eyewear, secondary functions such as voice, image, and

text messaging, emails, and other useful features can serve all as distractions while



using the device to accomplish a different task.

Intuition suggests that the best course of action is to activate the display when
context requires it and to keep interactions as succinct as possible to prevent
unnecessary distraction. But recommendations of this sort should come defined by
research, of which there is little, as previously mentioned. The present study tested
various design choices for smart eyewear in the contexts of visual search and
environmental navigation. These experiments used the Oculus Rift, a virtual reality
presentation device with a stereoscopic 3D display and an array of motion tracking
sensors, to test simulated smart eyewear presented as a secondary display within the
headset.

Experiments 1a and 1b used the presentation of facilitating or distracting
information to help or harm performance in a simple visual search task. Facilitating
information followed the consonance-driven search hypothesis (Huang & Pashler,
2007), such that by placing the target object in working memory, we expected
participants to be faster at locating the object in the visual search space than if they
viewed a distracting object. We also manipulated the duration of the secondary
display’s presence, presenting it either just prior to each trial or throughout the entire
trial. If participants are able to make use of the image beyond a simple reference point,
and placing its activation in working memory is aiding visual search, we expected to see
improvements even when the facilitating information was only visible pre-trial. In fact,
we expected the constant display trials to produce longer search times as the additional
perceptual load may interfere with the search task. Similarly, we expected the

presentation of distracting information to increase search time (Treisman & Gelade,



1980).

Experiment 2 focused on navigation, using the secondary display to present
facilitating information in the form of navigation directions along various routes
through a simulated urban environment. Participants saw distracting information in the
form of irrelevant images in several conditions. Similar to the previous experiments, we
also manipulated the duration of the secondary display; some conditions featured a
context-dependent display, only providing information when the location in the
environment requires it, while others used a constant display throughout entire trials.
We believed that the presence of facilitating directions would result in faster completion
times and fewer errors, with distracting information increasing both completion times
and error rates. We also believed that the constant display could result in more errors in
navigation for reasons similar to previous experiments.

Experiment 1a
Method
Participants

Participants included 14 students from the University of Oklahoma and 14
members of the local community. University participants registered via a university
website in order to fulfill research participation requirements; community participants
were recruited through direct contact and social media listings. University participants’
ages ranged from 18-23, M = 19.4; community participants’ ages ranged from 26-29, M
= 27.5. The total sample included 17 males and 11 females. All participants had normal
or corrected-to-normal vision using contacts to prevent eyeglasses from interfering with

the Oculus Rift. Four university participants were excluded during data collection, two



due to an error in the experiment software, which was then corrected, one due to color-
blindness, and one due to motion sickness. Four additional participants were recruited in
their places.
Software and Apparatus

Oculus Rift: The Oculus Rift Development Kit 1 (OculusVR, 2015) virtual
reality headset was used as the primary visual interface. This device is a head-mounted
system that uses a 7-inch 1280x800 pixel parallax stereoscopic 3D LCD display with a
pixel density of 215.63 pixels per inch. The display is then presented to each eye
through a pair of aspheric lenses; this results in an effective resolution of approximately
640x800 pixels per eye, though there is overlap from shared pixels in each lens. The
display provides a 114.5° binocular field of view. The headset uses a 9-axis head
tracking system, including 3-dimensional tracking via an accelerometer, gyroscope, and
magnetometer. These sensors result in a head tracking latency of approximately 2ms
and a positional refresh rate of 1000hz. Combined with the LCD display’s 10ms refresh
rate, the system results in approximately 60ms head-motion to display-update latency.

Unity 3D: The experiments were developed using the Unity 3D engine (Unity,
2015), a video game development platform that uses a combination of pre-built visual
editing tools and a variety of object-based development languages, such as C#,
Javascript, or Ruby, to create applications for several platforms. The Unity 3D engine
has built-in support for the Oculus Rift; the object-based language support also allowed

for data collection and output tailored to experimental needs.



PCs: Data collection occurred on Dell Alienware PCs. The PCs contain Intel i5-
4570 CPUs at 3.2ghz clock speeds. Graphics processing is handled by AMD R9 270
GPUs at 950mhz clock speeds with 2 gigabytes video-RAM.

Virtual environment: The environment used was a simple stereoscopic 3D space
with a 16:10 blue rectangular backdrop. The camera, which provided the participant’s
point of view for the program, was placed centered on the backdrop at a distance that
resulted in the backdrop filling the entire field of view. Beyond the visible plane, the
space was black to discourage participants from exploring outside the area of interest.
While some head motion was reflected by the camera to prevent nausea from
vestibular/visual incongruence, the entire search space was visible without head motion,
allowing participants to look forward to complete all tasks. Visual search objects as well
as the secondary display (the simulated wearable computer) appeared in the space
between the camera and the plane, creating the effect of the objects being projected on
the plane and the secondary display floating directly above the participant’s right eye.
See Illustration 1a for an example of the environment with all components active.

Search objects: Objects for the visual search task included three-dimensional
basic shapes that varied along three dimensions: shape, color, and texture. Shapes
included cubes, spheres, and tetrahedrons (referred to as “pyramids” in the experiment
to prevent confusion); colors included blue, red, and yellow; textures included solid
color, dotted, and a striped pattern. These objects maintained consistent width and
height dimensions (40x40 pixel), as well as depth location in the search space, across

shapes.
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Secondary display: The secondary display was an object within the virtual
environment that simulated a head-mounted wearable computer. This display appeared
as a colorless semi-transparent rectangle in the upper-right portion of the primary
display. The display was approximately 150x150px. In the virtual environment, it
appeared at a fixed location near the camera and in front of the rectangular backdrop,
creating the appearance that the secondary display sat just above the participant’s right
eye. To display information, images were superimposed on the semi-transparent
rectangle. The secondary display was not always present during the experiment,
appearing only when conditions dictate it be visible.

Instructions box: The instructions box was a simple rectangle that appeared in
the center of the display to provide pre-block and pre-trial instructions. The bottom of
the display contained a countdown until the beginning of the next trial during timed
portions of the experiment.

Design

Experiment 1a was a 3 x 2 repeated measures design with a separate control
condition including the following factors: secondary display information (facilitating,
distracting, mixed facilitating and distracting); secondary display timing (constant or
pre-trial). All participants completed trials under all conditions. Trials were presented in
blocks such that each cell of the factorial was completed consecutively; blocks were
ordered by incomplete counterbalancing (14 orders repeated twice for 28 participants).
The blocks are as follows:

* No information (control)

* Facilitating information with constant secondary display

11



* Facilitating information with pre-trial secondary display
* Distracting information with constant secondary display
* Distracting information with pre-trial secondary display
* Mixed facilitating/distracting information with constant display
* Mixed facilitating/distracting information with pre-trial display.

In all conditions, a text description of the target object was displayed at the
beginning of each trial. Facilitating information was defined as a visual representation
of the actual target object provided by the secondary display. Thus, if the target
description was “red solid cube”, an image of a red solid cube was shown in the
secondary display. Distracting information, on the other hand, was a visual
representation of an incorrect object. The image displayed shared no features with the
target object. In this example, the displayed object may have been a blue dotted sphere.
Mixed facilitating/distracting information was a combination of these two, with
facilitating information displayed in 50% of trials and distracting information in the
remaining trials. Under constant secondary display conditions, the facilitating or
distracting information appeared with the search objects and remained throughout the
trial; the pre-trial secondary display only appeared for four seconds prior to the trial
beginning as the text description was displayed. The control condition did not feature
any secondary display information.

Procedure

Participants were first asked if their vision was normal or corrected to normal

and if they were prone to motion sickness. Following this, they provided informed

consent to participate in the experiment. Each participant was then given a
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pseudoisocrhomatic plate (PIP) color vision test (Waggoner, 2014). Only one
participant failed to correctly answer all items on the PIP test and was excluded from
further data collection. After the color vision test, participants completed a brief
orientation period with the Oculus Rift. The primary purpose of this period was to
calibrate the device; specialized software provided by OculusVR guided the participant
through adjusting the display’s settings to best provide a 3D experience based on inter-
pupillary distance and personal perception.

After opening the experiment program, participants began by inputting
demographic information on the program’s welcome screen. From here they were
provided with instructions for the experiment and encouraged to ask any questions if
there was any confusion. When ready, participants pressed a button to begin the
experiment. It began with a brief tutorial demonstrating five example trials and allowing
participants to familiarize themselves with the controls. Following these trials, the
program selected one of the seven blocks of trials based on the incomplete Latin square
ordering, which varied the type of information and presentation timing for the
secondary display. Each block was fully completed before moving on to another block
until the experiment was complete. A block began with the instruction box presenting
the specific instructions for that block. For example, the instructions for the
Facilitating/Pre-trial display conditions read:

“For this block of trials, your simulated wearable computer will provide you

with an image of the target object in a given trial, and can be used to help in

your search task. It will appear shortly after your text description of the target
object, but will only remain visible for several seconds before the search objects
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appear. The simulated wearable computer will not be visible after the search
objects appear.” '

Participants began the block’s trials with a confirmation key press.

Before a given trial, the instruction box first displayed a countdown to the trial
start. Alongside the countdown, it presented a text description of the trial’s target object.
This description included the three primary dimensions along which these objects
varied (e.g. “Red Striped Cube”). For the control condition, 16 randomly generated
visual search objects appeared against the backdrop after a brief delay. Each object was
procedurally generated for each individual trial such that the visual search object
properties were randomly selected on a trial-by-trial basis. Objects spawned within
approximately an effective 450x360px rectangle (450x360px per eye with parallax
adjustments) with a minimum distance of 80px between the midpoints of any two
objects. The objects did not appear behind the location of the secondary display to
prevent occlusion. Only one target object appeared per trial; the remaining objects
matched the target on no more than two dimensions. Rates of object similarity to the
target were governed by predefined variables; five distractors shared zero dimensions
with the target, five shared one dimension, and five shared two dimensions. For all pre-
trial conditions, the secondary display information appeared with the target object
description and remained present until the visual search objects were displayed. For
constant-display trials, the secondary display appeared with the visual search objects

and remained until a given trial was complete.

" As presented to the participants, “simulated wearable computer” was already defined as the secondary
display inside the Oculus Rift headset. As these instructions were presented within the headset, there did
not appear to be any confusion for participants.
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After the objects appeared, participants used a mouse to move a cursor through
the search space and select the target object. The cursor began each trial from the center
of the space to prevent tracking from previous trials from interfering with subsequent
trials. Incorrect selections resulted in visual feedback, the cursor briefly flashing red,
but participants could make as many selections as necessary until the target object was
found. Selecting the target terminated the trial. The program recorded information about
all selections, correct or incorrect, including time to selection, location of the object in
the search space, and the visual characteristics of the object. The primary variable of
concern was time to trial completion. This process was repeated until participants
completed all trials. After all blocks were completed, the participants were given a
break and then moved on to the next experiment.

Results

We predicted that facilitating information would result in faster completion
times while distracting information would result in slower times when compared to the
control condition. We also expected pre-trial secondary display conditions to perform
better than constant displays.

In addition to our primary measures, we also collected data regarding target
location and incorrect selections. Target location, measured as t