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CHAPTER I
INTRODUCTION
1.1 Background

In many companies, it 1is reasonably common to
encounter control charts being used to solve individual or
isolated problems. For example, this is done to determine
the capability- of a particular machine or to correct an
engineering specification problem. Such isolated usages
are termed quality control applications, which are useful
but do not necessarily contribute to total system
performance improvement. What is needed is a comprehensive
quality control program. Such a program consists of a
regular and systematic application of the charts to
problems as they exist in a given area and as they arise.
Therefore, there is a great need for specialists who are
capable in control charting techniques and analysis.

One of the more popular control charts used in a
quality control program is the X control chart. This chart
is one of the more sensitive control charts for tracing and
identifying causes since it analyzes some of the more
sensitive process data available, the averages. Therefore,
for ease of illustration, the X chart will be used

throughout this research to represent the working of the



expert system which will be developed. Since the "control
chart has the ability to detect and identify causes" (AT&T
,1985), it has been the primary concern of process
engineers for many years. The major drawback to the use of
control charts is that the average user is untrained in
control charting techniques, 1let alone control chart
analysis. The problem sometimes is even more basic than
that. Many times the process engineer assigns a line
worker to collect the data needed without providing any
insight on why the data is needed. Since the worker does
not fully appreciate the need for reliable and accurate
data, the worker may provide data that is not necessarily
correct. However, with the advent of automatic testing
equipment, the data collection problem has essentially been
solved in many, but not all industrial areas. The problem
now 1is to take this data and turn it into useful
information that will help the engineer run the process.
The major drawback here, is that there are relatively few
qualified contfol chart analysts available to perform the
necessary interpretation required for a proper quality
control study.

Traditionally, the first thing done with the data is
to plot it as an X and R chart. This in itself can become
a tedious and time consuming task. If the plotter is not
careful, inaccurate plotting can occur which causes
inaccurate analysis. Next, the control 1limits are

calculated and drawn onto the X and R charts. Now, the



traditional AT&T run rules (AT&T, 1985, pp. 25-27) are
applied and an analysis is done to check for unnatural
patterns. All of this sounds easy, but in actual practice,
many problems occur. Some of the more common problems
which arise are as follows:

l. Inaccurate plotting of X and R charts.

2, Inaccurate calculation and plotting of control

limits.

3. Inaccurate application of AT&T run rules.

4, Inaccurate pattern analysis.

5. Charts are considered "gospel".
Problems 1 and 2 arise because the average user does not
have a full understanding of the mathematical or
statistical techniques used. Problems 3 and 4 are the more
difficult problems since they are ones of interpretation.
And if the engineer performing tasks 3 and 4 does not fully
understand how to interpret a chart, the conclusion arrived
at anﬂ the subsequent corrections that are made may cause
more damage. Finally, ©problem 5 is one where the
"possible causes of unnaturalness" determined from the
chart are declared as the "definite causes". This problem
is inherent to those who‘ use control charts but do not
really understand the underlying theory. They do not
understand that control charts are only tools used to
identify for the engineer possible places to begin looking
for the actual cause of the problem, If the plotting and
analysis of the charts were to be accurately automated,

problems 1 thru 5 could be eliminated.

Problems 1 and 2 have been addressed by a multitude of
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people. There are many software packages currently
available on the market which will perform these tasks on

most any type of computer (Industrial Engineering, July

1986, pp.33-49). Even the automatic testing equipment
manufacturers are providing this <capability in their

equipment now (Production Engineering, Jan., 1984, pp. 54-

59). It is problems 3 and 4 which have until recently been
viewed as being too difficult to automate, But with the
rapid advances in artificial intelligence, these problems
are now being viewed as prime areas for automation., There
is some research being done in this area, but the companies
that are doing this have labeled it proprietary work (which
has left a void in the available 1literature). Even so,
literature on the tools needed for such a task is vast.
Therefore, the purpose of this research is two-fold. The
first is to automate the conversion of a set of inspection
values to a plotted control chart and its corresponding
control limits., The second is to develop an expert system
to perform the pattern analysis on the charts. This
package, if successfully developed, can be applied to many
industrial processes, The major intention for developing
this package is to aid rather than replace the

industrial quality engineer.
1.2 Research Objectives

The major emphasis of this research is to develop a

knowledge based expert system which will perform pattern



analysis on control charts. In particular, algorithms will
be developed which will take a given control chart and
determine if an unnatural control chart pattern exists. If
an unnatural pattern does exist, the expert system will
identify it. Therefore, the overall goal of the research
is to devélop procedures for identifying' and analyzing
unnatural patterns in control charts which are demonstrably
superior to currently available procedures, To achieve

this goal, four research objectives were developed.

1.2.1 Control Chart Development

A pattern generator and graphics package will be
ﬁeveloped. The pattern generator will be ;sed to create
data streams to emulate the various unnatural control chart
patterns of interest. The pattern generator will interface

with a graphics package which will plot the control charts

nm,tr,n

and mark the "x's" according to the AT&T run rules.

1,2.2 Interactive Expert System

An expert system will be developed which will be
capable of accepting the information provided by the
pattern generator or real world data provided by an analyst
and identify and analyze the particular unnatural patterns
if they exist. The expert system will provide the user
with an identification of the wunnatural patterns and
provide an approximate starting and stopping point for the

identified pattern, It will also provide estimates of



identifying parameters for the identified pattern.

1.2.3 System Validation

The interactive expert system developed will be used
to analyze a series of unnatural patterns. The various
patterns will be selected from the literature or generated
by the author, as appropriate, to evaluate the
effectiveness and efficiency of the model in analyzing

control charts.

1.2.4 System Effectiveness Evaluation

The system will provide identification of the
suspected pattern with estimates of start/stop points and
identifying parameter. Since this information can be quite
useful, an investigation into the system's ability to
accurately identify the correct pattern, start/stop point
and identifying parameter will be performed.

Figure 1 illustrates the layout and interconnectivity

of these objectives.
1.3 Research Assumptions

In order to further define and delimit this research,
certain general assumptions are made. They include:
1. The only unnatural patterns to be analyzed
are trends, cycles, mixtures, sudden shifts 1in
level, systematic variables and stratification.

2. The pattern flow to be studied is one that
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_ GENERATOR | PACKAGE PACKAGE
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Figure 1. Objective Layout



proceeds from in-control to out-of-control back to
in-control.

All data sets to be analyzed will <contain only
one unnatural pattern.

Correct identification of the unnatural
patterns being analyzed are <considered to be
successful completion of the system.

The type of control chart under study will
be monitoring in nature, This means that the
control limits are already known and have been set
by a process that is in-control.

The data generated for analysis represents the true
behavioral nature of the process. Thus, the data
generated will be assumed to represent data
collected by a well designed and thorough sampling

plan.
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CHAPTER II
BACKGROUND OF THE STUDY
2.1 History of Quality Control

Quality control has had a long history. It is as old
as industry itself. From the time man began to manufacture
there has been interest in the quality of output (Duncan,
1974). For example, in 1791 Secretary of the Treasury
Alexander Hamil;on, prepared for the United States House of
Representatives a report entitled "Report On Manufacturers"
(Syrett, 1966). In this report was a section entitled
"Judicious Regulations for the Inspections of Manufactured
Commodities". In this report, Hamilton discussed the
importance of providing a quality product to ensure sales
and guard against foreign competitors. This 1is quite
remarkable when manufacturers are just now beginning again
to feel the full threat of foreign competition.

However, most of the early documented work in quality
control was done within the Bell Telephone System. The
company realized early the need for a means of generating
confidence in the quality of their instruments. So they
started an Inspection Department whose purpose was to
inspect and assure the quality of their manufactured

products, installed products and purchased materials. At
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this time, the only technique used was a form of sampling
inspection since statistical techniques were still unknown
to the quality process.

In 1925, the Inspection Department was transferred to
the newly formed Bell Laboratories. Now, instead of
inspecting products, the g;oup's function was "to develop
the theory of inspection: putting existing mathematical
knowledge into available form for use in laboratory and
factory and developing new principles where existing
knowledge is inadequate" (Jones,1926). As the group began
to work on this objective, the organization of the
department evolved. George D. Edwards became Director of
Quality Assurance, Walter A. Shewhart became responsible
for theory and Harold F. Dodge was placed in charge of
methods. These are all respected names in the quality
control field. Two others who were involved with Bell Labs
through Western Electric were Joseph M. Juran and Bonnie B.
Small, Juran is also a well recognized name in the field
whereas Bonnie Small is not. It should be noted that she
was the original editor and primary author of the Western
Electric (now AT&T) Statistical Quality Control Handbook.
It is apparent from this 1list that much of what is known
today in the field of quality control is directly

attributed to the work done by the Bell Telephone System.
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2.2 Control Charts

The concept of control charts was formally introduced
by Shewhart (1931). The control chart is based on the
principle that variations in measurements pertaining to the
quality of the product from a process can be separated into
two sources -- inherent (chance) variation and variation
due to assignable causes, If the inherent process
variation can be estimated, then using statistical
procedures, it is possible to detect shifts in the mean
and/or variability of the process. The objectives of
control charts are to determine whether the process is in a
state of statistical control, to assist in establishing a
state of statistical control and to maintain current
control of a process. (A state of statistical control
exists 1if the process 1is operating without assignable
causes of variation (Juran and Gryna, 1980).) This state of
control results in a reduction in the cost of inspection,
in the cost of rejection and the attainment of maximum
benefit from quality production (Shewhart, 1931). Control
charts are classified by the characteristics being tested
(Grant and Leavenworth, 1980). If percent defective in the
sample is being tested, a p chart is used. If the number
of defects in a sample is being tested, a ¢ chart is used.
If the average and range of the measurements are being
tested, an X and R chart, respectively, are used. There
are other charts, but the two primary charts used are the X

and R charts.,
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2.2.1 X and R Charts

The X chart is used to detect shifts in the mean level
of a process., It shows trends and indicates whether there
is stability in the center of the X distribution. The R
chart is used to determine when a change has occurred in
the variation in the output of a process. It shows the
magnitude of spread in the output of the process, It also
indicates whether the spread is stable and reveals
information associated with mixtures, interactions and
various forms of instability. R charts should always be
interpreted before the corresponding X charts since X chart
analysis is invalid if the R chart is out of control.

This leads to the actual setting up and analysis of
the X and R charts. The development of the two charts has
been well documented and can be found in any quality
control book. Since there is no real concern with the
development of the <charts, it is felt that a formal
description of the methodology is not needed in this
dissertation. The area of primary concern however, is that

of control chart analysis or pattern analysis.

2.2.2 Analysis of Control Charts

Once the control charts are developed, the control
limits are drawn (usually as dotted 1lines). The control
limits usually used are 3 sigma control limits, where sigma

is a unit of measure which is used to describe the width or
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spread of a distribution or pattern (AT&T, 1985). (The
fluctuations in a "natural" pattern tends to spread about +
3 sigma.) The control limits are used to determine if the
pattern is '"natural” or "unnatural". The two primary
characteristics of a natural pattern are that the points
fluctuate at random and they obey the laws of chance. This
implies that there are no extraneous causes working in the
process. Unnatural patterns tend to fluctuate too widely
(or not widely enough) or they fail to balance themselves
‘around the centerline. This implies that there are outside
disturbances affecting the process. When a pattern is
found to be unnatural, an investigation is done to

determine these outside causes.

2.2.3 Tests For Instability

The most common means of determining if a given
pattern is unnatural is to check for instability. There
are many methods for determining whether instability
exists., They include methods developed by Western Electric
(now AT&T), Lloyd Nelson, and Eugene Grant and Richard
Leavenworth. When applying the AT&T rules, only one half of
the control band (area between the centerline and one of
the control limits) is considered at a time. This band is
then divided into 3 equal segments labeled zone A, zone B
and zone C, see Figure 2 (AT&T, 1985, p. 25). Each zone is
1 sigma wide since the control 1limit being used are + 3

sigma.)



14

- Coatrol mit
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- Zoue B
T ZuneC ’
Centerline

Figure 2, Test Zones

Next, x's are marked according to the following 4

rules (AT&T, 1985, p. 25-27).
Rule 1: A single point falls outside of the 3
sigma limit. This point is marked with an

"x", see Figure 3 (AT&T, 1985, p. 25).

X

A
/~__/\
VT

Figure 3, First Test for Unnaturalness
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Two out of three successive points fall in
zone A or beyond. The second of the two
points in or beyond zone A is marked with an
"won

x" The other point may fall anywhere on

the chart, see Figure 4 (AT&T, 1985, p. 26).

e LAk 2

N——d

/A\7 </ ~— vV

Figure 4. Second Test for Unnaturalness

Rule 3:

Rule 4:

Four out of five successive points fall in
zone B or beyond. Only the fourth point in or
beyond zone B is marked with an "x" . As
in rule 2, the remaining point may fall
anywhere, see Figure 5 (AT&T, 1985, p. 26).

Eight successive points fall in zone C
or beyond. Only the eighth point is marked
and all eight must be on the same side of the

centerline see Figure 6 (AT&T, 1985, p. 27).




Figure 5. Third Test for Unnaturalness
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Two rensons for marking the laat point.
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Figure 6. Fourth Test for Unnaturalness

These rules are applied to both sides of the centerline.

's that have been marked, the greater the

The more x
instability in the system.

The method developed by Lloyd Nelson (Journal of
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Quality Technology, October 1984, pp 237-239) consists of
eight rules which are applied in the same manner as the
AT&T rules.
Rule 1: One point falls beyond zone A.
Rule 2: Nine points in a row fall in zone C or beyond.
Rule 3: Six points in a row are steadily increasing
or decreasing.
Rule 4: Fourteen points in a row are alternating up
and down.
Rule 5: Two out of three points in a row fall in zone
A or beyond.
Rule 6: Four out of five points in a row fall in zone
B or beyond.
Rule 7: Fifteen points in a row fall in zone C.
They can be either above or below the
centerline.
Rule 8: Eight points in a row fall on both sides of
the centerline with none of them falling in
zone C,
To a large degree, Nelson's rules 1, 5 and 6 replicate
AT&T's rules 1, 2 and 3. Nelson has just elaborated
somewhat on the basic AT&T rules.
The method developed by Grant and Leavenworth in their

book, Statistical Quality Control (1980), consists of seven

rules.
Rule 1: A single point falls outside the control

limits.
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Rule 2: Eight points in a row fall between the center
line and one control limit,

Rule 3: Seven successive points are all on the same
side of the centerline.

Rule 4: Ten out of eleven successive points fall on
the same side of the centerline.

Rule 5: Twelve out of fourteen successive points fall
on the same side of the centerline.

Rule 6: Fourteen out of seventeen successive points
fall on the same side of the centerline.

Rule 7: Sixteen out of twenty successive points fall

on the same side of the centerline.
As with Nelson's method, Grant and Leavenworth have
replicated two of the AT&T rules and elaborated on the
rest.,

All of these methods indicate two things; first,
whether there is instability present in a process; and
second, (if care was taken when plotting the control chart)
the specific time of occurrence and operator present at the
time of instability. (It must be remembered, however, that
the cause of the instability has wusually affected more
points than the ones actually marked. It is for this
reason that, when the data is being collected, any changes
made to the process need to be recorded, as well as the
time of occurrence and applicable operation.) Thus, as the
AT&T rules appear to represent the core method for

determining process instability, these rules will be used
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in this research.

2.2.4 Other Unnatural Patterns

In addition to patterns of instability, there are six
other unnatural patterns to be watched for; They are
trends, cycles, mixtures, sudden shifts in level,
stratification and systematic variables. This research is
primarily interested in the analysis and interpretation of

these patterns.

2.2.4.1 Trends. A trend is defined as "continuous

movement up or down; x's on one side of the chart followed
by x's on the other; a long series of points without a
change of direction" (AT&T, 1985). Figure 7 (AT&T, 1985,

p. 30) illustrates two examples of trends.

® ~ ‘ x X
| JaVi

\',. \ / A‘\‘/\/A\/AV v
. Y —

b o

Figure 7, Trend Pattern
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Trends usually result from any cause which gradually works
on the process. Or in other words, the mean of the process
shifts its location gradually in one direction over a
period of time. Trends are relatively easy to identify and
associate with the process., The nature of the cause can be
determined by the type of chart it appears upon. If the
trend appears on the Y-chart, the cause is one which moves
the center of the distribution rather steadily from high to
low or visa versa, If the trend appears on the R chart,
the cause 1is one in which the spread is gradually
increasing or decreasing. Some of the more common causes
of trends are as follows:
X'Chart
(R chart must be in control.)
1., Tool wear.
2, Seasonal effects, including temperature and humid-
ity.

3. Operator fatigue.

4, Increases or decreases in production schedules.

5. Gradual change in standards.

6. Gradual change in the proportion defective in each

lot.
7. Poor maintenance or housekeeping procedures.
R Chart

Increasing trend

1. Dulling of a tool.

2, Various types of mixture.
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3. Something loosening or wearing gradually.

Decreasing trend

1. Gradual improvement in operator technique.

2, Effect of better maintenance program.

3. Effect of process controls in other areas.

4, Product more homogeneous (less affected by mixture),
It should be noted that <care must be taken in the
interpretation of trends. This is due to the fact that it
is easy to imagine trends where none actually exist. To
the untrained eye, the irregular up-and-down fluctuations
that occur in a natural pattern are often mistaken for
trends. This dis one of the primary reasons that trend

analysis so easily lends itself to automation.

2.,2.4,2 Cycles. Cycles are "short trends in the data

which occur in repeated patterns" (AT&T, 1985). An
assignable cause is indicated when the pattern exhibits any
tendency to repeat. This tendency is illustrated by a
series of high portions or peaks interspersed with 1low
portions or troughs. This 1is an indication of an
assignable cause since the majof characteristic of é random
pattern is that it does not repeat. Figure 8 (AT&T, 1985,
p. 162) illustrates a pattern with cycles present.

The phenomenon of <cycles is caused by processing
variables which come and go on a relatively regular basis
such as in shift changes or seasonal conditions. Some of

the more common causes of cycles are as follows:
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X Chart
(R chart must be in control.)

Seasonal effects such as temperature and humidity.
Worn positions or threads on locking devices.
Operator fatigue.
Rotation of people on the job.
Difference between gages used by inspectors.
Difference between day and night shifts.

R Chart
Maintenance schedules.
Operator fatigue,
Wear of tool or die causing excessive play.
Tool in need of sharpening.

Difference between day and night shifts.

A N
VAR AR

Figure 8. Cycle Pattern
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Basically, cycles are identified by determining the time
interval of the cycle peaks (or troughs) and relating them
back to the process. Unless good documentation is done
during the data <collection phase (e.g. noting shift
changes, tool changes, etc.) then identification of the
cycle causes could become rather difficult.

2,2.,4,3 Mixtures., A mixture pattern is identified by

the points tending to fall near the upper and lower control
limits with an absence of normal fluctuation near the

middle. See Figure 9 (AT&T, 1985, p. 169).

Figure 9. Mixture Pattern

A mixture pattern is actually a combination of two
different patterns on the same chart (one centering around
the upper control limit and one centering around the lower
control limit). A mixture ©pattern <can display two

different tendencies. The first tendency is to be stable
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in nature, This occurs when the component distributions in
the mixture maintain the same relative positions and
proportions over a period of time. See Figure 10 (AT&T,

1985, p. 172). In stable mixtures, the causes producing

A~ A A /
AR AAW,

Very few points near the centerline.

Figure 10. Stable Mixture Pattern

stable mixtures, the causes producing the distributions
tend to be permanent in nature. Typical causes which may
produce stable mixtures are as follows:
z Chart
1, Different lots of material in storeroom.
2, Large quantities of piece parts mixed on the line.
3. Differences in test sets or gages.
4, Consistent differences in material, operators, etc.
R Chart

1-3 Same as above,
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4, Frequent drift or jumps in automatic controls.
Stable mixtures usually occur when the product is inspected
at the end of the line instead of during manufacture.

The second tendency is to be unstable in nature. This
occurs when ‘the relative positions of the component
distributions do not remain constant. See Figure 11 (AT&T,

1985, p. 179).

LxAx 3z E
\\ /f\;‘/‘
7

Figure 11, Unstable Mixture Pattern

Some of the more common causes of unstable mixtures
are as follows:

X Chart
(R chart must be in control.)
1. Breakdown in facilities or automatic controls.

2, Overadjustment of the process.
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3. Carelessness in setting controls,
4, Differences in material, operators, etc.
R Chart

1. Two or more materials, machines, operators, etc.

2, Mixture of material.

3. Too much play in a fixture.

4, Operator fatigue.

5. Machine or tools in need of repair.
Unstable mixtures are one of the most common and important
types of patterns. This is because once the causes of
unstable mixtures have been identified and eliminated,
other patterns (which may exist) are much -easier to
interpret., Overall, unstable mixtures are more common than
stable mixtures.

2.2.4.4 Sudden Shifts in Level, A sudden shift in

level is shown by a positive change in one direction which

causes a number of x's to appear on one

side of the chart only. See Figure 12 (AT&T, 1985, p 174).

N, AAa

AR, o
, XY Tx X%

X X

Figure 12, Shift Pattern
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Some of the typical causes of a sudden shift in level
include the following:
X Chart
(R chart must be in control.)
1. Change due to a different kind of material.
2. New operator, inspector, machine, etc.
3. Change in set-up or method.
4, Chipped or broken cutting tool.
5. Damage to fixture.
R Chart
1. Change in motivation of operatof.
2. New operators or equipment.
3. Change due to different material or supplier.
A sudden shift in level is one of the easiest patterns to
interpret on any chart.

2.2.4.5 Stratification. Stratification is a form of

stable mixture which has an wunnatural constancy. A
stratification pattern tends to hug the centérline with
very few deviations. In other words, it does not fluctuate
as one would naturally expect with occasional points
approaching the upper and lower limits. See Figure 13
(AT&T, 1985, p. 173).

Stratification usually shows up more readily on the R
chart than on the X chart. However, the most common causes
for stratification on the X chart are anything that is
capable of <causing mixtures. Most frequently though,

stratification on the X chart is due to an incorrect
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calculation of the control 1limits. As for —causes
associated with the R chart, they are the same causes that

are listed under stable mixtures.

— -
J ; Xxx 2%

Clunge in the degree
of stratification.

Figure 13, Stratification Pattern

2.2.4.6, Systematic Variables. A systematic pattern

is one in which the pattern becomes predictable (for
example, a low point is always followed by a high point or
visa versa). The most common appearance of a systematic
pattern can be seen in Figure 14 (AT&T, 1985, p. 176).

A systematic pattern indicates the presence of a
systematic variable. Some of the more common causes of
systematic variables are as follows:

X Chart

1. Difference between shifts,

2. Difference between test sets.
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3. Difference between assembly lines where product is
sampled in rotation.
4, Systematic manner of dividing the data.
R Chart

1. This effect is generally due to a systematic manner

of dividing the data.

N

N 1&& AN A /A\ A /\
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Figure 14, Systematic Pattern

2.2.4.7 Summary. These are just six of the more

common unnatural control chart patterns. These six were
chosen because they are the ones most likely to occur in a
given situation. Since these six patterns illustrate the
need for "expert analysis", an artificial intelligence

system will be developed to interpret these six patterns.

2.3 Artificial Intelligence

Artificial intelligence (AI) is "the subfield of
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computer science concerned with the use of computers in
tasks that are normally considered to require knowledge,
perception, reasoning, learning, understanding and similar
cognitive abilities" (Duda, 1981). Research in artificial
intelligence began back in the 1950's, but was severely
hindered by the 1limited processing capabilities of the
available computers. With the tremendous advances in
computer technology, artificial intelligence has become a
major interest in present day research. ATl research is
currently being done in many areas, including machine
vision, natural language processing, voice synthesis, voice
recognition and pattern recognition. It is in the area of
pattern recognition that AI will be most applicable in this
research. But first, a .brief overview of artificial
intelligence is needed.

2.3.1 Components and Applications of
Artificial Intelligence

There are four basic components of artificial
intelligence. They are as follows:

1. Heuristic search.

2, Modeling and representation of knowledge.

3. Common sense reasoning and logic.

4, AI languages and tools.

From the very beginning, researchers in AI were
interested in devising programs that would search for

solutions to problems. As the problems increased in
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complexity, so did the search algorithms, Therefore, a
means of narrowing down the number of alternatives to
search through was needed. Thus, heuristics were applied.
Heuristics, as applied to AI, are rules of thumb (empirical
rules) which are used to direct the searching techniques in
such a way that any unpromising paths are eliminated from
the search. This results 1in speeding up the search
process.

As AI research progressed, it was discovered that
intelligent behavior was not so much due to the methods of
reasoning used as it was dependent wupon the available
knowledge base., Therefore, when substantial knowledge was
needed when addressing a particular problem, methods were
needed to model this knowledge efficiently so that it was
readily accessible., It is for this reason that this is one
of the most active areas of research in AI.

Common sense reasoning is fundamental reasoning based
on a wealth of experience., It is for this reason that it
is one of the most difficult things to model in a computer.
It is also a key research issue that‘as yet has not been
completely solved. Likewise, logic is of relative
interest, Logic is how something is deduced from a set of
facts or how we prove that a conclusion follows from a
given set of premises, It is also a topic with no final
solution, but through the wuse of heuristics, solution
convergence is now more readily accomplished.

Due to this increased research in AI, specific AI
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programming languages have been developed. The two main
languages are LISP (List Processing Language) and PROLOG
(Programming in Logic). It is through the utilization of
these languages that other software tools have been
developed for expressing knowledge, formulating expert
systems and providing basic programming aids.

Based upon these basic elements, there are four
principle AI application areas. They are natural language
processing, computer vision, problem solving and planning
and expert systems. Natural 1language ©processing 1is
concerned with natural language front ends to computer
programs, computer-based speech wunderstanding and text
understanding. Computer vision is concerned with enabling
a computer to identify (or understand) what it sees and/or
locate what it is 1looking for. Problem solving and
planning 1is concerned with developing general-purpose
problem solving techniques for situations in which there
are no experts. Expert systems is concerned with making a
computer act as if it were an expert in some given domain.
It is the area of expert systems which can best be used to

perform the pattern analyses on the control charts,

2.3.2 Knowledge-Based Expert Systems

Edward Feigenbaum (Feigenbaum, 1982) describes an
expert system as follows:
An "expert system" is an intelligent computer

program that |uses knowledge and inference
procedures to solve problems that are difficult
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enough to require significant human expertise
for their solution. The knowledge necessary to
perform at such a 1level, plus the inference
procedures wused, can be thought of as a model
of the expertise of the best practitioners of
the field. The knowledge of an expert system
consists of facts and heuristics. The '"facts"
constitute a body of information that is widely
shared, publicly available, and generally agreed
upon by experts in a field. The "heuristics"
are mostly private, 1little-discussed rules of
good judgment (rules of plausible reasoning,

rules of good guessing) that characterize
expert-level decision making in the field. The
performance level of an expert system 1is

primarily a function of the size and quality
of the knowledge base that it possesses,

In short, it is desired to develop a computer program which
will function like a human expert. Therefore, it must be
able to do things that human experts commonly do.

A knowledge-based expert system is made up of (1) the
knowledge base; (2) the inference engine; (3) the user
interface, and; (4) the data base (see Figure 15). The
knowledge base is made up of facts which describe the state
of the "world" and rules which specify the relationships
among the facts., The inference engine is the search
control mechanisms used in solving the problem. The user
interface connects the user to the inference engine for
formulating a problem and supplying data as needed. The
data base is the working memory of the system. In order to
build this system, the following development scheme
(Gevarter, 1985) should be followed.

1. Problem identification.

2. Location of knowledge.

3. Knowledge acquisition.
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4. Knowledge base construction.
5., Design of the inference engine.
6. Construction of the system.
Steps 1-3 were developed in the first part of this chapter.

Steps 4-6 are the main thrust of this research effort.
2.4 Pattern Recognition

We utilize pattern recognition every moment of our
waking lives, We recognize objects around us and thus we
can move or act in relation to them. We recognize friends
and can understand what they say to us. We <can also
recognize the voice of a known individual. These are just
a few of the abilities which illustrate the human being's
superior pattern recognition capabilities. This capability
led to the desire to develop devices which were capable of
performing a given recognition task for a specific
application, Therefore pattern recognition can be defined

as "the categorization of input data into identifiable
classes via the -extraction of significant features or
attributes of the data from a background of irrelevant
details" (Gonzalez and Thomason, 1978). Thus the problem
can be broken down into the following three steps.

1. Data acquisition.

2. Pattern analysis.

3. Pattern classification.

Data acquisition is concerned with converting the data into



36

a form which is acceptable to the machine doing the
analysis. Pattern analysis 1is concerned with organizing
the data into a more efficient form (e.g. determining a
pattern class). Pattern classification is concerned with
characterizing and defining the pattern. All of this is

kept in mind when designing a pattern recognition systenm.

2,4,1 Design Concepts

There are three Dbasic design concepts which are
routinely applied to the pattern recognition problem. They
are the membership-roster concept, the common-property
concept, and the clustering concept (Tou and Gonzalez,
1974), Membership-roster design concept characterizes a
pattern class (a set of patterns that share some common
properties) by template matching. This is done by storing
a set of patterns belonging to the same pattern class in
the pattern recognition system. Then when an unknown
pattern 1is given to the system, it is compared with the
stored patterns one by one. The pattern recognition system
classifies this new pattern as a member of a pattern class
if it matches one of the stored patterns belonging to that
pattern class., This is a fairly simplistic approach and is
really only useful when almost perfect pattern samples are
available.

The common-property design concept characterizes a

pattern class through detecting and processing on similar
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features. The primary assumption here is that all the
patterns belonging to the same pattern class possess
certain common properties or attributes. This is done by
storing the common properties of a pattern class in the
pattern recognition system. Then when an unknown pattern
is given to the system, its major features are extracted
and compared to the stored features, The recognition
scheme will attempt to <classify the new pattern as
belonging to the pattern <class with the most closely
similar features. The only difficult thing din this
approach is determining the common properties from a finite
set of sample patterns known to belong to a certain pattern
class.

The clustering design concept characterizes a pattern
class by defining the pattern as vectors whose components
are real numbers and then determining its clustering
properties in the pattern space. This concept is based on
the relative geometric arrangement of the various pattern
clusters. If the clusters are far apart, the recognition
process 1is fairly simple and can be based on a minimum
distance <classifier. If the clusters overlap, the
recognition process is much more complicated and
partitioning techniques are needed. Therefore, of all the
design concepts, this one is the most difficult.

2.4,2 Existing Methodologies for Implementing
the Design Concept

The above mentioned design concepts can be implemented
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using one of the three principal methodologies: heuristic,
mathematical and syntactic, or some hybrid combination of
the three.

The heuristic approach is based upon human experience
and intuition. It is® used primarily in the membership-
roster and common-property design concepts. There are no
general principles for this approach since a heuristic
system consists of specialized procedures developed for
specialized recognition tasks., In other words, the
structure of a heuristic system is definitely unique to the
problem and can be developed only by experienced system
designers.

The mathematical approach is based on classification
rules which are derived and formulated in a mathematical
framework. It is used primarily in the common-property and
clustering design concepts. The mathematical approach can
be broken down into two categories: deterministic and
statistical.

The deterministic approach was one of the first
approaches developed for pattern recognition. It is based
on a mathematical framework which does not make any
assumptions concerning the statistical properties of the
pattern classes. Two of the basic deterministic approaches
are the Perceptron algorithm and the Least-Mean-Square-
Error algorithm. The Perceptron algorithm was the first

algorithm developed for pattern recognition. Its basic
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concept is one of reward and punishment. In simple terms,
suppose there were two pattern classes W1 and W2 where each
class had a wunique set of attributes. An arbitrary
weighting factor would be assigned to either W1 or W2, A
test would be made on the first attribute of the unknown
sample., If the attribute tested fit into the pattern class
with the weight factor, the weight factor would remain
unchanged and the next attribute would be tested. If the
attribute tested did not fit into the pattern class with
the weight factor, a punishment would be levied against the
weight factor (it would be reduced). This algorithm
converges when a weight vector classifies all patterns
correctly. This algorithm is only applicable when the
pattern classes have no common elements, If there is
commonality, the Least-Mean-Square-Error algorithm could be
used., This method also compares the unknown attributes of
the pattern class with stored reference sets. But instead
of re-weighting the weight vector, an estimate of the error
difference is made. When all the tests are made, a
selection is made based upon the "least mean square error".
This permits convergence in a relatively short time,.

The statistical approach naturally followed from the
deterministic approach. This approach Autilizes the
statistical properties of the pattern classes. For the
most part the design of statistical pattern classifiers is

based on the Bayes classification rule. Simply put, the
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Bayes decision function minimizes the average cost of
misclassification in addition to finding the 1lowest
probability of error. Therefore, the statistical approach
is similar to the Perceptron approach in that it sets up as
a test of hypothesis whether a given pattern "belongs" to
some set pattern class. Its primary premise is that the
competing hypotheses are mutually -exclusive which is
usually not the case. Therefore, the statistical approach
is primarily useful in setting up abstract guidelines for
designing pattern classifiers.,

Due to the inability of the statistical approach to
handle structural information, the syntactic approach was
developed. The syntactic approach characterizes patterns
by its primitive elements (subpatterns). This approach is
used in the common-property design concept. Its basic
premise is that "a pattern can be described by a
hierarchical structure of subpatterns analogous to the
syntactic structure of languages" (Tou and Gonzalez, 1974),
In this approach, subpatterns are defined. The test
pattern is fitted with a group of subpatterns to form a
whole pattern which is then analyzed. This approach is
most useful when a pattern cannot be easily described
numerically or the pattern is so complex that specific
features cannot be identified.

The hybrid approach is one which is currently gaining

a lot of attention. All this approach does is use some
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combination of the above mentioned approaches (e.g. a

syntactic-heuristic approach).

2.4.3 Approach in this Research

Pattern recognition techniques have been recently
applied to a variety of systems such as vision systems for
robotics. For the most part they have applied the
membership-roster concept (template matching) and the
common-property concept. The nature of this research
precludes the template matching approach (e.g. the degree
of trend will not be uniform from pattern to pattern). The
best approach would be to use the common-property
technique, but in a form ‘that utilizes heuristics
(representing the expert's decision process) rather that
the more rigorous mathematical forms found in other fields.
An expert system will be developed which will incorporate

the heuristics in special algorithms.
2.5 Summary

Since there has not been any documented work done in
the area of pattern analysis of control charts using
artificial intelligence, this chapter has reviewed the
nature and causes of unnatural patterns. It has also
introduced the <concept and components of artificial
intelligence and knowledge-based expert systems. It has
provided a 1look at the existing methodologies used in

pattern recognition.



CHAPTER III

PATTERN GENERATOR AND GRAPHICS DEVELOPMENT

The initial phase consisted of developing (1) six
pattern generators and (2) a graphics package. The pattern
generators were needed to emulate the six unnatural control
chart patterns of interest. They are shift, trend, cycle,
systematic, mixture and stratification. The graphics
package would take the data provided by the pattern
generator and draw the corresponding control chart. In
addition, the graphics package would analyze the data and
identify out-of-control points with x's according to the

AT&T run rules discussed in Chapter 2.

3.1 Development Of A Process Generator

For the purpose of demonstration, it was decided that
the X control <chart would be wused. Throughout the
remainder of this research, it will be assumed that the R
chart is in-control thus permitting complete analysis of
the X chart. With this in mind, it was necessary to
develop a process generator for normally distributed data
for the pattern generator since the underlying distribution
- of the X chart is normal. With most computer languages,

the process generator is designed for uniformly distributed

42
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data. Therefore, a conversion must be made. It is known
that a chi-square distribution with two degrees of freedom
has the following probability density function.
-y/2
1/2 e y >0
f(y) =

elsewhere

The cumulative density function was found as follows.

y -y/2
1/2 e dy
0

F(y)

"
it
|
o
™
o

0 elsewhere
If R represents a uniform random number on the unit
interval, then:

-y/2
R=F(y)=1-c¢e .

Solving this equation for y, results in the necessary

formula for the chi-square random deviate.

-y/2
e =1 -R

Since R is uniformly distributed between 1 and 0, then so
is 1 - R. Thus, 1 - R can be replaced by R for

convenience.

-y/2
e = R

-y/2 = 1n R

y=—211’1R (1)
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Therefore, equation 1 represents a process generator for
chi-square data with two degrees of freedom using a uniform
random number.

It is known that a chi-square value with two degrees
of freedom is equal to the sum of two independent chi-
square values each with one degree of freedom. It is also
known that a chi-square value with one degree of freedom is
equal to the square of a standard normal variable, If Z1
and Z2 represent two standard normal variables, equation 1

can be written as:

2 2
y =21 +22 =-21n R . (2)

Equation 2 can now be solved to find the equations for the
standard normal deviates. Using standard trignometric

identities, equation 2 becomes:

2 2 2 2
Z1 + Z2 = -2 1n Rl [cos (2 m R2) + sin (2 nm R2)] (3)

Note that R1 and R2 represent two different values of the

uniform random deviate. Further manipulation results in:

2 2 1/2 2
Zl + 22 = [(-2 1n R1) cos(2nR2)] +
1/2 2
[(-2 1n R1l) sin(2n R2)]
so that
1/2
Z1l = (-2 1n R1) cos (2 n R2) (4)
1/2
Z2 = (-2 1n R1) sin (2 0 R2) (5)

Equations 4 and 5 represent process generators for standard

normal data using a uniform random number. Since either or
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both equation 4 or 5 can be used successfully, equation 4

was chosen for use in the following pattern generators.

3.2 Pattern Generators

In order to acquire sufficient data for evaluating the
pattern recognition capabilities of the expert system,
reliable pattern generators were needed for each of the
unnatural patterns under study. Development of each
pattern generator required knowledge of the wunderlying
causes for each particular pattern. Since the causes
differ for each desired pattern, each one will be discussed

separately,

3.2.1 Definition of Variables

For ease of reference, the following nomenclature was
used to develop the required pattern generators.
y(t)

H = mean of y when the ©process is in a state of
statistical control.

plotted statistic of interest at time t.

O = standard deviation of y when the process is
in a state of statistical control.

O = a multiple of O which corresponds to the shift
in the process mean during the out-of-
control condition. This variable is wused in
the shift,  mixture, systematic and cycle
generators,

© = a multiple of ¢ which corresponds to the slope
of the process during the out-of-control
condition, This variable is used in the trend
generator.

Y = a multiple of O which corresponds to the new
process standard deviation during the out-
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of-control condition. This variable is used in
the stratification generator.

T = the period of the sinusoidal cycle. This
variable is used in the cycle generator.

NRD(t) standard normal random deviate at time t.

3.2.2 In-Control Generator

As discussed in Chapter 1, the data to be analyzed
must first be in-control for a brief period of time, then
out-of-control and finally back in-control. Therefore, a
generator for in-control normal data was desired. Given
that the mean and standard deviation of the in-control
process was known, then an in-control pattern was generated
from

y(t) = H+ NRD(t)o (6)
Equation 6 was wused in conjunction with the following
unnatural pattern generators for development of the

composite pattern required for analysis.

3.2.3 Shift Generator

A sudden shift in level is caused by an unexpected
introduction of a new element or cause to the process.
This new element causes the process center of the
- distribution to move to a new level (Figure 16). Once the
shift has occurred, the new element no longer acts upon the
process thus allowing the process to establish itself about

the new level.
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e
VARSAR

Figure 16. Sudden Shift in Level with Corresponding
Distribution

Therefore, the generation of a shift in level was expressed
by:

y(t) = ( M+ 00 ) + NRD(t)O (7)
Thus, equation 7 exhibited the same variation about the

shifted mean as equation 6 exhibited about the in-control
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mean. For this study, O was allowed to vary from 0.5 to
3.0 in increments of 0.5. It was felt that this range of
values would provide a wide variety of data for the system

to analyze.

3.2.4 Trend Generator

A trend is caused by something affecting the process
gradually over a period of time. The total distribution
when a trend is present is flat-topped and wider than would

normally be expected (Figure 17).

\/\f(/%‘ )
V\ )

Figure 17. Trend With Actual Distributions
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In the case of the trend, each successive data point is
being shifted from the in-control process population mean,
M. If each successive shift beginning at time ty is
defined as some multiple, & , of the in-control process
population standard deviation, O , then the generation of a
trend can be expressed by:

y(t) = ( B + B (t-ty) o ) + NRD(t)oO (8)
Equation 8 established the in-control population variation
about the trend line. For this study, © was allowed to

vary from 0.05 to 0.25 in increments of 0.05.

3.2,5 Stratification Generator

Stratification is caused by some element of the
process being consistently spread across the sample. It
usually results when the samples are taken from widely

different distributions (Figure 18) thus causing the

RESULTING SAMPLE DISTRIBUTIONS
DISTRIBUTION

Figure 18, Distributions Associated with Process Samples
Taken from 4 Different Processes
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expected control 1limits to be wider than they actually

should be (Figure 19).

AN A A AN //\ X
A4 A4 \/

Figure 19, Stratification with Expected Distribution

This situation causes the data to appear to hug the mean of
the process with very few large deviations. Let the
deviation about the process mean during stratification be a
fractional multiple of the regular in-control process
population standard deviation. The stratification
generator can then be expressed by:

y(t) = p+ 0 [NRD(t) o ] (9)
Equation 9 &established a reduced variation about the
process mean. For this study, O was allowed to range from

0.2 to 0.8 in increments of 0.2.
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3.2.6 Mixture Generator

A mixture pattern is caused by combining two different
patterns on the same chart where one pattern has a
distribution mean located above the population mean and the
other below. With this pattern, it appears that the
process fluctuates at random uniformly from one

distribution to the other (Figure 20). Let € = 0 if the

G

ayEn

Figure 20. Mixture with Associated Distributions
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uniform random variable is less than or equal to 0.5 and
€= 1 if it is greater than 0.5. With this definition,
the mixture generator can be expressed as:

y(t) = ( M+ (-1)° d G ) + NRD(t)O (10)
Equation 10 wuniformly and randomly established the in-
control process variation about the centerlines of the two
mixture distributions. The 1locations of the mixture
distributions were shifted symmetrically from the process
as a multiple of the in-control process population standard
deviation. For this study ¢ , was allowed to vary from 0.5

to 3.0 in increments of 0.5.

3.2.7 Systematic Generator

This pattern is caused by the presence of a systematic
variable in either the process, data or data analysis. For
all practical purposes, it behaves as if a sample is taken
alternately from two separate distributions, where one
distributions mean is located above the population mean and
the other below (Figure 21). Let the 1location of the
centerline of the two distributions be a multiple of the
in-control process population standard deviation. The
systematic generator can be expressed by:

t .
y(t) = (M + (-1) O o) + NRD(t)oO (11)

Equation 11 alternately establishes the in-control process
variation about the centerlines of the two sample

distributions. For this study, 0 was allowed to vary from
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0.5 to 3.0 in increments of 0.5.

Figure 21. Systematic with Associated Distributions

3.2.8 Cycle Generator

Cycles are short trends that occur in repeated
patterns. For all practical purposes, the pattern follows
a sinusoidal shape (Figure 22). Let the amplitude of the
cycle of period T beginning at time t, be a multiple of the
in-control process population standard deviation. The

cycle generator can be expressed by:
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2 n (t—to )
y(t) = (U +0 ¢ sin T + NRD(t)o (12)

Equation 12 established the in-control process variation
about the sinusoidal cycle. For this study, O was allowed
to vary from 0.5 to 3.0 in increments of 0.5 for T values

of 4, 8 and 12.

ANV

Figure 22. Cycle with Expected Distribution

3.3 Graphics Package

Once data was available either from the computer
generators or from collected data, a plot was needed. The
graphics package developed in this research plotted the
points provided, just as one would do by hand with the

upper and lower control limits hashed in. Once the plot



had been completed, the AT&T run rules were applied with
the x's being marked as discussed in Chapter 2. Figure 23

illustrates a systematic pattern with the x's marked.

3.4 Logic Chart

The gross logic chart for the pattern generator and

graphics package is illustrated in Figure 24,
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SELECT DATA ENTRY TYPE

1. BY HaND
2. COMPUTER GENERATED

1 \L 2

\lg hY
SELECT MANUAL DATA ENTRY SELECT PATTERN DESIRED
. BY POINT 1. TREND
2. BY NEAN AND RANGE 2, CYCLE
| 3. MIXTURE
{ \L 2 1. SHIFT
5. SYSTEMATIC
Al sle 4. STRATIFICATION
POINT MEAN AND RANGE 7. NORMAL
I, ENTER NUNBER | |1. ENTER NUNBER
OF SANPLE SETS OF SAMPLE SETS
2. ENTER SANPLE | |2. ENTER SAMPLE
SUBGRAUP SIZE SUBGROUP SIZE
1. ENTER EACH 3. ENTER HEAN AND
DATA POINT RANGE OF EACH
SANPLE SET \
BENERATE DESIRED
PATTERN

CALCULATE CENTERLINE
AND CONTROL LINMITS

DRAW CHART

PLOT ATLT RUN
RULE x’S

Figure 24. Gross Logic Chart for Pattern
Generator and Graphics Package



CHAPTER IV
KNOWLEDGE BASED EXPERT SYSTEM

A knowledge based expert system "is a computer program
that wuses knowledge and inference procedures to solve
problems that are difficult enough to require significant
human expertise for their solution" (Andriole, 1985). The
knowledge and inference procedures used to accomplish this
task are considered to be models of the practices and
abilities practitioners in that field commonly use. A
knowledge based expert system has three major components.
They are (1) the knowledge base; (2) the inference engine;
and (3) the data base. The development of the data base
was presented in Chapter 3. The next steps consist of the
construction of the knowledge base and the design of the

inference engine.
4.1 Knowledge Base

The knowledge base <contains the problem-specific
knowledge acquired from the "experts". In this research,
it consisted of knowledge of traits or behavioral patterns
specific to each wunnatural pattern of interest. This
knowledge was attained through obser?ation of patterms and

preliminary testing of how basic variables such as the mean

58
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and the variance behave.

An initial test was designed to attempt to establish
some of the more basic characteristics of the unnatural
patterns under study. For this initial test, a few basic
assumptions had to be made. First, since the research was
focusing on monitoring charts, the mean and variance of the
in-control (or desired) process were known. Second, only
one unnatural pattern would ever be present in a particular
data set. Third, the analysis package would have no
knowledge of the actual 1location (beginning and ending
points) of the unnatural pattern. Fourth, the entire data
set would consist of an in-control process followed by an
out-of-control process followed by another in-control
process. The desired mean and desired variances used for
testing would be the population mean and population
variance of the in-control process, With these
assumptions, a three part test was developed.

The first test set a 95 percent confidence limit on
the population mean of the entire data set. It then
calculated the sample mean of this data set and tested to
see if this mean fell inside or outside of the expected
limits,

The second test set an 80 percent confidence limit on
the population variance of the entire data set. It then
calculated the sample vafiance of this data set and tested
to see if this variance fell within the expected limits or

not. The confidence limit percentages for both the mean
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and variance tests were obtained through an iterative
process to provide a reasonable degree of discrimination.

The third test recorded the point at which the first
AT&T x was marked and determined what particular rule
caused that point to be marked. It also recorded the last
point at which an x was marked. This test was included to
see whether or not a pattern or sets of patterns could be
recognized simply from the rule marking the first AT&T x.

The results of these tests can be found in Appendix A.
From these results, four major conclusions were formulated.
First, on the basis of the entire data set, the presence of
a trend or a shift was consistently indicated by a
significant change in the mean. All of the other patterns
had means that remained within 1limits. Second, no
conclusion or separation of patterns could be made on a
significant change in the variance of the entire data set
since there appeared to be no consistent pattern. Third,
no conclusion could be made as to the type of pattern that
existed based upon the AT&T run rule which identified phe
first sample point marked., Finally, the last point marked
was reasonably accurate for identifying the true ending
point of the unnatural pattern when the run length of the
pattern was 45 points, but not very accurate at identifying
the starting point. Nevertheless, the first and last
points marked would provide a reasonable beginning point
for identifying the location of the unnatural pattern.

At this point, two facts were established as the
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foundation of the knowledge base.

1. Confidence limits could be placed on the population
mean of the entire data set. If the sample mean
fell outside of these 1limits, then there was
evidence that either a trend or a shift was present
in the data set,

2. The first and last AT&T x's marked would be used to
set initial bounds on the location of the unnatural
pattern.

The second fact provided the ability to further develop the
knowledge base. Even though the test of variances on the
entire data set was unable to provide dependable
identification of patterns, it was found through
observation and underlying theory, that if the location of
the unnatural pattern were known, the variance test would
provide additional help in pattern recognition and
separation. Therefore, all of the remaining tests were
performed on only that data enclosed by the first and last
AT&T x's marked. For ease of reference, this data will be
henceforth referred +to as the out-of-control window.
Through study of pattern behavior and underlying
distribution theory of each pattern, the knowledge base was
completed and can be most easily understood by referring to
the decision tree shown in Figure 25,

As can be seen, six additional facts were added to the

knowledge base. !

1, Once trend and shift had been isolated as the most
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Figure 25. Knowledge Base Decision Tree
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likely existing pattern, a test would be performed
to determine whether a slope existed in the out-of-
control window or not. If a slope did exist, then
there was evidence that a trend was present. If a
slope did not exist, then a shift was indicated.

With trend and shift eliminated as viable possi-
bilities, a test was performed to separate an in-
control process from the remaining unnatural
patterns under study. A test would be performed to
see 1if the variance in the out-of-control window
was significantly different from the expected
variance. If it was, then there was evidence that
either a stratification, systematic, cycle or
mixture pattern was present in the data.
Otherwise, all of the ©possibilities had ©been
eliminated and the data would then, for all
practical purposes, be considered to be in-control.
If the variance was significant, then a count would
be taken of the number of points within the out-of-
control window that fell within plus or minus one
in-control process standard deviation. From normal
probability theory, only 68.27 percent of the data
points should £fall within these 1limits. If
significantly more than this percentage was
present, then there was evidence that a
stratification pattern existed since its process

standard deviation would be less than that of the
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in-control process. Otherwise, either a systematic
cycle or mixture pattern was present.

4, A test would be performed to determine if a contin-
uous up/down pattern existed in the data of the
out-of-control window. If such a pattern did
exist, then there was evidence that the pattern was
systematic, Otherwise, the pattern was either a
cycle or mixture.

5. A test would then be done to determine if there was
evidence of a cyclic pattern in the out-of-control
window.

6. If the data did not have a cyclic nature, then the
pattern was considered to be a mixture.

These facts made up the basic knowledge base from which the

inference engine was to be designed.

4,2 Inference Engine

The inference engine was the control mechanism for
branching through the knowledge base decision tree. The
control mechanism would utilize such things as heuristics,
analytical procedures, plausible reasoning and general
rules of thumb to arrive at a solution.

Various heuristic parameters had to be determined.
These parameters fell into three categories. The first
category was that of sample sizes needed for various test
windows. Second, discriminating alpha values were needed

for a variety of hypothesis tests. Third, various
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discriminating probabilities were needed for the decision
test procedures developed from the underlying unnatural
pattern theory. The 1logic wused to determine feasible
values for these heuristic parameters are consistent within
each of the three defined categories and can best be
understood through illustration. Therefore, the logic used
will be explained via an example from each category.

The first category was sample sizes for test windows.
In general, a sample size was needed that allowed for a
reasonably small alpha value. The sample size also needed
to be fairly close to the smallest out-of-control window
size used which in this research was five. Therefore, the
starting point was an alpha value of 0.05 and a sample éize
of five. The example of determining the sample size and
alpha value used in the variance test will best illustrate
the logic of selection. This test determined the out-of-
control window size by performing a test on whether the
variance within the moving sample was greater than the
population variance. For this test, it was decided that
the alpha value of 0.05 would be held constant. Therefore,
the sample size had to be adjusted accordingly. Using
iterative testing for out-of-control run lengths of 5 and
45, samples sizes from five to eight were tested. Sample
sizes of five and six caused the test variance limit to be
too tight, thus causing the test to consistently identify
too large of a window for the out-of-control window. A

sample size of eight caused the test variance 1limit to be
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too loose, which often caused the test to miss finding the
out-of-control condition. A sample size of seven generally
eliminated the problem which occurred in the sample size of
eight and modified the problem existing in smaller sample
sizes to an acceptable level. This acceptable level was
determined through an wunderstanding of the wunderlying
theory of the unnatural patterns of interest and the chi-
square distribution and tests,. Therefore, for this
particular test an alpha value of 0.05 and sample size of
seven were found to ©provide an acceptable 1level of
discrimination. Through an iterative process such as this,
the remaining sample sizes were determined.

The second category was the alpha test values which
were used throughout the expert system. As illustrated in
the above example, the value of alpha was initially set at
0.05. For the tests involving the F and Student t
distributions, an even smaller value was generally
appropriate. However, for the tests involving the chi-
square distribution, a larger value wusually had to be
found. For ’example, it was desired to set confidence
limits on the population variance and see if the sample
variance fell within these limits. Low alpha values caused
the test 1limits to be too wide and change in variance was
often not identified. Therefore, various alpha values were
tested against the four unnatural patterns which exhibit a
change in variance (cycle, mixture, systematic and

stratification) for both short and long out-of-control run
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lengths. After several iterations, an alpha value of 0.2
was found to be the smallest value that could be used to
accurately identify a change in variance when it truly
existed. Through a process such as this, the remaining
alpha values were determined.

The third category was the discriminating
probabilities wused in the test sequences which were
specifically designed for this research. For example, a

test was needed to isolate stratification from the other

change in variance patterns (cycle, mixture and
systematic). Therefore, a special test had to be
developed. By studying the wunderlying distributions

associated with these four patterns, it was found that
stratification would have a variance 1less than thé
population variance while the other three would have a
variance greater than the population variance. An initial
separation was made using a chi-square test to determine if
the variance within the identified out-of-control window
was less than the population variance. If it was, a final
test was needed to determine if stratification truly
existed. Therefore, from normal distribution theory, it
was known that if no unnatural pattern was present (the
process was in-control), one would theoretically expect
68.27 percent of the sample points to fall within plus or
minus one population standard deviation. If stratification
was present, a greater percentage of points would be

expected within these limits. The question was, what value
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would accurately indicate that a stratification pattern
existed? Various percentage levels were tested again using
short and long out-of-control run 1lengths. A value of 75
percent was found to accurately discriminate in identifying
the correct pattern. In a similar manner, the other
discriminating probabilities were determined.
As has been illustrated, the choice of the heuristic
parameters was made using iterative testing with the final
decisions being made based upon an understanding of the
associated underlying theories and the designer's
experience., With a general understanding of how the
heuristic parameters were determined, development of the
inference engine can now be discussed.
The inference engine designed for this research can
best be understood by stepping through the -engine's
flowchart which is shown in Figure 26.
I. The pattern generator and graphics package provided
a control chart with the x's marked. The visual
display was provided solely for the user's benefit
so that the user had a physical representation of
the situation under investigation.

II. The first and last AT&T x's marked were set as
variables for use by the expert system. The first
x marked was set equal to B and NB. The last x
marked was set equal to F and NF,. B and F were
used as update variables; NB and NF were used as

reference variables to be used in the final stages
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Figure 26. Inference Engine Flowchart
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of. the system. Therefore, the out-of-control
window was initially bounded by B and F.

The out-of-control window was possibly modified by
looking for clusters of x's. If two or more
consecutive points were marked, then they remained
within the defined window. However, if an outlier
existed, then it was omitted from the window. This
resulted in a possible reduction in the size of the
out-of-control window. In addition to B and F
being wupdated, these new beginning and ending
points of the out-of-control window were set to MB
and MF, respectively. This procedure was performed
to provide a tighter, hopefully more accurate
estimation of the 1location of the unnatural
pattern.

As described in the knowledge base decision tree, a
test on the mean would be performed to separate
trend and shift from the rest of the possible
patterns., Through various iterations and changes,
it was found that a test of the mean of the entire
data set would not provide the most useful
information. Instead, it was found that valuable
information was obtained by using a moving sample
of five throughout the data set. This meant that a
sample of five points was taken starting with the
first five; the mean was determined and tested for

significance; the first point was truncated and the
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next point in the series added to make a new sample
of five. This process continued until the entire
data set had been tested.
The test performed was a basic hypothesis test

on the mean.

Ho: M=Ho

Hi: u# Ho
where Ho was the known, population mean of the
process., This test procedure used Z, as its test
statistic, where

X -Ho
Zog= O/NM

X was the calculated mean of the sample set, n was
the moving sample size and O© was the known, pop-
ulation standard deviation of the process. It
follows that the distribution of Z, is N(0,1). The
mean was found to be significantly different if
P(Z>IZo]) < d . After several trials, it was found
that an alpha of 0.1 provided the best discrim-
ination for reliable results.

The first time a significant mean was found in
a moving sample, two things were done. First, the
beginning point of the out-of-control window was
set to the position of the first point in that
moving sample plus two. Second, the ending point

of the out-of-control window was set to the

position of the 1last, or fifth, point in that
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moving sample, The next sample was then tested.
If the sample means remained significant, the
ending point of the out-of-control window was
updated to be equal to the last point in that
moving sample minus one, (The plus two and minus
one were done to compensate for the averaging being
done with a sample of five.) As soon as a mean was
found to be insignificant, then it was found that
the wunnatural pattern had most probably ended.
Therefore, this process had, independent of the
results of steps II and III, established initial
bounds for the out-of-control window.

These bounds were then modified to reflect the
most accurate estimate of the beginning and ending
points of the unnatural pattern. This modification
had two major components, First, if the moving
sample mean test did not find any significant
means, then the bounds found in step III had to be
used. If B=0 and F=0, then the process went to
step V. Otherwise, B was adjusted based upon what
rule caused that point to be marked. (Recall that
B and F were set in II as the first and last points
marked according to the AT&T run rules.) This
ad justment was as follows. If rule one caused the
point to be marked, then B was left alone. IF rule
two was the cause, B was set equal to B-1. If rule

three was the cause, B was set equal to B-3. If
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rule four was the cause, B was set equal to B-7.
These adjustments were made based on the fact that
the AT&T rules mark the last point in a series and
the expert system required the beginning point.
Second, if significant means had been found, then
the beginning and ending points found using the
moving sample mean test were compared to those
found in step III. If they were outside of those
set in step III, then B and F were changed to these
new values.

The sample mean of the entire data set was calcul-
ated. If the sample mean was greater than the
population mean, then the flag SL was set equal to
1.

The size of the out-of-control window was found
from the revised bounds. If the size was one or
zero, then the system went to V since a window size
of at least two was needed for the upcoming slope
test,

The sample mean and the slope of the data within
the out-of-control window were calculated.

A test was done to see if the sign of the slope
matched the sign of the deviation of the sample
mean from the éopulation mean (X-H ). In other
words, if the slope was positive (negative) and
SL=1 (SL=0) then the system would proceed to step

IV.6, otherwise, it would skip to step IV.7. The
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logic behind this test resided in the fact that if
a positive trend existed (slope>0), then the sample
mean of the entire data set would be greater than
or equal to the population mean of the process
(SL=1) and visa versa.

A test was then performed to determine whether or
not the slope was significant. The test performed

was as follows.

The test statistic wused to evaluate the null
hypothesis was Fg,where

MSR
F = MSE

0
where MSR was the mean square error due to
regression and MSE was the residual mean square
error, It follows that Fy is distributed as the F
distribution with 1 and n-2 degrees of freedom.
Therefore, Hywould be rejected if P(F45 >F)<a .
Failing to reject Hgy indicated that there was no
evidence of a slope in the data of the out-of-
control window. For this test, n represented the
size of the out-of-control window and an alpha
value of 0.1 was found to provide the best
discrimination.

If Hy was rejected then there was evidence

that a trend existed. In this case, TFLAG was set
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equal to 1 and the system proceeded to step V.
A test was performed to determine if the sample
mean within the out-of-control window was
significantly different from the population mean.
The same hypothesis test that was used in step IV.1
was wused here. The only difference was that n
represented the number of data points in the out-
of-control window and alpha was 0.05. If the
sample mean was found to be significant, SFLAG was
set to 1.
Confidence 1limits were ©placed on the variance of
the entire data set. These limits were
2 2
n-1)S 2 n-1)S
2 L O < 2

xa/z,n-l - Xl-a/z,n-l

2
where S was the population variance, n was the

number of sample points in the entire data set and
alpha was 0.2, If the sample variance of the
entire data set was less than the lower control
limit, then the system went to step VII. Otherwise
it proceeded to step VI. (If the sample variance
was significantly 1less than expected, there was
evidence that a stratification pattern was
present.)

A moving sample was wused to modify the out-of-

control window. The method used was the same as in
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step IV.1l, except the moving sample size was equal
to seven and the test performed was based on
variance. In addition, the determination of the
ending point of the out-of-control window was based
on the last moving sample which was significant.
This contrasted with step IV.1l which determined the
out-of-control window when the first insignificant
variance was located. The test used was

Hy @ o°< 002

HI : 02> 05
A one-sided test was appropriate, since at this
point the system was trying to determine if a
cycle, mixture or systematic pattern was present.
It was found that all three of these patterns would

have a variance greater than the in-control

process. The test statistic used was

2
x2 n-1)S
= 2
(o} o-o

2
"where ogzwas the population variance, S was the

variance within the moving sample and n was the
size of the moving sample. It follows that the

distribution of’Xiischi—square with n-1 degrees of

2

2
n-y > X5 ) < 0.05, then the

freedom. If P( X
variance of the moving sample was defined to be
significant. As in step IV.1l, the B and F values

were possibly modified to provide a more accurate
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determination of the out-of-control window.
The sample variance within the newly defined out-
of-control window was calculated. This value was

tested wusing

2 _ g2

H| : 0'2750'02

H0 N o )

with the same test statistic as in step VI.1 ,
except 82 was the sample variance within the out-
of-control window and n was the number of points
within the same window. If P(X%-I> Xg ) < a then
the system went to step VIII. If P( X%_|< Xg ) <a
then the system proceeded to step VII. This step
was performed as a double check for the possible
occurrence of stratification. If the sample
variance did not appear to be significant, the
system went to step XI. An alpha value of 0.2 was
used.

As in step VI.1, a moving sample of seven with
alpha equal to 0.25 was used to modify the out-of-
control window. The test used was

2 2

Ho . o0¢ 2 ob

o2 < o2

H
Within the newly defined out-of-control window, a
count was made of the number of points that fell
within plus or minus one standard deviation of the
in-control process. If no wunnatural pattern

existed and the data was from the established in-
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control process, one would theoretically expect
only 68.27 percent of the points to fall within
plus or minus one process standard deviation. With
stratification, as discussed in Chapter 3, section
2.5, the resulting pattern causes the points
defining this pattern to hug the centerline. In
other words, more points than would normally be
expected would fall within the plus or minus one
standard deviation limits.

If 75 percent or more of the points within the out-
of-control window fell within plus or minus one
process standard deviation, then the system
concluded that a stratification pattern existed.
The 75 percent value was determined through
heuristic testing to be the most discriminating.
If at least 75 percent did not fall within these
limits, then the system went to step XI.

A test was performed to see if a systematic pattern
was present. This test determined if an up/down
pattern existed within the out-of-control window
established in step VI.l1 (reference Chapter 3,
section 2.7). This test was performed by keeping a
count of the number of times a 1low point was
followed by a high point. For example, in Figure

27, if point A was greater than point B, then point
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Figure 27. Test Pattern

point A would be given a value of 1. Otherwise, it
would be given a value of O. Therefore, points A
through H were given values in the following manner
assuming points A through I represented the out-of-
control window.

A>B then A=l

BYC then B=0

C#D then C=0

D>E then D=1

E}F then E=0

F>G then F=1

G>H then G=1

HfI then H=0
"I" was not given a value since the system was only

interested in how the points within the out-of-
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control window behaved with respect to each other.
With all of the points assigned a value, a
test was done to see if the sum of;two successive
values was &equal to 1, If it was, then the
reference count was incremented by one. Otherwise,
the reference <count remained unchanged. This

procedure is illustrated on the sample data.

COUNT=0
A+B=1+0=1 COUNT=0+1=1
B+C=0+0=0 COUNT=1
C+D=0+1=1 COUNT=1+1=2
D+E=1+0=1 COUNT=2+1=3
E+F=0+1=1 COUNT=3+1=4
F+G=1+1=2 COUNT=4
G+H=1+0=1 COUNT=4+1=5

If the count value was equal to or greater than 84
percent of the window size, then the systenm
concluded that a systematic pattern was present and
SYSFL was set to 1., The 84 percent was determined
through iterative testing to provide a dependable,
accurate result.,

A test was performed to see if a cycle pattern was
present. A trignometric function of the form

2nt
y(t) = a + b sin P

was used where a was the intercept, b was the

amplitude and P was the number of points within the
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cycle (Biegel, 1971). This function was fit to the
data within the defined out-of-control .window.
Using this function, a significance test was done
on all possible combinations of period and 1lag
within the defined window. The test performed was
Hy : B=0
Hl : B#O

The test statistic used was

_\/(n-Z)SSREG

tg = SSRES

where n was the number of points within the out-of-
control window and SSREG and SSRES were the sum of
squares due to regression and residuals, respect-
ively. It follows that the distribution of tyis
the Student t with n-2 degrees of freedom. The
maximum absolute value of t that existed within the
defined window was found and was tested against
tn-2,i1-a/pwhere alpha was 0.01. If P(tpy >ltg) < a,
then the system concluded that a <cycle pattern
existed and CYCFL was set to 1.

A test was performed to determine if a mixture
pattern was present. Using the knowledge that a
mixture came from two separate distributions
shifted away from the in-control population process
mean (Chapter 3, éection 2.6), a test for mixture
was developed. If no unnatural pattern existed and

the data was from the established in-control
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process, one would theoretically expect 31.73
percent of the points to fall outside of plus or
minus one in-control process standard deviation.
The test performed consisted of counting the number
of points in the out-of-control window that were
outside of plus or minus one standard deviation.
If this number exceeded 40 percent of the window
size, then the system concluded that a mixture was
present and MIXFL was set equal to 1.

At this point, the system had determined if a
pattern existed in the data. The system now had to
determine whether the identified pattern was a
trend, shift, cycle, systematic, mixture or no
pattern. Recall, that step VIII made a final
conclusion on the presence of stratification. The
final decision concerning a possible pattern was
made based upon what flag had been raised. Since
some of the patterns under study had similar
characteristics (e.g. mixture and systematic
patterns both came from distributions that had been
shifted from the center-line) and the
identification process was not perfect, more than
one identifying flag <could have been raised.
Therefore, a testing of the flags had to be
performed. The initial test summed all of the
flags. If the sum was equal to 2zero, the system

went to step XIV, Otherwise, the system proceeded
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to step XII.
A test was done to determine if the sum of flags
was equal to 1. If not, this indicated that more
than one pattern had been identified and the system
went to step XIII to perform a hierarchical test.
If only one flag had been raised, the identified
pattern was noted as

1. TFLAG=1 (trend present)

2. SFLAG=1 (shift present)

3. SYSFL=1 (systematic present)

4, CYCFL=1 (cycle present)

5. MIXFL=1 (mixture present)
Once proper identification had been made, the
system would inform the wuser and terminate the
program,
If the sum of flags was greater than one, then more
than one pattern had been indicated. Therefore, a
test was developed to separate the possibilities
into two groups. The first group consisted of the
trend and shift patterns. The second group
consisted of the systematic, cycle and mixture
patterns. The reason for this separation was based
on how these patterns were originally identified.
Trend and shift were originally separated based on
a change in mean. The other patterns were based on
a change in variance.

The test developed consisted of counting the
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number of points within the defined out-of-control
window that fell above the expected mean of the in-
control process. Through heuristics, it was found
that if more that 60 percent fell above this
centerline, then a trend or shift was present.
Since the trend flag and shift flag could not both
be equal to one (step IV.6 and 7), the system
tested to see which of these flags had been set,
informed the user of its conclusion and terminated
the program.

If less than 60 percent were found to be above
the centerline, then either a systematic, cycle or
mixture pattern existed. It was important to test
the flags in the following order.

1. SYSFL=1 ?

2, CYCFL=1 ?

3. MIXFL=1 ?
This ordering was important since in the case of
systematic and mixture patterns, both had similar
underlying distributions (Chapter 3, sections 2.6
and 2.7) and both flags were generally set.
However, since the systematic flag was set based on
a test specifically designed to identify that
pattern, SYSFL=1 superseded MIXFL=1 resulting in
the system concluding that a systematic pattern
existed, The cycle flag wasr tested next since

depending on the period and amplitude, the mixture
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flag could also have been set in step X. Once the
system identified the pattern, the system reported
this to the user and terminated the program.

XTIV, If the sum of flags -equaled zero, then the system
was unable to match a pattern to the data.
Therefore, there were three possibilities remaining
based upon the number of points marked by the AT&T
run rules. First, if no points had been marked,
the system reported that the process appeared to be
in-control. Second, if only one point had been
marked, the system reported that only one x had
been marked with the remainder of points appearing
to be in-control., Finally, if more than one point
had been marked, the system reported that multiple
points had been marked but the cause did not appear
to be due to the six patterns tested for by the
system.

Through the use of heuristics and statistically based
tests, the knowledge based expert system was successfully
implemented. The actual coding for the inference eﬁgine

can be found in Appendix B.



CHAPTER V
PRESENTATION AND ANALYSIS OF RESULTS
5.1 Test Design

In order to evaluate the system described in Chapter
4, a test procedure was designed. It was determined that
the quality of pattern recognition was a function of both
the total length of the unnatural pattern and the magnitude
of change present within the unnatural pattern. Therefore,
a two-dimensional test matrix was designed with one
parameter being the size of the out-of-control window and
the other parameter being the magnitude of change. The
pattern generated for each of these tests had sixty total
points with the first out-of-control point beginning at
point eight. The total 1length of the out-of-control
pattern was varied from five points to forty-five points in
increments of five. This procedure maintained the
assumption that the pattern to be analyzed ﬁould first be
in-control, then out-of-control and then back in-control
(Chapter 1). Selection of the magnitude-of-change-test-
points was made as follows. For all patterns, it was felt
that tests should be made on changes in magnitude varying

from insignificant to significant. For the shift, mixture
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and systematic patterns, a change in magnitude represented
a shift in the population mean of the process. The shift
was generated using a multiple, O , of the in-control
process population variation (Chapter 3). Therefore, the
test designed for these three patterns required thatQdvary
from 0.5 (insignificant shift) to 3.0 (significant shift)
in increments of 0.5. The cycle pattern had two generating
parameters, O and T, amplitude and period, respectively.
Since amplitude was similar to the shift in the previous
three patterns, O was varied as described above. However,
this test had to be performed for various cycle periods.
Therefore, the period T was set to 4, 8 and 12. The
defining parameter for the trend pattern was the slope.
Therefore, the slope was varied from 0.25 (insignificant)
to 1.25 (significant). The identifying parameter for the
stratification pattern was the standard deviation. This
pattern generated its variation as a fractional multiple,

Y, of the in-control process population variation.
Therefore, Y was varied from 0.2 (significant) to 0.8
(insignificant).

A total of ten independent runs was made at each cell
of the matrix. For each independent run, two main items
were provided (Figure 28). Part A provided information on
the true nature of the control chart in question. it
stated (1) what pattern was actually being generated; (2)
where it actually started and stopped ; and (3) what the

true magnitude of change was. Part B provided information
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related to what the expert system determined was happening.
It stated (4) what pattern (if any) was found in the data;
(5) where this pattern was observed to start and stop; and
(6) what the estimated magnitude of change was. A complete
summary of this output can be found in Appendix C.

From the objectives outlined in Chapter 1, three
items were of particular interest. First, how good was
the system at recognizing the correct pattern? Second, how
well did the system identify the starting and stopping
points? Third, how well did the system estimate the

magnitude of change?
5.2 Identification Accuracy

Tables I through VIII present the percent accuracy of
correct identification in the test matrix format as well as
a three dimensional representation of the data. For
example, point A in Table I says that for a systematic
pattern with a run length of 25 points and a magnitude of
change of 2.0, the system was able to identify the
systematic pattern 80 percent of the time. As can be seen
from these tables, the identification accuracy increases as
the run length increases and as the magnitude of change
becomes more severe, However, this relationship did not
appear to be quite linear in the variables run length and
magnitude of change. Therefore, multiple regression was
performed on the data in Tables I through VIII. In order

to reduce bias in the regression analysis, each data set



% ACCURACY

QIO =0 HudHHZIOQ» X

PERCENT IDENTIFICATION ACCURACY FOR A
SYSTEMATIC PATTERN
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TABLE I

OUT-OF~CONTROL PATTERN LENGTH

5 10 15 20 25 30 35 40 45
0.5 - - - - - - - - 10
1.0 - 20 20 40 50 60 80 80 80
1.5 20 60 50 70 /\80 80 100 100 100
2.0 20 60 50 70 80 80 100 100 100
2.5 30 60 60 70 80 80 100 100 100
3.0 50 50 60 70 80 80 100 100 100
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TABLE II

PERCENT IDENTIFICATION ACCURACY FOR A

CYCLE PATTERN (PERIOD=4)

100 ¢
80 =~
60
40 ~
20 ~ 50
SNV ol EERY S A 40
C R N B AR <
0
0
1 1.5 0
MAGNT CE o2s g &
TUDE CHagg > R
qgé
OUT-OF-CONTROL PATTERN LENGTH
5 10 15 20 25 30 35 40 45
0.5| - - - - - - - - -
1.0 - - - - 10f 50| s0| 60| 90
1.sf - | 20| 30| 60| 70| 100 | 100 | 100 | 100
2.0] - 10 70 { 90| 90 | 100 | 100 | 100 { 100
2.5) - 30 | 90 | 100 | 100 | 100 | 100 | 100 | 100
3.0] - 40 | 100 | 100 | 100 | 100 | 100 | 100 | 100
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TABLE III

PERCENT IDENTIFICATIOM ACCURACY FOR A

CYCLE PATTERN (PERIOD=8)
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MAGNITUDE CHANGE

OUT-OF-CONTROL PATTERN LENGTH

/\

5 10 15 20 25 30 35 40 45
- - - - - - - - 10
- - 20 20 50 70 70 60 70
- 20 60 80 90 90 100 100 100
- 50 80 80 100 100 100 100 100
20 70 100 100 100 100 100 100 100
30 90 100 100 100 100 100 100 100
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TABLE IV

PERCENT IDENTIFICATION ACCURACY FOR A
CYCLE PATTERN (PERIOD=12)

OUT-OF-CONTROL PATTERN LENGTH

5 10 15 20 25 30 35 40 45

s| - - - - - - - - -
0 - - - - 10 30 50 40 60
1.5 - 20 30 50 90 90 90 90 100
.0 - 40 70 80 100 100 100 100 100

.3 20 50 g0 30 100 100 100 100 100

.0 40 70 100 90 100 90 100 100 100
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PERCENT IDENTIFICATION ACCURACY FOR A
SHIFT PATTERN
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TABLE V

OUT-OF-CONTROL PATTERN LENGTH

5 10 15 20 25 30 35 40 45
<5 - 10 20 20 30 30 30 40 50
0 10 40 60 60 30 90 80 80 80
5 10 70 100 80 20 100 100 100 100
.0 40 90 S0 30 20 100 100 190 100
.5 30 90 90 70 80 90 20 70 90
0 40 80 80 70 €0 70 90 70 90
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TABLE VI

PERCENT IDENTIFICATION ACCURACY FOR A
MIXTURE PATTERN

OUT-OF-CONTROL PATTERN LENGTH
5 10 15 20 25 30 35 40 45

- - - - 20 10 20 10 30

- 10 20 30 40 50 30 40 60

20 20 50 50 60 80 60 50 60

40 60 70 60 70 70 60 60 40

60 90 70 70 60 60 60 60 50

70 70 60 60 50 60 60 70 50
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% ACCURACY

OO

.25 - - - 20 20 30 50 90 90
.50 - - 20 20 70 100 80 100 100
.75 - - 30 50 80 100 90 100 100
.00 - - 50 70 30 100 100 100 100
.25 - 30 30 70 30 100 100 100 100
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TABLE VII

PERCENT IDENTIFICATION ACCURACY FOR A
TREND PATTERN

100

80

60

40

1 .. . ..._' . . . o : .fﬁ 50
20 -‘ ... ST JRN A .'. . :'-.....; 40
Y 201 RERRI P | Y SRR 30
0 : T AR S| 10
0 0.3 0

0.6 0.9 1.2
MAGNITUDE CHANGE

OUT-OF-CONTROL PATTERN LENGTH
5 10 15 20 25 30 35 40 45
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TABLE VIII

PERCENT IDENTIFICATION ACCURACY FOR A
STRATIFICATION PATTERN

]

© 100 ¢
80 ~
5 C
= 60 ~
: =
o u
< 40
E .3 L
20
o b
0.
MA
GNITUDE Crang
OUT-OF-CONTROL PATTERN LEWGTH
5 10 15 20 25 30 35 40 45
M0 0.2| 30 50 80 90 | 100 | 100 | 100 | 100 | 100
A F
G .
¥ oc 0.4] 30 50 70 90 | 100 | 100 | 100 | 100 | 100
I H
T A .
U N 0.6 10 30 40 50 50 70 70 70 70
D G
E 2
0.8| 10 10 10 10 10 10 10 10 10

HOTE: 0.2 is the most severe magnitude of change for a stratification
pattern.
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was reduced to a minimum based wupon the following

guidelines.

1.

If any boundary row or column contained the same

percentage, a statement would be added to that

pattern's dependability rules and that row or
column would be eliminated. For example, in Table

II, row 1 (0.5) and column 1 (5) contained all

dashes which was the same as predicting the correct

pattern zero percent of the time. Therefore, the
following statement would be added to the cycle

(period=4) pattern's dependability rules.

A. At a run 1length of wup to 5 and for all
magnitudes of change up to 3.0, the probability
of the expert system correctly identifying the
pattern is zero. It is likewise true, for a
magnitude of change of up to 0.5 and a run
length of up to and including 45 points.

If any cell in the matrix was surrounded

(horizontally and vertically) by cells with the

same value, then the dependability rules were

updated and this data value was eliminated from the

regression data set.

With this reduced data set, a least squares equation was

determined using a backward regression technique with an

alpha equal to 0.05. The initial variables being tested

were
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1. VAR2 (run length)

2. VAR3 (magnitude of change)

3. VAR2 TIMES VAR3

4., VAR2 TIMES VAR2

5. VAR3 TIMES VAR3
Once the significant variables were determined, an analysis
of variance for the full regression was performed. It was
desired to obtain an adjusted R-squared value greater that
80 percent since the adjusted R-squared value, unlike the
unad justed R-squared value, would decrease if wvariables
were entered into the model which did not add significantly
to the fit. The standard error of estimate represented a
measure of the unexplained variability in the dependent
variable which in this case was the predicted probability.
Since the dependent variable had maximum and minimum values
of 0 and 100, respectively, it was desired to try and keep
the standard error of estimate less than 15. This value
would not 1leave too 1large a portion of the dependent
variable's variability unexplained. Since each pattern
resulted in an unique equation, each probability estimation

equation will be discussed separately.

5.2.1 Systematic Probability Estimation

Table IX provides the results from the analysis. The
dependability rules were as follows.
1. At a run 1length of up to 5 and a magnitude of

change of up to 0.5, the probability of the expert
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system correctly identifying the pattern is zero.
For run 1lengths of 40 to 45 and a magnitude of
change of 2.0 up to 3.0, the probability of the
expert system correctly identifying the pattern is
100 percent.

The following regression equation explains 87.17
percent of the total variation.

PROB(VAR2,VAR3) = -71.51 + .99%VAR2 + 101.03%*VAR3
+ 0.45%VAR2*VAR3 - 23.76 VAR3"2

TABLE IX

SYSTEMATIC REGRESSION ANALYSIS RESULTS

MODEL FITTING RESULTS

COEFFICIENT STND. ERROR T-VALUE PéOB()ITI)

VARIABLE

CONSTANT -71.512753 12.353469 -5.7889 . 0000

vara 0.986994 0.33722 2.9269 .0033

VAR3 101.030091 11.902824 8.4879 . 0000

VARZ TIMES VAR3 0.451409 0.193637 2.3312 0242

VAR3 TIMES VAR3 -23.736927 2.892902 -8.2124 0000
ANALYSIS OF VARIANCE FOR THE FULL REGRESSION

SOURCE SUM OF SQUARES DF MEAN SQUARE F-RATIO PROB(OF)

MODEL 46005.849 4 11501.462 79.128 .000

ERROR 6104.7896 42 145.3%21

TOTAL (CORR.) ~ 52110.638 46

R-SQUARED = 0,882849
R-SQUARED (ADJ. FOR D.F.) = 0,871692
STND. ERROR OF EST. = 12,0362
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5.2.2 Cycle (Period=4) Probability Estimation

Table X provides the results from the analysis.

TABLE X

CYCLE (PERIOD=4) REGRESSION ANALYSIS RESULTS

MODEL FITTING RESULTS

VARIABLE COEFFICIENT STND. ERROR T-VALUE PROBC:ITH)
CONSTANT -177.938169  29.113657 -6.1118 0000
UAR2 5.805746 1.425672 4.0723 . 0004
UAR3 121.584231  29.961704 4.0579 . 0004
UARZ TIMES VAR2 -0.055309 0.026507 -2.0866 . 0469
UAR3 TIMES VAR3 -20.366063 7.922118 -2.35708 0162

SOURCE SUM OF SQUARES DF MEAN SQUARE F-RATIO PROB(OF)
MODEL 31248.739 4 7812.185 33.733 . 000
ERROR 5092.0015 22 231.4546

TOTAL (CORR.) 36340, 741 26

R-SQUARED = 0,859882
R-SQUARED (ADJ. FOR D.F.) = 0.834406
STND. ERROR OF EST. = 15.2136

The dependability rules were as follows.
1. At a run length of up to 45 and a magnitude of

change of up to 0.5, the probability of the expert
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system correctly identifying the pattern is zero.
At a run length of up to 5 and a magnitude of
change of up to 3.0, the probability of the expert
system correctly identifying the pattern is zero.
For run 1lengths of 35 to 45 and magnitude of
changes of 2.0 up to 3.0, the probability of the
expert system correctly identifying the pattern is
100.

For run lengths of 30 to 35 and a magnitude of
change of 2.5 to 3.0, the probability is 100.
It is likewise true for run lengths of 20 to 30 and
magnitude of change of 3.0.

The following regression equation explains 83.44
percent of the total variation.

PROB(VAR2,VAR3) = -177.94 + 5.81*%VAR2 + 121.58%*VAR3
-0.06*%VAR2"2 - 20.,37*VAR3"2

5.2.3 Cycle (Period=8) Probability Estimation

Table XI provides the results from the analysis. The

dependability rules were as follows.

1.

For run lengths of up to 10 and magnitude of change
of up to 0.5, the probability of the expert system
correctly identifying the pattern is zero.
Likewise, it is true for run lengths of up to 5 and
a magnitude of change up to 1.0.

For run lengths of 35 to 45 and a magnitude of

change of 2.0 to 3.0, the probability is 100.
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For run lengths of 25 to 35 and a magnitude of

change of 2.5 to 3.0, the probability is 100.

Likewise, it is true for run lengths of 20 to 25

and a magnitude of change of 3.0.
equation explains 91.76

The following regression

percent of the total variation.

PROB(VAR2,VAR3) = -105.34 + 4.54%VAR2 + 67.26%VAR3
"+ 1.12%VAR2%VAR3 - 0.07*VAR2"2
- 10.83%VAR3"3
TABLE XI

CYCLE (PERIOD=8) REGRESSION ANALYSIS RESULTS

MODEL FITTING RESULTS

VARIABLE COEFFICIENT STND. ERROR T-VALUE PROB(ITI)
CONSTANT -105.343278  27.394652 -3.8454 <0005
VAR2 4.353868 1.3183¢4 3.4428 .0015
VAR3 67.263677 21.963072 3.0626 00414
VAR2 TIMES VAR3 1.113223 0.431258 2.5860 .0439
VAR2 TIMES VAR2 -0.07382% 0.017453 -4.2299 .0002
VAR3 TIMES VAR3 -10.832833 4.63714 -2.3364 .0252
ANALYSIS OF VARIANCE FOR THE FULL REQRESSION

SOURCE SUM OF SQUARES DF MEAN SQUARE F-RATIO PROB()F)
MODEL 53168.510 5 10633.702 81,223 .00
ERROR 40358.5173 31 130.9199

TOTAL (CORR.)

97227.027 36

R-SQUARED = 0,92908
R-SQUARED (ADJ. TOR D.F.) = 0,917642
STND. ERROR OF EST. = 11,442
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5.2.4 Cycle (Period=12) Probability Estimation

Table XII provides the results from the analysis. The

dependability rules were as follows.

1. At a run length of up to 45 and a magnitude of
change of up to 0.5, the probability of the expert
system correctly identifying the pattern is zero.
Likewise, it is true a run length of up to 5 and a
magnitude of change of up to 1.0.

2. For a run length of 45 and a magnitude of 2.0 to
3.0, the probability is 100.

3. For a run length of 40 to 45 and a magnitude of
change of 2.5 to 3.0, the probability is 100.
Likewise, it 1is true for a run length of 35 to 40
and a magnitude of change of 2.5.

4. The following regression equation explains 87.87
percent of the total variation.

PROB(VAR2,VAR3) = -170.56 + 4.95%VAR2 + 134.89%VAR3
- 0.05%VAR2"2 - 24,89*VAR3"2

5.2.5 Shift Probability Estimation

Table XIII provides the results from the analysis.
The dependability rules were as follows.
1. The following regression equation explains 78.12
percent of total variation.

PROB(VAR2,VAR3) = -65.67 + 3.71%VAR2 + 98.17%VAR3
- 0.05*%VAR2"2 - 23.33*VAR3"VAR3



TABLE XII

CYCLE (PERIOD=12) REGRESSION ANALYSIS RESULTS
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MODEL FITTING RESULTS

VARIABLE COEFFICIENT STND. ERROR T-VALUE PROB(MITID)
CONSTANT -170.538346  20.371816 -8.2909 0000
VAR2 4,945336 0.760518 6.3026 . 0000
VAR3 134.893682  20.043385 6.7300 . 0000
VAR2 TIMES VAR2 -0.035476 0.015828 =3.3040 .0012
VAR3 TIMES VAR3 -24.89223 4.948692 -5.0304 . 0000
ANALYSIS OF VARIANCE FOR THE FULL REGRESSION
SOURCE SUM OF SQUARES DF MEAN SQUARE F-RATIO PROB( )
MODEL 44260.394 4 11085.148 67.986 .000
ERROR 9370.9832 33 162.7574
TOTAL (CORR.) 49631.579 37

R-SQUARED = 0.891783
R-SQUARED (ADJ. FOR D.F.) = 0.878686
STND. ERROR QF EST. = 12,7576



TABLE XIII

SHIFT REGRESSION ANALYSIS RESULTS

113

MODEL TFITTING RESULTS

VARIABLE COEFFICIENT STND. ERROR T=VALUE PROB(HITI)
CONSTANT -65.674603 10.633607 -6.1761 . 0000
VAR2 3.707937 0.651147 5.6945 0000
VAR3 98.174603 10.649819 9.2184 . 0000
VAR2 TIMES VAR2 -0.052384 0.012704 -4,1242 0004
VAR3 TIMES VAR3 -23.333333 2.978635 -7.8335 .0000
ANALYSIS OF VARIANCE FOR THE FULL REGRESSION
SOURCE SUM OF SQUARES DF MEAN SQUARE F-RATIO PROB( P}
MODEL 36003.6351 4 9000.913 48.309 .000
ERROR 9129.6825 49 186.3201
TOTAL (CORR.) 45133.333 33 |

R-SQUARED = 0,797718
R-SQUARED (ADJ. FOR D.F.) = 0,781205
STND. ERROR OF EST. = 13.6499
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5.2.6 Mixture Probability Estimation

Table XIV provides the results from the analysis. The

dependability rules were as follows.

1.

At a run length of up to 5 and a magnitude of
change of up to 0.5, the probability of the expert

system correctly identifying the pattern is zero.

2. The following regression equation explains 81,08
percent of the total variation.
PROB(VAR2,VAR3) = -75.31 + 2.89%VAR2 + 84,71%VAR3

- 0.66*%VAR2*VAR3 - 0,03%VAR2"2

- 13.18%VAR3"2

TABLE XIV

MIXTURE REGRESSION ANALYSIS RESULTS

MODEL FITTING RESULTS _
VARIABLE COETFICIENT STND, ERROR T-VALUE PROB(>ITI)
CONSTANT -75.31006  11.162375 -6.7468 . 0000
VAR2 2.886264 0.575478 5.0154 . 0000
VAR3 84,712053 9.050899 9.33595 . 0000
VAR2 TIMES VAR3 -0.65947 0.132742 -4,9681 . 0000
VAR2 TIMES VAR2 -0,025794 0.009707 -2.6573 . 0104
VAR3 TIMES VAR3 ~-13.179008 2.255544 -5.8429 . 0000

ANALYSIS OF VARIANCE FOR THE FULL REGRESSION

SOURCE SUM OF SQUARES DF MEAN SQUARE F-RATIO PROB( XF)
MODEL 23274.069 S 4654.814 435,365 .000
ERROR 4801.4031 47 102.1373
TOTAL (CORR.) 28075.472 52

R-SQUARED = 0.828982
R-SQUARED (ADJ, FOR D.F.) = 0.810789
STND. ERROR OF EST. = 10.1073
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5.2.7 Trend Probability Estimation

Table XV provides the results from the analysis. The

dependability rules were as follows.

1, At a run 1length of up to 5 and a magnitude of
change of up to 1.25, the probability of the expert
system correctly identifying the pattern is =zero.
Likewise, it is true for run lengths of up to 10
and a magnitude of change of up to 0.25.

2. For run lengths of 45 and a magnitude of change of
0.75 to 1.25, the probability is 100.

3. For run lengths of 40 to 45 and a magnitude of
change of 1.0 to 1.25, the probability is 100.
Likewise, it is true for run 1lengths of 35 to 40
and a magnitude of change of 1.25.

4, The following regression equation explains 86.16
percent of the total variation.

PROB(VAR2,VAR3) = -89.49 + 5.76*%VAR2 + 56.33%VAR3

- 0.05*VAR2"2

5.2.8 Stratification Probability Estimation

Table XVI provides the results from the analysis. The

dependability rules were as follows.

1. At a run 1length of up to 45 and a magnitude of
change of 0.8, the probability of the expert system
correctly identifying the pattern is 10.

2. For a run length of 30 to 45 and a magnitude of

change of up to 0.2, the probability is 100.
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3. The following regression equation explains 99.41

percent of the total variation.

PROB(VAR2,VAR3) = 4.96*%VAR2 + 138.50%VAR3

- 0.07*%VAR2"2 - 285.44%VAR3"2

TABLE XV

TREND REGRESSION ANALYSIS RESULTS

MODEL FITTING RISULTS

VARIABLE COEFFICIENT STND. ERROR T-VALUE PROBOITI)

CONSTANT -89.488929 15.526647 -5.7636 . 0000

VAR2 3.762172 1.1935586 4,8195 0000

VAR3 96.333243 7.333825 7.6813 . 0000

YAR2 TIMES VAR2 -0.048066 0.02235 -2.1506 .0392
ANALYSIS OF VARIANCE FOR THE FULL REGRESSION

SOURCE SUM OF SQUARES DF MEAN SQUARE F-RATIO PROB(OF)

MODEL 36373.386 3 12124.462 67.429 000

ERROR J214.4930 29 179.8104

TOTAL (CORR.) 41587.879 32

R-SQUARED = 0.874615
R-SQUARED (ADJ. FOR D.F.) = 0.861644
STND. ERROR OF EST. = 13.4093



TABLE XVI

STRATIFICATION REGRESSION ANALYSIS RESULTS
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MODEL FITTING RESULTS

VARIABLE COEFFICIENT STND. ERROR T-VALUE PROB(XTI)
VAR2 4,957764 0.378258 13.1068 . 0000
VAR3 138.498235¢8 23.26438 3.9532 0000
VAR2 TIMES VAR2 -0.066624 0.007488 -8.8980 . 0000
VAR3 TIMES VAR3 -285.433314  31.871927 -8.9557 . 0000

ANALYSIS OF VARIANCE FOR THE FULL REGRESSION

SOURCE SUM OF SQUARES DF MEAN SQUARE F-RATIO PROB(F)
MODEL 120885.07 4 30221.27 933.78 .00
ERROR 614.92592 19 32.36432

TOTAL 121500.00 23

R-SQUARED = 0.994939

R-SQUARED (ADJ. FOR D.F.) = 0,99414

STND. ERROR OT EST. = 3.68898

5.2.9 In-Control Identification Accuracy

In order to validate the expert system's ability to

distinguish whether a pattern existed or not, a

performed on data that had no pattern present.

test was

This test

determined if the system was capable of recognizing an in-

control process. As in the other test matrices,

ten test
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runs were made. Since there was no "out-of-control window"
available, the entire data set (60 points) was generated as
in-control. The expert system analyzed these ten data sets
and found nine of them in-control and the remaining data
set had one x marked due to the AT&T run rules. Therefore,
it was concluded that the expert system could indeed

recognize when no pattern was present.

5.3 Start/Stop Point Accuracy

Tables XVII through XXIV present the average estimated
starting and stopping ©points for the out-of-control
window. These averages were calculated only from data
obtained when a correct pattern identification had been
made. As can be observed, the beginning point was located
with reasonable consistency. Identification of the ending
point was not nearly as accurate. This was found to be
directly related to the heuristics used. As stated in
Chapter 4, the ending point was identified using either
the moving sample mean test or the moving sample variance
test in conjunction with the AT&T run rules. It was found
that these tests could be modified by changing the alpha
value or by altering how it terminated its testing to
provide either a conservative estimate (small out-of-
control window) or an optimistic estimate (large out-of-
control window). The conservative approach resulted in
the conclusion that a pattern did not exist anywhere when

it actually did exist (Type I error). The optimistic
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TABLE XVII

START/STOP AVERAGES FOR A SYSTEMATIC PATTERN

OUT-OF-CONTROL PATTERH WINDOW
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TABLE XIX
START/STOP AVERAGES FOR A CYCLE PATTERN (PERIOD=8)

OUT-OF-CONTROL PATTERN WIYDOW
8-12 8-17 8-22 8-27 8-32 8-37 8-42 8-47 8-52

0.5 - - - - - - - - 23.0 START
- - - - - - - - 55.0 STOP

1.0 - - 10.0 8.5 12.6 13.9 13.9 13.7 13.9 START
- - 23.0 23.0 35.0 43.0 42.3 44,5 43.3 STOP

1.5 - 6.0 7.8 9.3 9.9 9.9 16.6 10.6 10.6 START
- 36.5 32.7 37.8 38.9 40.8 43.3 42.9 44,7 STOP

2.0 - 6.8 8.0 8.0 9.0 9.0 9.0 9.0 9.0 START
- 37.4 37.3 38.4 38.5 40. 46.2 46.3 50.6 STOP

2.5 6.0 6.4 7.1 7.3 7.1 7.1 7.3 7.1 7.1 START
53.¢ 37.0 34.2 35.3 38.8 41.9 46.2 46.7 51.3 STO?P

3.0 5.7 6.3 6.2 6.8 6.3 6.3 6.8 6.2 6.4 START
50.3 32.8 34.2 39.0 39.5 42.6 48.1 47.8 51.6 STOP

TABLE XX

START/STOP AVERAGES FOR A CYCLE PATTERN (PERIOD=12)

OUT-OF-CONTROL PATTERN WINDOV
8-12 8-17 8-22 8-27 8-32 8-37 8-42 8-47 8-52

0.5 - - - - - - - - - START
- - - - - - - - - STO?
1.0 - - - - 12.0 10.0 20.0 13.8 19.0 START
- - - - 51.0 38.7 43.8 50.0 49,5 STOP
1.5 - 6.5 8.3 9.4 11.7 9.7 11.6 13.2 12.5 START
- 36.0 42.3 40.2 38.9 39.9 44.0 45.0 50.0 STOP
2.0 - 7.0 7.6 8.1 8.4 3.4 8.4 8.4 8.4 START
- 44.5 35.3 37.5 37.5 43.3 44,7 46.5 51.4 STOP
2.5 7.0 6.3 6.9 6.9 7.2 7.3 7.2 7.3 7.2 START
55.0 | 44.8 37.4 | .38.8 38.9 43.8 45.4 48.9 52.4 STOP
3.0 6.5 6.4 6.5 6.4 6.4 6.4 6.4 6.5 6.4 START
51.5 36.8 37.9 38.1 39.1 45.3 45.8 50.1 53.0 STOP?
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TABLE XXI

START/STOP AVERAGES FOR A SHIFT PATTERN

OUT-OF-CONTROL PATTERN WINDOW
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TABLE XXIII

START/STOP AVERAGES FOR A TREND PATTERN

a-

OUT-OF-CONTROL PATTERN WINDOY
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8-12 17 8-22 8-27 8-32 8-37 8-42 8-47  3-52
- - - 12.0 | 6.5 8.7 | 9.8 | 14.1 | 13.3 | START
0.25| - - - 26.5 | 32.0 | 37.3 | 40.4 | 46.3 | 52.0 | STOP
- - 6.5 | 11,0 | 11.7 | 12.0 | 11.5 | 12.0 | 12.0 | START
0.50| - - 24,0 | 26.0 | 32.1 | 37.0 | 42.9 | 46.7 | 52.3 | STOP
- - 7.7 | 11,0 | 12.1 | 11.4 | 10.9 | 11.4 | 11.4 | STAT
0.75| - - 23.3 | 26.2 | 32.1 | 37.0 | 43.2 | 46.3 | 52.3 | STOP
- - 9.8 | 10.9 | 11.1 | 10.6 | 10.6 | 10.6 | 10.6 | START
1.00] - - 22.6 | 26.1 | 32.1 | 37.0 | 43.6 | 45.7 | 52.4 | STOP
- 7.7 | 9.1 9.7 9.4 9.1 9.1 9.1 9.1 | START
1.25( - 16.3 | 22.1 | 26.4 | 32.1 | 37,0 | 43.6 | 46.7 | 52.4 | stop
TABLE XXIV
START/STOP AVERAGES FOR A STRATIFICATION PATTERN
OUT-OF-CONTROL PATTERN WINDOU
8-12 8-17 8-22 8-27 8-32 8-37 8-42 8-47 8-52
0.2 | 4.3 | 4.4 5.3 5.3 6.0 6.0 6.0 6.0 6.0 | STauT
12.3 | 16.0 | 19.6 | 23.7 | 30.1 | 35.8 | 42.0 | 46.1 | 50.6 | STOP
0.4 | 4.3 | 4.6 5.9 5.9 | 6.1 6.1 6.1 6.1 6.1 | START
12.2 | 16.0 | 19.0 | 25.6 | 29.8 | 35.2 | 41.7 | 46.0 | s0.1 | sToP
0.6 | 4.0 5.7 6.3 6.2 6.2 | 6.3 6.3] 6.3 6.3 | START
13.0 1 15.7 | 17.8 | 25.2 | 30.6 | 31.6 | 33.9 | 34.4 | 37.3 | sTop
0.8 | 4.0 4.0} 40| 4.0 4.0| 40| 4.0| 4.0 4.0 | START
11.0 | 15.0 | 17.0 | 17.0 | 17.0 | 17.0 | 17.0 | 17.0 | 17.0 | sToP
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approach concluded that a pattern existed, but this
conclusion sometimes defined an out-of-control window
which included data which was not part of the unnatural
pattern (Type II error). The optimistic approach was
determined to be the best alternative for two reasons,
First, the conservative estimate was redundant since a
small window had already been located. Recall from
Chapter 4, section 2,.III that a small window was obtained
when the expert system tested for clusters of marked x's.
Second, since the information provided would generally be
refined through human endeavor no matter how it was
arrived at, the approach providing the most information
was preferable. In this case, that meant using the
optimistic approach. For these reasons, it was concluded
that the start/stop points identified by the system were

quite acceptable.
5.4 Magnitude of Change Estimation

Tables XXV through XXXII provide the averages of the
parameter estimates. In addition these tables provide the
percent error of these estimates. As can be seen, these
percentages are not consistent or predictable. However,
the discrepancies were found to be related to the accuracy
of the start/stop point identification. This problem
occurred because the change of magnitude was estimated
from the data within the defined start/stop window. The

more accurate the identification of the start/stop points,



TABLE XXV

AVERAGE AND PERCENT ERROR OF PAPAMETER ESTIMATION
FOR A SYSTEMATIC PATTERN
OUT-OF-CONTROL PATTERN LEHGTH
5 10 15 20 25 30 35 40 45
N - - - - - - 104.0
102.5 - - - - - 1.5
L S - 108.41108.3/106.3/105.2{105.2/105.0/105.0{105.4
0 H 105.0 - 3.2 3.1 1.2 0.2 0.2 0 0 0.4
c I
A F 110.41108.3/108.4)107.8}107.4}107.4{107.4|107.5]107.8
T T 107.5} 2.7 0.7 0.8 0.3 0.1 0.1 0.1 0 0.3
I E
0 D 111.41110.4(110.64110,0(109.7[109.9/109.9[110.1(110.4
N 110.0} 1.3 0.4 0.6 0 0.3 0.1 0.1 0.1 0.4
Kt
E 111.8112.2f112.1112.1}111.8}112.0}112.2|112.4[112.6
0 A 112.5| 0.6 0.2 0.4 0.4 0.6 0 0.2 0.1 0.1
F N :
112,5]114,1}114.G113.9/113.64113.9|114.1}114.3|114.5
115.0) 2.2 0.8 0.9 1.0 1.2 1.0 0.8 0.0 0.4
TABLE XXVI

AVERAGE AND

=

moucH-IH o

2.5

7.5

10.0

FOR A CYCLE PATTERN (PERIOD=4)

PERCENT ERROR OF PARAMETER ESTIMATION

OUT-OF-CONTROL PATTERY LENGTH

5 10 15 20 25 30 35 40 45

- - - 7.0 | 5.0 | 5.8 | 6.2 | 6.1

- - - | - 40.0{ o0 16.0| 24.0| 22.0
- 3.1 | 5.6 | 5.9 6.8]6.8]7.3|7.6]7.2
- 58.7| 25.3f 21.3] 9.3 | 9.3 | 2.7 | 1.3 | 4.

- 3.9 7.0 8.3 3.5 9.0 9.6 | 10.0] 10.2
- 11.0| 30.0f 17.0] 15.0( 10.0| 4.0 0 2.0
- 9.0l 9.5] 9.9 10.4] 11.0] 11.8| 12.2| 12.¢
- 23.0| 24.0| 20.8| 16.8| 12.0] 5.5 | 2.4 | 2.4
- 11.7] 11.0{ 11.5] 12.3] 13.1] 13.9] 14.4] 15.1
- 22.0] 25.7| 23.3] 13.0] 12.7} 7.3 | 4.0 | 0.7
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TABLE XXVII

AVERAGE AND PERCENT ERROR OF PARAMETER ESTIMATION
FOR A CYCLE PATTERN (PERIOD=8)

OUT-OF-CONTROL PATTERN LENGTH

5 10 15 20 25 30 35 40 45
- - - - - - - - 8.0
2.5 - - - - - - - - 220
- - 10.5| 8.0 6.3 5.4 5.8 6.6 6.4
A 5.0 - - 110 60.0] 26.0] 8.0 16.0| 32.0} 28.0
M
P - 6.7 7.3 7.3 7.2 7.6 7.5 8.0 8.2
L 7.5 - 10.7} 2.7 2.7 4,0 1.3 0 6.7 9.3
I
T - 6.3 8.1 3.8 9.1 9.4 9.4 10.2} 10.1
U 10.0 - 37.0f 19.0f 12.0}| 9.0 6.0 6.0 2.0 1.0
D
E 3.6 7.8 9.8 10.6} 10.4} 11.0) 11.5) 12.2| 12.3
12.5] 71.2} 37.6f 21.6| 15.2} 16.8| 12.0{ 8.0 2.4 1.6
3.6 10.1] 11.3} 11.1} 12.2) 10.8) 11.9{ 14.3| 14.5
15.0] 76.0{ 32.7} 31.3| 26.0| 13.7| 28.0| 20.7| 4.7 3.3
TABLE XXVIII -
AVERAGE AND PERCENT ERROR OF PARAMETER ESTIMATION
FOR A CYCLE PATTERN (PERIOD=12)
OUT-OF-CONTROL PATTERN LENGTH
5 10 15 20 25 30 35 40 45
2.5 - - - - - - - - -
- - - - 4.5 5.2 6.0 5.8 6.8
A 5.0 - - - - 10.0} 4.0 20.0) 16.0| 36.0
M
P - 5.6 5.1 5.7 6.3 6.8 7.5 8.1 8.1
L 7.5 - 25.3| 32.0| 24.0f 16.0] 9.3 0 8.0 8.0
I
T - 5.7 7.4 7.2 8.2 5.2 9.3 9.9 |10.0
1 10.0 - 43.0] 26.0| 28.0) 18.0| 18.0| 7.0 1.0 0
D
E 3.8 6.2 3.1 9.1 {10.2 J10.3 |11.5 |12.0 |12.,2
12.5f 69.6| 50.4| 35.2| 27.2] 13.4] 17.5| 3.0 4.0 2.4
3.8 9.2 9.4 |10.8 |12.1 |12.0 |13.8 |l4.1 |l4.4
15.0y 74.7| 38.7] 37.3} 28.04 19.3}| 20.0| 8.0 6.0 4.0
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TABLE XXIX

AVERAGE AND PERCENT ERROR OF PARAMETER ESTIMATION
FOR A SHIFT PATTERN

OUT-OF-CONTROL PATTERN LENGTH
5 10 15 20 25 30 35 40 45

- 103.61104.1|104.5{105.24105,2{105.2|104.5}/104.3
102.5 - 1.1 1.6 2.0 2.6 2.6 2.6 2.0 1.3
L 8§ 104,71106.1/105.9}105.8/105.9/105.7|105.5{105.6/105.6
g ¥ 105.0) 0.3 1.1 0.9 9.8 0.9 0.7 0.5 0.6 0.6
A F 105.6(107.1}107,1|107,1]107.4{107.5{107.4{107.5/107.5
} g 107.5] 1.8 0.4 0.4 0.4 0.1 0 0.1 0 (0]
0 D 108.6(108.7}109.34109.2/109.6/109.8{109.6]/109.91109.3
N . 110.0} 1.3 1.2 0.6 0.7 0.4 0.2 9.4 0.1 0.2
i
E 110.21110.7{111.4111.2]112,9}112.2|111.,9f112.5|112.2
g % 112.5] 2.0 1.6 1.0 1.2 0.5 0.2 0.5 0 0.3
~ 111.99112.6|113.3|113.4)114,2]114,3|114.,2]114,9}114.5
115.0}) 2.7 2.1 1.5 1.4 0.7 0.6 0.7 2.1 3.4

TABLE XXX

AVERAGE AND PERCENT ERROR OF PARAMETER ESTIMATION
FOR A MIXTURE PATTERN

OUT-OF-CONTROL PATTERN LENGTH
5 10 15 20 .25 30 35 40 45

- - - - 105.8{103.6{104.9|103.9{103.8
102.5 - - - - 3.2 1.1 2.3 1.4 1.3

- 103.6/105.9}104.6|104,7{105.3/105.3|105.5}]105.1
105.0 - 1.3 0.9 0.4 0.3 0.3 0.3 0.5 0.1

104.94106.0{106.4|106.5{106.4}107.2}106.3]107.7{107.7
107.5] 2.4 1.4 1.0 0.9 1.0 0.3 0.7 0.2 0.2

107.24103.9}107.3{106.8]109.0|109.5{109.3/109.8{109.3
1190.0f 2.6 1.0 2.5 2.9 0.9 0.5 0.6 0.2 0.7

ZOoOHAPOO™
Gta-EmHZS W

"

108.8{107.3}109.1}109.0{110.9|111.4{111.3]112.1}112.0
112.5] 3.3 4.6 3.0 3.1 1.4 1.0 3.6 0.4 0.4

- O
e m

110.64103.8}110.2}110.94112,.2]113.3|113.7}114.1(114.0
115.0§ 3.3 3.3 4.2 3.6 1.9 1.5 1.1 0.8 0.3




127

- TABLE XXXI

AVERAGE AND PERCENT ERROR OF PARAMETER ESTIMATION
FOR A TREND PATTERN

OUT-OF-CONTROL PATTERN LENGTH
5 10 15 20 25 30 35 40 45

- - - .73 .49 .36 .31 .26 .23
0.25 - - - 192 96.0| 44.0f 24.0| 4.0 | 8.0
- - .49 .89 .54 .45 .42 .49 .46
'0.50 - - 2.0 78.0] 8.0 10.0} 16.0f 2.0 8.0
S
L - - .70 1.09| .54 .69 .57 .74 .69
0 0.75 - - 7.1 45,3} 14.7] 8.0 24.0] 13.0| 8.0
P
E - - 1.03} 1.06| .91 .95 .73 .99 .93
1.00 - - 3.0 6.0 9.0 5.0 27,0) 1.0 7.9
- 1.53] 1.19] 1.15] 1.15] 1.20} .94 1.231 1.17
1.25 - 2.6 4.3 7.2 3.0 4.0 24.8] 1.6 6.4
TABLE XXXII

AVERAGE AND PERCENT ERROR. OF PARAMETER ESTIMATION
FOR A STRATIFICATION PATTERN

OUT-OF-CONTROL PATTERN LENGTH
5 10 15 20 25 30 35 40 45

2.1 1.7 1.5 1.3 1.3 1.2 1.3 1.2 1.2
S D 1.0 110 70.0} 50.0{ 30.0] 30.0] 20.0] 30.0} 20.0} 20.0
T E
AV 2.5 2.2 2.0 2.0 2.0 2.0 2.0 1.9 2.0
N I 2.0} 25.0}] 10.0 0 0 0 0 0 5.0 0
D A
A T - 2.7 2.8 2.5 2.7 2.7 2.7 2.6 2.6 2.7
R I 3.0{ 10.0} 6.7 16.7| 10.0] 10.0] 10,0} 13.3| 13.3] 10.0
D O
o 3.3 2.8 3.1 3.1 3.1 3.1 3.1 3.1 3.1
4.0} 175 30.0] 22.5} 22.5) 22.5| 22,5§ 22.5| 22.5| 22.5
10TE: 1.0 is the most severe magnitude of change for a stratification

pattern.
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the more accurate the estimation of the change 1in
magnitude was. However, as discussed in 5.3, this
parameter estimation would only be used as a "best”
starting point of investigation for the user. Therefore,
the estimation provided by the system was found to be

acceptable.

5.5 Dependability Of Expert System

A single numerical value can not be given to the
dependability of this system's performance. This is due
largely to the system's heuristic nature and the variety of
confidence levels being used within the systemn. However,
by using the probability estimation equations derived in
5.2, the user can determine an estimate of the system's
probability of success at a given run length and magnitude

of change for these six patterns.



CHAPTER VI
CONCLUSIONS AND RECOMMENDATIONS

The purpose of this research was to develop procedures
in the form of a knowledge based expert system for
identifying and analyzing unnatural patterns which might
exist in control chart data. This research concentrated on
recognizing six wunnatural patterns. They were shift,
trend, stratification, systematic, cycle and mixture. Four
specific goals were established in Chapter 1 to accomplish
this purpose. The conclusions resulting from this research

will be discussed in the context of these four goals.
6.1 Control Chart Development

This goal required two things. First, a pattern
generator capable of emulating the six wunnatural control
chart patterns of interest was desired. Second, a graphics
package capable of plotting the control chart and marking
the AT&T run rule x's was needed. Both of these subgoals
were achieved to slightly different degrees. The plotting
of the control chart and marking of the AT&T x's worked
extremely well on data provided by the pattern generator as
well as data provided by an outside source.

The pattern generator capability was a function of the
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random number seed used. This was due to the IBM PC (or
any digital computer for that matter) being able to only
generate pseudo-random numbers. The numbers generated by
these computers are statistically correct. However, the
ability of the seed to emulate a given distribution changes
as the random number seed changes. One of the main causes
of this inability to emulate a pattern was the fact that
only sixty numbers were being generated. Since a sample of
only sixty was needed for this research, random number
seeds that were as dependable as possible were desired.
Once ten dependable seeds were found, the pattern generator

performed successfully,
6.2 Interactive Expert System

This goal required the development of a knowledge base
and the design of the inference engine to accurately
identify the unnatural pattern present. The development of
the knowledge base is documented in Chapter 4, section 1.
The development of this knowledge base was quite successful
and proved to be the key element in designing the present
expert system.

The design of the inference engine proved to be a
challenging and informative endeavor. It was originally
planned to design this portion wusing one of the AI
languages that were available., But after reviewing these
languages, it wasbfound that they were developed to be used

primarily for object-oriented programming. Basically,
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object-oriented programming is based on the idea that
objects are defined in terms of other objects. Operations
are performed on these defined objects by testing and
combining them with other objects. This is one reason that
at the present time, any programming that is done using an
Al language, 1is done oh situations with well-defined,
narrow domains that do not require a great deal of
mathematical manipulation., This is not to say that the AI
languages cannot perform mathematical manipulation.
However, if a great deal of manipulation is required, it is
more efficient to wuse one of the more conventional
programming languages at this time., With this in mind, the
inference engine was designed using BASIC on the IBM PC
which was highly supportive for this type of heuristic
testing. As can be seen in Tables I through VIII, this
expert system performed quite well in identifying the

pattern present in a given set of data.
6.3 System Validation

This goal required the development of a test sequence
which would provide the ability to make judgements
concerning the expert system's ability to identify a
pattern. The actual test matrix can be found in Chapter 5.
From the results provided in Tables I through VIII, it was
felt that the test matrix provided sufficient evidence that
the expert system performed at a consistently high level of

accuracy. The original objective of developing an expert
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system that was '"demonstrably superior to currently
available pattern recognition procedures" was not fully

achieved, due to the absences of an accessible test group.
6.4 System Effectiveness Evaluation

This goal required an evaluation of the system's
ability to accurately identify the start/stop points and
estimate the magnitude of change present. Even though the
estimation of the magnitude of change was dependent upon
how accurately the start/stop points had been identified,
the estimation proved to be reasonable (Tables XXV through
XXXII1I). As shown in Tables XVII through XXIV, the system
proved to be fairly consistent and accurate at identifying
the starting point. However, the system was not quite as
proficient at identifying the ending point. It was felt
that accurate identification of the ending point was not
nearly as critical as identifying the starting point. The
reason for this conclusion was that this system was
designed to be an aid for the user in evaluating control
charts. As such, the values provided by this system should
not be taken as absolute, but should instead be used as
initial starting points for further human investigation.
Therefore, this system was felt to perform well in
identifying the start/stop points and estimating the

magnitude of change.
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6.5 Parameter Optimization

The "proper" values of the heuristic parameters (e.g.
alpha for significance, n for moving sample size, etc.)
were determined experimentally, recognizing at each step
that several model factors had to be balanced
simultaneously. The choice of the specific values in this
research permitted the complete development and validation
of the pattern recognition system. These values represent
a feasible test environment for general process control.
It 1is recognized that for a specific process these
parameter values will ©probably change. Due to the
structure and the heuristic nature of this system, there is
no one, optimal set of parameters, but depending upon the

needs of the user, many feasible sets of parameters exist.
6.6 Concluding Remarks

This expert system is a first step towards a new
generation of computer assisted quality control
methodologies. Even though the computer will never replace
the quality control engineer, it canvdefinitely make the
individual more productive. Systems such as this pattern
analysis should be receiving increased acceptance as the
requirement for better quality continues.

This research has developed an initial phase for the
development of quality control expert systems; however,

there are tremendous possibilities for expansion. Future
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research areas could include:

1.

2.

4,

Expand the experimental base by having humans
examine and analyze the various control chart
patterns that have been analyzed by this expert
system. This would provide additional measures of
performance on the expert system's capability.
Expand the number of unnatural patterns to include
the remaining nine as defined by AT&T (1956).

Allow the user to input information concerning the
process and the type of chart being used. With
this information it would be possible to further
aid the user by providing more detailed information
about the cause of the out-of-control situation.
Allow for more than one ©pattern to be present in

the data, either consecutively or concurrently.
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APPENDIX A

SUMMARY OF RESULTS OF TESTS MADE FOR INITIAL
DETERMINATION OF KNOWLEDGE BASE PARAMETERS
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RESULTS FOR A SYSTEMATIC PATTERN

TABLE XXXTII
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L
u]
C 102.5
A
T
I
0
N
105.0
0
F
s
H
I 110.0
F'
T
E
D
M 115.0
E
A
N

RULE FIRST LAST MEANS VARIANCES
FOINT  FOINT
- - - s S
3 27 27 5) s
- - - S S
3 48 53 s s
2 14 43 8 )
3 15 17 8 D
2 23 27 S D
= 20 22 8 D
2 15 53 S D
2 14 14 8 D
2 ] 3 S D
1 12 52 s D
1 9 52 S D
1 13 53 5 D
2 11 54 S D
2 11 53 s D
1 - 8 54 S D
1 % 58 S D
1 a 53 S D
1 8 54 S D

NOTE: S indicates the mean (or variance) of the test
.pattern does not differ significantly from the

population mean (or variance).
are relatively the same.

Therefore, they

D indicates the mean (or variance) of the test
pattern does differ significantly from the
population mean (or variance).
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TABLE XXXIV
RESULTS FOR A CYCLE PATTERN (PERIOD=4)

RULE FIRST LAST MEANS VARIANCES
FOINT FOINT

1 14 14 8 D

- - - 8 S

5.0 - - - =] D
3 48 48 5] D

4 oS4 =4 8 S

1 14 o3 s D

1 12 52 8 D

10.0 1 12 =8 s D
1 22 S3 5 D

1 12 48 8 D

1 10 33 8 D

1 8 o2 8 D

15.0 1 12 S0 S D
1 8 53 8 D

1 8 S2 8 D




TABLE XXXV
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RESULTS FOR A CYCLE PATTERN (PERIOD=8)

10.0

RULE  FIRST  LAST MEANS VARIANCES
FOINT  POINT
2 14 31 S D
2 2 21 S D
3 19 19 S 5
- - - s S
- - ~ S S
1 13 38 S D
2 % 46 s D
2 17 I3 S D
2 3 48 S D
2 18 50 S D
1 9 52 S D
2 9 46 S D
2 14 58 S D
2 9 3 D D
2 9 50 s D




MmocC 4~ DI D

147

TABLE XXXVI
RESULTS FOR A CYCLE PATTERN (PERIOD=12)

RULE FIRST LAST MEANS VARIANCES
FOINT FOINT
3 17 51 S S
- - - S S
5.0 3 i) 42 S D
2 44 48 S D
3 47 50 S 5]
1 14 51 8 D
1 4 37 S D
10.0 4 12 47 S D
3 10 S92 S D
3 12 S0 s D
1 ? 52 S D
2 ? 51 S D
13.0 1 10 98 S D
i 9 92 =] D
) 11 a2 S D
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102.5

105.0

110.0

115.0

TABLE XXXVII

RESULTS FOR A SHIFT PATTERN
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RULE FIRST LAST MEANS VARIANCES
FOINT FOINT
4 29 32 D =]
4 18 42 D S
3 19 37 D S
3 27 93 D S
2 14 =S4 D D
4 22 44 D S
4 13 44 D S
3 17 93 D S
4 12 39 D s
2 14 54 D S
= 12 o4 D D
2 ? S4 D D
4 12 53 D D
2 4 =9 D =}
3 i1 54 D D
1 ? S4 D D
1 8 354 D D
2 10 53 D D
1 B8 33 D D
1 g o4 D D




mo Z0~-4DC0OC

OmMm-=T—=IT®

Z2ZDm=

102.5

105.0

110.0

115.0

RESULTS FOR A MIXTURE PATTERN

TABLE XXXVIII

RULE FIRST LAST MEANS VARIANCES
FOINT FOINT
- - - =] S
- - - =] g
z 13 44 s S
4 =28 29 S D
3 22 - 23 =] g
1 20 33 =] D
- - - 8 =]
3 13 49 151 D
I 27 27 S S
4 10 30 s D
1 13 31 ] D
3 19 44 S D
2 11 51 g D
1 12 52 s D
2 3 S0 5] D
3 12 S1 S D
1 8 51 S D
1 8 32 D D
2 ? s2 s D
2 9 S2 S D
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TABLE X¥XIX

RESULTS FOR A TREND PATTERN

RULE FIRST LAST MEANS VARIANCES
FOINT FOINT

3 25 o4 D D

4 19 S4 D D

0.25 2 19 33 D D
2 26 a9 D D

4 19 sS4 D D

4 22 a4 D D

4 18 54 D D

0.9 3 18 33 D D
4 23 S9 D D

2 14 S4 D D

3 19 S4 D D

3 16 54 D D

0.75 3 18 93 D D
3 20 S3 D D

2 14 54 D D

3 18 =54 D D

3 1= S4 D D

1.0 3 16 S3 D D
4 18 a3 D D

2 14 54 D D

1 16 =4 D D

3z 13 S4 D D

1.28 1 12 o3 D D
4 18 33 D D

2 14 54 D D
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TABLE XL

RESULTS FOR A STRATIFICATION PATTERN
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RULE FIRST LAST MEANS VARIANCES
FOINT FOINT

1

1

|
[GEDRORORU

1
|
|
ORHRUR R muonwam
nounyw | boogooD gogooog Dpoogoo

|

1

|
nunua
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g RER
20 REH
30 REM
4 REM
30 REM
& REM
7l REM
8 REM
90 REM
31 REM
§2 REH
93 REM
94 REW

147 REH
142 REH
144 REM
146 REM

45 REH
155 REH

32 REY
1da REM
155 REd
158 REN
140 REX
162 REH
144 REH
{45 REM
158 REX
170 REM
172 REN
174 REM
174 REH
178 REH
180 REM
1B REM
184 REM

D

184 REH

188 REM
199 REM
192 “fﬂ

198 REM
200 REM
207 REM
204 REM
204 REM
208 REM
210 REM
212 REM
214 REM
215 REM

‘Ziif!!’!!!?1’31!!!!*3*1!3**i**$!*i¥¥¥¥iilf¥¥1¥¥¥’*¥¥1*211¥itlii!¥*!'¥!¥
£ THIS PROGRAM PLOTS THE CONTROL CHART AND PLOTS THE »°5 ACCORDING TO %
§ THE AT4T RUM RULES, THE DATA PLOTTED CAM EITHER BE INPUT MAMUALLY OR ¢
v IT CAN BE GENERATED BY THE COMPUTER. IF THE USER CHOOSES TO HAVE ¢t
I THE COWPUTER GEMERATE THE DATA, THE USER CAN CHOOSE FROM 7 DIFFERENT ¢
L DATTERNE. THEY ARE (1) TREMD 3 (2) “‘ELE (1) MIITURE § (4) GHIFT; ¢
L) STC"QTIE, {4 STﬁTIFICﬁTTDN AMD (7) IM CONTROL. i
1 ONCE THE 5 HAVE BEEN MARKED THE °9F’R0H HNﬁL fIES THE DATA AND L
¥ DETERMINES hHET“Eﬁ A4 PATTERN EYISTS, IF OME DOES, THE USER IS §
t MOTIFIED AND THE PROGRAM TERMINATES. £
B I O R R O i

OO I S D L S R
¥ THE VARTABLES USED IN THIS PROGRAM ARE DEFINED AS FOLLOWS: H
$AD = ARRAY OF RUN RULES WHICH IDENTIFIED 4HAT RULE HARKED ¢
i THE #°5 IN B(I} H
LI H = YARTABLE FOR CHARACTER DATA ENTRY 4
FOAZI = TQELE OF AZ VALUES FOR USE IN CALCULATING UCL AND LCL ¢
t FOR AN Y BAR CHART t
T ALINE = 3 GIGMA LINE PLOTTED ON SCREEN CONTROL CHART $
i ALPHA = FULTIPLE OF SIGHA BY WHICH WEAM IS SHIFTED FROM THE 4
i = HEAN DURING EACH SAMPLE INTERVAL DURING THE GOC i
i = CONDITION (TREMD) t
1 A5 = YARIARLE FOR CONTROL OF PRINTOUT OF SCREEN 7O PRINTER ¢
BN = ARRAY OF POINTE WHERE x°8 ARE MARKED 4
I B = STARTING POINT UPDATE VARIABLE H
¥ B = CTARTING POINT OF OOC CONDITION FOUND IM MEAM TEST
¥ BLINE = 2 GIGWA LINE PLOTTED ON SCREEN CONTROL CHART L
£ BS ¥ FIR = BAGE POINT VARIABLE FOR MOVING WINDOW f
£ [Hl = TEST STATISTIC USED IN MOVING WINDDW VARIANCE TEST
v CLINE = HEAN OF ¥ BAR CHART H
¥ COUNT = RUMNING SUM OF THE NUMBER OF POINTS VIOLATING 4 i
H GIVEN RULE £
i CYCFL = FLAG, WHICH WHEN SET, SIGNALS THAT A CYCLE EYIBTS 1
L = HUMERICAL VALUE OF A% t
¥ I = HULTIFLE OF SIGMA THE MEANS OF THE SYSTEMATIC i
i DISTRIBUTIONS SHIFT FROM THE IM-CONTROL HESN L
t DEL = AMFLITUDE OF THE CYCLE 1
t DELT = MULTIPLE OF SIGMA THE MEANS OF THE MIYTURE i
{ ¥ DISTRIBUTIONS SHIFT FROM THE IN-CONTROL MEAM t
¢ DRV = GTANDARD DEVIATION OF X BAR CHART i
¢ DoKW = NUMBER OF POINTS BELOW IN-CONTROL HEAN ¢
I = DEGREE OF SLOPE :
¥ ED = STOFPING POINT OF COC CONDITION FOUND IN MERM TEBT
i FF = FIRGT POINT IN MOVING WINDOW t
t F = STOPPING FOINT UPDATE VARIABLE t
L = TEST STATISTIC FOR SLOFE SIGNIFICANCE TEST f
¥ FUD = LODK UP TABLE FOR F VALUES (ALPHA=0,1) i
Y FN NRD = NORMAL RAMDOM NUMBER BEMERATOR §
t FSIIE = DEGREES OF FREEDOM ASSOCIATED WITH F TEST t
f 6 = IDENTIFIES THE RULE WHICH MARKED M x (GDES INTD A{II)z
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Rl T T = g . R S T T A T

312 REW
314 REM
314 REM
J1B REM
320 RER X

i I e o T I A i . i L RS R R A R P R A o .

LA
LL & LAS
LCHI(N

LEL
LLy
LOW
LOwZ

Bk

MB & HF
HEAN
HIN/MAY

REIFL
HovRy
HOVSHY
HEE
MR
HETD
HYARR
HvsLH
i

NE & WF
He

NCE

oe

noc
516

b=l

Pl
FER
I
23

RII)
REAR
RD(TRD)

SFLAG
SHIFT

g1z
5L

mom

E

H ] n n

non

n n i1} i ]

u oon ouon

MULTIFLE GF SIGMA THAT BECOMES STRATIFICATION LIMITS
REFERENCE POSITION USED IN DRAWING THE x°% ONTO THE
SCHEEN CONTROL CHART ABOVE AND BELOW A GIVEN POINT
SCREEM REFEREMCE FRINTS FOR IDENTIFYING OOC CONDITION
SET UPPER BOUND OF IN-CONTROL MEAN + ONE 516

STANDARL F“R.NEXT YARIABLES

LAST FOINT TO BE OUT OF CONTROL (SET!

TEST LAG OF CVELE

STGRFPING POINT GF 0OC CONDITION FOUMD IN VARISNCE TEST
LAST FOINT IN MOVING WINDOY

LOOK UP TBELE FOR LOWER LIMIT CHI-SBUARE VALUES
{ALPHA=0. 1)

LOKER CONTROL LIMIT ON X BAR CHART

LOWER LIMIT FOR VARIANCE ON ENTIRE [ATA SET

SET LOWER BOUND OF INM-CONTROL MEAN - ONE SIGH

LDYER I YALUE USED IN MEAN TEST

KEFEREWCE FOINTS USED IN DRAWING THE CONTROL CHART

70 THE SCREEH

HODIFIED STARTING/STOPPING POINTS

CALCULATEL MEAN OF ALL POINTS IN ENTIRE DATA SET

RIN &ND MAY VALUES OF DATA ENTERED BY FOINT USED TG
DETERMINE THE RANGES

FLAG, WHICH WHEN SET, SIGNALS THAT A MIXTURE EXIETS
HEAN OF WOVING WINDOW

SUM OF FOINTS IN MOVING WINDOW

HEAM SOUARE ERROR

HEAN SHUARE DUE TO REGRESSION

STANDARD DEVIATION OF MDVING WINDOW (VARISNCE TEST)
VARIANCE OF MOVING HINDOW

SiM OF VARIANCES IN MOVING WINDOW

SAMPLE SUBGROLP SIZE

LOCATION OF WHERE FIRBT AND LAST ¥°5 WERE MARKED
NUMBER OF PDING SET TC BE IN-CONTROL AT REGINNING
FIRST GOC POINT

TOTAL NUMBER OF POINTS TO BE 0OC

QUT OF CONTREL CONDITION

ONE SIGHA LIMIT USED [N ATET RUM RULE 3

TEST FERIOD OF CYCLE

[ATA POINT 1 IN SAMPLE SUBGROUP

FERIOD OF THE CYCLE

DEFINEL VARIABLE

CHARACTER VARIABLE FOR QUERY TO USER WANTING 4
FRINTOUT OF THE CHART

RANGES OF SAMPLE SET I

HEAN OF R CHART

TABLE OF RANDOM MUY ER SEEDS FOR USE IN COMPILED
FROGRAN ORLY (TRD = 1 T0 1)

FLAG, WHICH WHEM GET, SIGNALS THAT & &H
MULTIFLE OF SIGMA BY WHICH THE DOC MEAN
FROM THE IM-CONTROL MEAM (EHIFT)

SIZE OF OOC WINDOW FOUND IN MEANW TEST
SLOPE OF POINTS IN QOC WINDOW

Lo
GMA

IFT EYISTS
IS SHIFTED

e e e N e R e e A MR e et e ek e e el T e el b HeR ek D e ek St el b e e el dler B el Db dmpe WS ar TR et e e R e W e O Gk M omb e
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et cleb e il G

A1

i I L o I L R o T e e I A T L T e

3

g

i
=L

¥

SHEAM
SHUL/SHLL

[ESE RN

YLN
LT
HEHT

KIN
Hyan
H
[ASIR I i
158

15un

4

YY1k ¥y2
50

YU
YT

Honon

noH

n n n 1] 1 " i

n o n u o Hon

FLAE, WHICH WHEM 5ET, SIGNALS THAT THE MEAM OF THE ¢
FOINTS IM THE QOC WINDGW ARE > IN-CONTROL AEAW i
HEAN OF PRINTS IN OOC WINDOW H
LOCATION OF UPPER AND LOWER MEANS OF THE DISTRIBUTIONS?
FOUND IN THE MIXTURE AND SYSTEMATIC PATTERNS i
SUM OF SOUARES DUE TO REGRESSION (LYCLE TEST: ¥
Sl OF SOUARES DUE 7O RESIDUALS (CYCLE TEET i
STARTING FOINT OF GOC CONDITION FOUND IN YARIAWCE TESTY
STAMDARD DEVIATION OF ENTIRE DATA SET i
STRATIFICATION STANDARD DEVIATION i
STRATIFICATION VARIAWCE H
CONTROL VARIAELE FROM PRINTOUT OF SCREEW 7O PRINTER ¥
SUM OF PATTERN FLAGS £
SiM OF THE RANGES f
SUM OF THE MEANS 1
SUM OF $1°E IN 0OC WINDOW (CYCLE TEST 1
CORRECTED SUM DF SGUARES OF THE ¥°8 IN ODC WINDDY H
SUM OF Y1 SBUARES IN OOC WINDOW (CYCLE TEST) H
CORRECTED SUM DF SOUARES OF THE Y#VT(1) IN OOC WINDOW ¢
EUM OF YT{I) IN 0OC WINDOW i
UM OF Y1#YTII) IN DOC WINDOW (CYCLE TEST) H
SUM GF YT} SDUARED IN QOC WINDOW (VARIANCE TEST! i
CORRECTED SUM OF SOURRES OF THE YT(I) IN OOC WINDDW ¢
(MEAH TEST) 1
FLAG, WHICH WHEM SET, SIGNALS THAT A SYSTEMATIC EYISTS:
TEST STATISTIC USED IN CYCLE t TEST

Looy UP TABLE FOR STUDENT T VALUES (ALPHA=0.01)

TOTSL CORRECTED SUM OF SOUARES IN O0C WINDOW

TEST STATISTIC USED IN STRATIFICATION TEST

FLAG, WHICH WHEN SET, EIBNALS THAT A TREND EXISTS
THD SIGMA LIMIT USED IN ATHT RUM RULE 2

MUMEER OF POINTS SROVE IN-CONTROL HEAM

LODK UP TARLE FOR UPPER CHI-SRUARE VALUES (ALFHA=0.1)
UPFER CONTROL LIMIT ON ¥ EAR CHART

UPPER LIMIT FOR YARIANCE DN ENTIRE DATA SET

UPPER LIMIT T VALUE USED IN MEAN TEST

VARIANCE OF ENTIRE DATA SET

S1ZE OF 0OC WINDOW FOUND IM VARIAMCE TEST

SUM OV VARIANCES QVER ENTIRE DATA SET

TEST STATISTIC USED IN SIGNIFICANCE TEST DN VARIANCE
HITHIN 0OC WINDOM

SIZE OF MOVING WINMDOW

VARIANCE IN 0OC WINDOW FOUND 1M VARIANMCE TEST

NUMBER OF SAMPLE SETS :

REFEREMCE POSITIONS FOR PLOTTINE THE SCREEN POINTS
UM OF Y SBUARES IN 0OC WINDOW (MEAN TEST)

SUM GF X°5 I¥ OOC WINDOW (MEAN TEST

SUM OF YIYT(I: IN OOC WINDOW (MEAN TESTI

REFERENCE POSITIONS FOR PLOTTIMNG THE SCREEN PRINTS
SUM OF YT{I) GRUARES IM OOC WINDOW (MEAM TEST)

SUM OF YT{I} IN OOC WINDOW (MEAN TEST)

MEAN OF SAMPLE SET I (OR Y BAR FOINTS)

e e e e R e Mo

B L A

B R L U T S A T s B ol
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14 REM LI = TEST STATISTIC USED IN HOVING WINDOW MEAN TEST t

429 AEX HEERENRRYRUEEINEVEEO N NI DR LR A N R R IR R TR A Y8

430 BIN PLLOY,RIL00),¥TC100) 820100, F1E100), 81001, TL100), I6{1001, UCKI (1001,
LLHI&M"‘ Bl Om A1100}

537 REM BUEEETREONIE PO IR N R L O R O O O AR A

434 REM THIS IS 4 LOOK UP TABLE FOR 42 VALUES ¢

136 REM YOO EROOEIUEO OO LR E O O O L R O R LS

§38 FOR [=2 T0 10:READ A2(11:NEXT

440 DATA 1.88,1.023,.729,.577,.483,.419,.373,.337,.308

142 BEM SERTERSRLIRLTESIEIEAES AN OI AN INI LA L LR PR LA AN LA L LN O LR N

442 REM  THIS IS A LODK UF TABLE FOR A ONE SIDED F TEST HITH ALPHA = 0.1 1

344 BEM P1181 :xtznxxzzxx::x:xx:;::xxzzxxxxztxzt:xzzxz:xtzsxtsxzxtxxzxt::xtz:x

148 FOR [=1 T0 J0:RE4D F1{1):NEXT

450 DATA 39.84,8.53 1.36,3.29,3.23,3.18,3. 14, 3.1,
1.07,3.65,1 2.93,2.92,2,91,2.9,2.39,2.99,
2.88

152 FOR 1=31 T0 40:F1{1)=2, 84:NEAT

454 FOR =41 TO &0:F1{11=2,B15:NEXT

456 FOR I=A1 T0 100:F1{1}=2,77:4E4T

459 REM HEOMTEHIITU I O R T A A

340 REM & THIS IS A LOOK UF TABLE FOR & TWD SIDED t TEST WITH ALFHA = G.01 ¥

247 REN SEEEERUEEONS O I A R L T L R RS 1A 4

144 FOR 1=1 TO 30:REED T(I):NEXT

445 DATA £3.457,9.925,5.841,4.404,4,032,3.707,3.499,3.355,3. 25,3, 149, 3. 106,
3.055,3.012,2,977,2,947,2.921,2.898,2. 978, 2. 841, 2, 645, 2,831, 2. 819, 2. 807,
2.797,2.787,2.779,2.7 7 1,2.743,2.754,2.75

148 FOR [=31 7O uu"'I1 22, T2TNENT ‘

470 FOR 1=41 TO &0:7(11=2,482:NEXT

§77 FOR 1=61 T0 :Dq.TlI;-2.638:NEXT

A70 BEM BOSHIRLOTI I I O O R R

476 REM § THIS IS & LOOK UP TABLE FOR A4 ONE SIDED CHI-SOUSRE TEST ALPHA=0.1 1

878 REN EEROTRTEEREENOE DU IO O O L

480 FOR I={ T0 30:READ UCHI(I):NEXT

487 DATA

182 DATE 2.71,4.41,4.75,7.78,9.24,10.45, 12,07
19,81,21,04,22.71, 72,54, 74,77, 25,99, 27..2,
34,28,35.56,36.74,37.9 2 ,39.09, 40,26

484 FOR =31 TO 40:UCHI(1)=84, D3:NEXT

484 FOR I=41 70 S0:UCHI(1)=57.40:NEXT

489 FOR 1=31 T0 40:UCHI(11=88, 79:NEXT

490 FOR =81 TO 70:UCHT(1)=79.97:NEXT

592 FOR 1=71 T0 80:UCHI(11=91, G4:NEXT

494 FOR 1=81 TO 90:UCHI(1)=102.08:NELT

194 FOR 1=91 TO 100:UCHI{D)=113.04:NEXT

198 REM SHORTSEMEBIEON R RO R LSO TN SR LR R LA T R AR AR LAY

500 REM ¥ THIG IS A LODK UP TABLE FOR & ONE SIDED CHI-SDUARE TEST ALPHA=0.1 1

507 REM BRELEREEIOEEIRR A I L O O RO L L AU AR A

504 FOR I=1 TO 30:READ LCHI(1):NEXT

54 DATA .02,.21,.58,1.08,1.41,2.2,2.03,3.49,4,17,4,87
9.31,10.09,10.87, 11,45, 12. 44,13, 24, 14,04, 14,85, 15,
18.94,19.77,20.4

508 FOR 1=31 TO 40:LCHI(I1=24,83:NEAT

i GQ 1': Uw 17 79 1:5‘ :

IRXET IR

yé
29. 2 T'J 81,32,01,33.2

1- S IR \.-_‘

(13,3
28,44,

3.38,5.
b, 16.47, 7"9 18 Il

7y
&
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330 FOR 1=41 4

212 FOR =31 {1 GiNEXT

314 FOR D=4l LCH ,'J,.“:EEXT

Ila FOR I=71 59.81:NELT

318 FOR I=81 70 %0: iHI'I'—ra.'° NEXT

520 FOR 1=91 TO 10G:LCHICII=77,83:0EXT

527 REM !!!X*!I!!i!l1!%!1!!13!11XXli!!!1li*!11*1!1!‘!11!!!!!!!!3!! SR EER SRR

574 REM & THIS INFUTS 4 SET OF RANDOW NUMEER SEEDS FOR USE IN COMPILED TEST. ¢
26 REM s O O R
5Z8 FOR I=i Tﬁ 10:READ ROIIVeNELT

530 DaTa 4! §82,35,55355, 45090, 0, 47890, 20040, 5664566,195, 4783

’1 1 LJTk “"'1 " 1 12

544 LPRINT * *

548 LPRINT *

550 NEAT TRD

557 END

554 REN HOOERBECEERSLER LR S OO L O S R R LR RO Y

554 REM # INITIALIZATION OF SELECTED VARIABLES AND FIRST USER PRONPT f

558 REM ISR U L

540 A=0:B=0:F=0:NB=1E+20:NF=0:FOR 1=1 T0 100:B{1)=0:A(1)=0:NEXT

542 TFLAG=0: SFLAB=0: SYSFL=0:0YCFL=0:HIXFL=0

54 SCREEN 0:WIDTH 89

Shé COLOR 0,7,9

548 ILS

570 *43M=0:5UB=VARPTR(ASH) : PDKE SUB,SHCD:POKE SUB+1,%HS:POKE SUB+2,SHCE

572 LOCATE 1u,:s PRINT *SELECT DATA ENTRY TYPE®

574 LOCATE {1,25:FRINT * 1. BY HAND®

574 LOCATE 12,25:FRINT * 2. COMPUTER BENERATED"

578 LOCATE 13,25:PRINT * 3. END PROGRAN

580 LOCATE 14, 30:PRINT "(1,2 OR 31°;

587 A$=INKEY$:IF A4="" GOTO 582 ELSE IF A8¢*1" OR A%>°3" THEY BEEP:GOTD 582
ELSE D=VAL (A%}

584 IF D=2 THEN GOTO 980

584 IF D=3 THEN END

589 [LS

590 LOCATE 12,25:PRINT *1. DATA ENTERED BY POINT®

597 LOCATE 13,25:FRINT *2, DATA ENTERED BY MEAN"

594 LOCATE 14,37:PRINT (1 OR 2)°

594 AS=INKEYS$:IF 84="" GOTO 59 ELSE IF &${®1" OR 242" THEN BEEP:5070 59
LSE D=VAL(A$}

598 IF D=2 THEN GOTO 444

£00 BEN BELELSRLENEDESEEO D L L A L R A N OV SR R A Y

507 REM ¢ THIS SECTION ALLOWS FOR DATA ENTERED BY FOINT 1

408 REN EEHERLEDSEERNEEN R A I R L U S LT LR T OIS 1A 1Y

506 LLS

408 LOCATE 12,25:INPUT *ENTER THE NUMBER OF SAMPLE SETS";)

I




410 LOCATE 13,25:INPUT “ENTER THE SAMPLE GUBGROUP SIZE

812 LS

414 FOR I=1 70 X

& PT=)

g FOR J=1 TO N

¢ LOCATE 13,25:PRINT "SAMPLE";I;": DATA POINT®;Jg:IBPUT IS *,Fil}
2 FT=FT + Fid)

4 MEXT

4 HIN=P{1):MAX=P(L}

g FORK=2TD M

4 IF POETCMIN THEN MIN=Pi¥):B0T0 434
2 IF P)HHAX THEMW HAX=PIE)

4 NEXT K

& B{I1= HAX-HIN

B YT{D)=PT/¥

SUMYB=SUMYR + YT(I}
2 SliMR=CUMR+R(I)
4 HEAT 1

& CLINE=GUMYB/Y

§ RBAR = SUMR/Y

i UCL=CLINE + A2(N}{REAK
2 LCL CLIME - AZ(K}YRBAR
4
L

638 REN jHfpppnpynipiirirns i e e e i

&0 REH % THIS SECTION ALLDWS FOR DATA ENMTERED BY MEAN t

662 REM BRERpEpfsyipgdiaquinsiipinnssn it g

864 CLS

44 LOCATE 12,25:INPUT "ENTER THE MUMBER OF SaMPLE SETS";X

448 LOCATE 13,25:INPUT "ENTER SAMPLE SUBGROUF SIZE";N

&70 CLS

£72 FOR I=1 70 %

474 LOCATE 12,Z5:PRINT "THE MEAN OF SAMPLE SET";I;®IS";:INPUT YT(D)

474 LOCATE 13,25:PRINT *THE RANGE OF SAMPLE SET"'I 18 “,:'NPU' Rl

478 SUMYE = SUMYE + YT(I)

&R0 OEUMR = SURR + RIII

482 HEAT 1

424 GOTO 444

86 REM BHERVEROBERRISIRIREEERRRIS LA I LA A v e

438 REM § THIS SECTION ALLOWS THE USER TO SAVE THE DATA GENERATED 7O A DISK ¢

690 REM Bjriipitrginsrpinprunpt i n iy

492 "LOCATE 13, ”U PRINT "PLEASE ENTER THE FILE NAME YOU ¥QULD LIKE TO SAVE THE
DATA UMDER.

494 TINPUT N$:N$=N§+®.dat®

&75 TOPEN "b:"+N$ FOR OUTRUT AS #1

498 'FOR I=1 TO X:PRINT $1,YT{ID:MEXT

70¢ "CLOSE

702 REM pHnpnpiuiitiioin i i naann i

704 REM ¥ THIS SECTION DRAWS THE CONTROL CHART GRAPH TO THE SCREEN

The REM fruIppmpptItienn e e e e e iy

708 SCREEX 2 ‘

710 L8
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ET {80,157 DRAH "DISORSES"
B I=1 70 ¥
£
!

=

ET {B0+545/ (3+114],165) 0RAY "U3"

INE-ZHDEY-HN} / (H-MK) s BLINE=145- 1500 {CLINE-DEV-HN} / (H-HN)
645, BLINEY 7, RHFOFD

-{443,ALINES s, , kHFOFD

=150 (UCL-KM) 7 (H-MN) ) DRAY "R3E5"

NE=145 ,_?2{"’74E+“1EEU MNY /UMM L BLINE=163-1 S0 {CLINE+DEV-HNT 7 (H-fNi
?“.ELIHE: (545, BLINEY: ", RHFOFD

{80, BLINE)- (445, 8LINEY 27,  BHFOFS

5* ‘1ﬁ _151,1 !"l TFL'_.P”\ ,fﬁ h‘\i,i :,QAJ IIQ I1

18, 61 PRINT INT(LS
,S.PF‘”T INT{UELY
2,81 PRINT INTICLINE!

(:56=80+555/ (X+11ENCT: PSET (GE, HH)

L

W3 (LOL-MNY /7 {H-HM) ) DRAW "REE5T
(CL

{

Jm - (P13 4 71PN

=5

oM re e

‘._
=

2
3

joy

v

750 Hi=10: 66004565/ L L+1] 1L PSET (68, HH)

752 REN AEESLCLCERRH A EEE I O L S R R A 0
754 REM ¥ THIS SECTION PLOTS THE FOINTS ONTO THE CONTROL CHART f
756 REM HHLEPECOUE D O L L L 1
758 FOR =1 70 ¥-1

G ¥i1=B0+5485/(1+1011

762 TI2=B0+543/ L3+ 11 4(1+1)

yv1-155 1SOLIVTTY =K1 /7 {4=-MM)
2=LET-130N (YT IT+12-HNY/ (H-M0)

LIHF YL YYIE- 102, VYD)

NEXT I

REF Bt s i T R e g g4 e

REM # THIS SECTION APPLIES RULE ONE OF THE ATAT RUM RULES. TESTS TO SEE ¢

REM £ IF ANY POINTE FALL OUTSIDE OF THE 3 SIGMA LIMITS, IF IT DDES, AN

REM & x I5 FLACED AROVE OR BELOW THAT POINT. {

REM Myt I O T L R s

FOR 1=t 70 X

4 1F ¥T(13:UCL THEN G=1:B0SUB 942:60SUB 914:5070 788

IF YT{I)CLLL THEN G=1:B08UB 942:505UB 928
NEXT

TR0 REN PO O O O O O R
792 REM & THIS GECTION APPLIES RULE THO OF THE ATAT RUN RULES. [T TESTS 70 4

79
79
798
800
22
804
B4
808
814
BiZ
Bl4

REM ¥ SEE IF THO DUT OF THREE SUCCESSIVE POINTS FALL CHTSIDE OF THE THD ¢
REM § SIGRA LIMITS, OMLY THE SECOND FOINT IS WARKED WITH &N !
REF BORROOR R i i e e i e e s
TSIG=CLINE+2¥DEY

COUNT=9

FOR I={ TO X

IF YT{I1}}TSIG THEN BOTD 814

IF COUNT = { THEN BOTO 814 LSE COUNT=COUNT-1:6070 814

COUNT=COUNT+Z

IF COUNTS2 THEN G=2:5OSUB 942:808UF F14:COUNT=2

NEXT I
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16 TSIG=CLINE-Z4BEY

8 COUNT=0

0 FOR I=1 70 %

2 IF YTII}{TSIG THEN BOTO 82

4 IF COUNT = O THEN G0TD 830 ELSE COUNT=COUNT-1:8070 830
& COUNT=COUNT+2

§ IF COUNT3Z THEN G=2:B0SUB 942:R0SUB 928:COUNT=2

O NEIT 1

4 REM ¥ THIS SECTION APPLIES RULE THREE OF THE ATET RUM RULES. [T TESTS
£ REM ¥ TO SEE IF FOUR OUT OF FIVE SUCCESSIVE POINTS FALL DUTSIBE OF THE
B REM I ONE SIGMA LIMITS. ONLY THE FOURTH FOINT IS MARKED WITH AN x.
OREM (IOEn e i e R e

2 O5IG=CLINE + DEV

4 COUNT=0

4 FOR I=1 T0 X
& IF ¥TUI13:051
0 IF COUNT 34

O R OO0 L0 S0 o 0D 0o 00 00 00 g D U 00 OO 00 o

REW tridganiniipninnupisiiin i i e s e e e g4y

2IF rT(i‘IL? EA {1 I6 AND YT(I-2)>0516 AND YT{I-3}305IG THEM GOSUE
942:GOSUR 914: GOTO B33
B34 IF YTII):0GIG AMD YT{I-1):05IG ANMD ¥T(I-3):DSIG AND YT{I-4):05IE THEN GOSUE
9424 GOCUR 914: GOTO 858
836 IF YT{I)}QBIG AMD YT(I-2}¥ AND YT{I-3)3081G AND ¥T{I-4):0SIG THEN GOSUE

342:605U8 ?14: GOTO B33
838 COUNT=3
840 NEXT I
857 OS1G=CLINE - DEV
864 COUNT=1
8hs FOR I=1 7D X
B&E IF YT(I}<OSIG THEN COUNT=COUNT+]
870 IF COUNT<:4 THEM GOTO 880

§72 IF YT(1){DSIG AHD YT{I-1)<0SIG AND YT{I-2){DSIE AND YT{I-3}<DSIG THEN GOSUE

342:605UB 929: GOTO 879

874 IF YT{I}{OSIG AND YT{I-1)<DSIG AND YT{I-3}{DSIG AMD YT{I-4){05IG THEM GOSUR

742:60EUE 928: &0TO 878

74 IF YT(1)<D5IG AND YT(I-2}<05IG AMD YT{I-3){05IG AND YT{I-4){DSIG THEN
942:B05UE 32B: GOTO 678

878 COUNT=3

B8O NEXT I

SUB

BB2 REM Drppprirprppinninnnpn i i e e g g
884 REM ¥ THIS SECTION APFLIES THE FOURTH RULE OF THE ATAT RUN RULES. IT %
B35 REM # TESTS TO SEE IF EIGHT SUCCEBSIVE FOINTS FALL OM OWE GIDE OF THE %
888 REM ¥ CENTER LINE. ONLY THE EIGHTH POINT IS5 MARKED WITH AN x i
890 REM !3!3!!111!!1!X!!!il!XXIII!XZ113!2!:33111!11*1!!!1!t!!i!!!!tiIX!!!!I!!I
B892 COUNT=0

894 FOR I=1 TC X

2%
898
900
352
B4

PHES
V8

IF YT{I)>CLINE THEN COUNT=COUNT + { ELSE COUNT=(0:GOTD 904
IF COUNT=8 THEN G=4:BOSUBR 942:B05UR 914:COUNT=7

NEXT 1

COUNT=0

FOR I=1 7O X

IF YTII}CLINE THEM COUNT=COUNT + 1 ELSE COUNT=0:50T0 910
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908 [F COUNT=8 THEN 5=4:50SUB 942:G0SUB 928:COUNT=7

91¢ NEIT 1

917 RETURM

914 REM ERLOSEIINETO O N NN R A S L T I E ALY 082 0Y

914 REM ¢ THIS SECTION DRAWS AN @ ABOVE THE POINT t

918 REN ETHIEERE IO T OIS O P R E R R L IR L RS040

920 H=140-1508 (YT (1) -MN} / {4-HN}

927 G=004545/ (141141

924 PSET (8,H):DRAW "NE2 NF2 N2 H2"

924 RETURM

928 PE¥ SR I IO S O R R R AR R A gAY

930 REY THIG SECTION DRAWS AN » BELDW THE POINT ¥

932 REM t!!i*!'xt#*!ltit!?!txtii1i!Z!1!t!3!!!xz!!3:!Z!!!!1!311:!1!3!113t113!33

974 H=170-1508 (YT{T1-MN} /7 (4-HN)

934 B=80+345/ (+1)1]

578 PSET (3,H):DRAW "NEZ NF2 NB2 HI®

240 RETURN

947 REM THE3USEHINEEEREE I IR E O RO R S S L O A S RO R R A e g

944 REM § THIS SECTION IDENTIFIES WHICH RUN RULE AND AT HAT FOINT IN THE 1

D44 REM ¥ PROCESS THE FIRST °MARKED ¢ OCCURRED. IT ALSD IDENTIFIES WHEN ¢

Q45 REM # THE LAST "MARKED x* OCCURRED. s

950 REN E388E3ERIREE R RO ERRT IR SRS AT TR AR AR AR RPN RIS AL RN ANY

952 IF INF THEN HF=I

954 B{I)=1:4(1)=6

954 IF I<NB THEN NB=I

938 RETURN

950 REN LHEROSISEIOLESR IR O R R IR RO I S A A IS A3 A2 4R H 0

942 REM ¥ THIS SECTION ALLOYS THE USER TO FRINT THE CONTROL CHART SHOWN ON ¢

944 REM ¢ THE USERS SCREEN TO THE FRINTER. !

Bah REM ELREESESREISEStsErsantspee et ststanstaeasaessaatsnessesessssasssany

948 BOTO 1322:°LOCATE 24,4:PRINT *MOULD YOU LIKE & FRINTOUT OF THIS CHART?
(N

970 Q3=INPUTS (1)

972 IF Q83 "Y" AND 0$(3"y" THEN 1322

974 LOCATE 24,4:FRINT BFHEE$(SUJ;

974 *SUB=YARPTR(ASM) : CALL SUB

978 GOTD 1322

980 REN 83888388 P I O AT R A R R A R SRR S AR SRR EL DY

532 REN ¥ THIS SECTION GENERATES THE BATA FOR 7 DIFFERENT PATTERNS '

984 REM § AUTOMATICALLY. t

595 REM CRSRSTREEEeEtaarsaaateireeaqesssneaeisqsnssssnesassqaeyseasassssy

988 ¥=40:CLINE=100:UCL=115:LCL=85: DEV=5

990 "NC=[NT(RNDE11+45)

992 NC=7:NCC=NC+

994 (L5

994 LOCATE 9,15:PRINT "HHAT TYPE OF PATTERN WOULD YOU LIEE 70 SEE?"

999 LOCATE 10,27:PRINT "1, TREND®

1040 LOCATE 11,27:FRINT 2. CYCLE"

1042 LOCATE 1Z,27:FRINT "3, HIXTURE"

1604 LOCATE 13,27:PRINT "4, SHIFT®

1G4 LOCATE 14,27:FRINT °S. SYSTEMATIC®
1003 LOCATE 15,27:PRINT "4, STRATIFICATION"
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1010 LOCATE 14, 27:PRINT 7. NORMAL®
1012 LOCATE 17,27:PRINT *(1,2,3,4,5,6 R 71"
101 AS=INKEYS: IF A$="* GOTD 1016 ELSE IF ASC'L* OR A83'7° THEN BEEP:BOTO 1014
ELSE D=VAL{A$)
1616 IF D=7 THEN 60TO 1074
1018 CL§
1020 LOCATE 13,7:PRINT "PLEASE ENTER THE NUMBER OF POINTS YOU WOULD LIKE TD BE
OUT OF CONTROL®
1022 LOCATE 14,12: INPUT "NUMBER MUST BE & MULTIPLE OF 5 AND BETHEEN 0 AND
EH ,'JC
{626 1F OC<O R 0345 THEN SOUND 450, 6:60T0 1020
1026 L = NC#OC
1028 04 D GOTO 1042, 1146, 1184,1104, 1248, 1224
1030 REM SHEEREREEYEErsIRsnes sy faneta s v eespassaneesas e pnssaepeqasnsaessessy
1032 REM ¥ THIS SECTION GENERATES DATA FOR THE TREND PATTERN. THE USER HUST ¢
1034 REM § ENTER THE VALUE CF LPHA (THE MULTIPLE OF SIBMA BY WWICH THE MEAN f
1036 REH ¥ S SHIFTED FRON THE CENTERLINE EACH SAMPLE INTERVAL DURING THE 0OC ¢
1038 BEM ¢ CONDITION), i
1|4u REA EEOEESEREE SR T R O R S S I I L LR R R A
"! fLS‘
1044 LOCATE 12,12:PRINT *WHAT MULTIPLE OF SIGMA WOULD YOU LIKE THE MEAN SHIFTED
By
1044 LDCATE 13,22: IHPUT *TYPE A VALUE BETHEEN (.05 AND .25)";ALPHA
1043 IF ALPHAC.0S OR ALPHAD.25 THEN SOUND 450,4:60T0 1044
1050 LPRINT *TREND PATTERN HITH & SLOFE OF;ALPHASDEY; "MD"30C; "OUT OF CONTROL
POINTS STARTING AT":NCC;"AND ENDING AT*;L;CHR$(29);°
1052 FOR E=1 10 AC
1054 ¥T(K)=CLINE+FN NRDIDEV
1056 NEXT K
1038 NCC=NC+
1040 FOR 1= NCC TO L
1062 YT{I)=CLINE + FN NRDSDEV + ALPHAE(I-NC)$DEV
1048 NEXT 1
1084 IF L=X THEN GOTD 1670
1083 FOR T=L+1 TO X:¥T{1)=CLINE+FN NRDYDEV:NEXT I
1070 GOSUB 485
1672 50T 948
1074 REM !It!!!!!tx':!11!!!!!ttt!!tt31111111'l!!!t!!!!!!!ttf!!!::!!!!*!!i!:xt!*
1076 BEM 1 THIS SECTION GENERATES A REGULAR INCONTROL PROCESS CHART 1
1078 REM SEESUELERSTEEEEN LR AR T LR R R R LR LR SR AR A
1080 NCC=0:L=0
1082 CL§
1084 LPRINT *IN CONTROL FROCESS WITH 0 OUT OF CONTROL POINTS.®
1084 FOR 1= 1 T0 ¥
1088 YT(1)=CLINE+FN NRDYDEV
1690 NEXT 1
1092 G0SUB 434
1094 BOTO 948
1095 REM $$EETELLERSSET ERS IR IR AR ERS R R RS KT LR RER R LER IR LEE AT SRL LML N
1098 REM § THIS SECTION GENERATES THE DATA FOR THE SHIFT PATTERN. THE USER 1
1100 REM ¥ NUST INPUT THE VALUE OF DELTA (THE MULTPLE OF SIGMA BY WHICH THE 1
1102 REN § MEAN IS SHIFTED FRONM THE CENTERLINE DURING THE OOC CONDITION).  f
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104
1104
1168

[T

11!?
iz 1
1114

114
1118
124

an
12z

1124

:
i
‘

1126 471

1128
130
132
1134
1134
1138
1140
1142
1144
1146
1148

1130
{152
11534

163

' E1 B R L L T e g

2 7iPRINT *PLEASE ENTER THE MULTIPLE OF SIGHA YOU HOULD LIKE THE

‘T.Eé.INF“ *TYPE & VALUE BETHEEN (.3 TO 3)"{SHIFT

£,5 QR GHIFT>3 THEN SRUND 450,6:60T0 1108
_F IH ’SHIFT FATTERN YITH EXPECTED MEAN COF®;CLINE+SHIFTIDEV;"BNDYiOL; "OUT
GF CONTROL POINTS STARTING AT";NCC;"4ND ENDING AT"jL;CHR$(29);%.°
FOR I=t 7O NC
YT{]}=CLINE+FY NRDY
MEXT
NLD=ND + 4
FOR I=MCC TO L
{17=CLINE+ SHIFTYDEY + FN MROELEV
NEXT I
[F L=% THEM 3070 1i
FOR I=L+1 TO La¥7H
AOSUE &BS
BOTO 948
REM M i L ey g a3y
REW & THIS SECTICN GENERATES THE DATA FOR THE CYCLE PATTERN., THE USER
REM ¥ MUST INPUT THE VALUE OF DELTA. ¥
REM SRy O R e s i
L3
LOCATE {1,12:FRINT *PLEASE ENTER THE PERIOD YOU WOULD LIKE THE CYCLE TC
TREE,*
LOCATE 12,28:INPUT "{4, B DR 12),";PER
IF PER{:4 AND PER{:H AND PER{>12 THEN SCUND 43¢,4:B070 1148
LOCATE 14,5:FRINT "PLEASE ENTER THE HULTIPLE OF SIBMA YOU WOULD LIXE THE
AMPLITUDE TO TAKE.®

T
1
.

s

I: =CLTHE+FN HRDSDEVIHEXT 1

156 LOCATE 15,30:1MPUT 0.5 70 31, *IEL
158 IF DEL{.5 OR DEL3 THEN SOUND 430,6:607C 1134

od
1140

1142
1144
1165
116R
{170
{172
174
174
1178
1180
118z
1184
1186
1188
Heg
1192

LPRINT *CYCLE WITH A PERIOD DF";PER;“AND AMPLITUDE

OF*yDELADEY; "WITH*;0C; "0UT OF CONTROL POINTS STARTING AT°;NCC;°AND ENDING
AT";L;CHR${291;", "

FOR K=1 TO AC

YTUK)=CLINE+FN HRDIDEV

NEXT K

NCC=NC+

FOR 1=NCC 7O L

YT(1)=CLINE + FN NRDYDEV + DELISIN(24PIS(I-NC) /PER) HDEV

NEXT 1

IF L=t THEN GOTD 1180

FOR I=L+1 TO X:¥T(I)=CLINE+FN NRDEDEV:NEXT I

GOSUE 486

BOTO 948

REM SERLEE R I R O T L T R L R L A
REM 1 THIS SECTION BENERATES THE DATA FOR THE MIXTURE PATTERN. THE USER 1
REM ¥ BUST INPUT THE VALUE OF DELTA. i
REM EHTEERLETEES LN RO AR S PRI AR R RN AN LR AR RN LR AT AN 40
oLs



CATE 12,7:FRINT "FLEASE ENTER THE MULTIPLE OF SIGMA YOU WOULD LIXE THE
EANG"

CATE 13,%:PRINT *OF THE MIITURE DISTRIBUTIONS TO SHIFT FROM THE NORMAL
A"

N

ATE 14,340 IHPUT *(.5 TO 3 "yDELT

DELT(.S OR DELTSI THEN SOUND 450, 5: 5070 1194

LPRINT “HIXTURE PATTERN WITH & SHIFT OF%; DELT; ”“'UE,“B“T OF COMTROL

FOINTS STARTING AT"jNCC;"AND ENDING AT¥;L;CHR$(29)5", “:LPRINT “THE Te0
NEANS OF THE HIYTURE SHOULD BE AT* s CLIME+DELTYDEY; “QNE' CLINE-
TELTEDEV;CHRS (2905, "

1204 FOR I=1 70 MC

1204 YTI)=CLINE + FH HRDEDEV

1208 MEXT I

212 FIR 1=4CE 10
204 IF BAIC.S THEN YT(1)=CLINEAFN NRDNDEVSDELTIOEY ELSE YT(1)=CLINE4FN NRDYDEV

~ DELTHDEY
§ NEXT 1
B IF L=t THEN GOTO 1222
1220 FOR IsL+1 TO X:¥T{I)SCLINEFN NRDADEV:MEXT I
1227 BOSUB 485

24 07D G4Q

b BEH SO U U

REH ¢ THIS SECTION BENERATES THE DWTA FOR THE STRATIFICATION | PATTERN. TH
Xt USER HUST INPUT THE VALUE OF GAMNA (THE MLTIPLE OF SIGWR DESIRED
EM  WHEN IN THE 00C CONDITION),
EM RO O L I O L R

-~z

bt e n

c

LOCATE 12,13:FRINT "PLEASE ENTER THE MULTIPLE OF SIGHA YOU WOULD LIKE®

ILATE 13,12 INPUT “THE STRATIFICATION LINITS 70 BECOME (.2 7O 1)";GaH
GAM(.2 OR GAM1 THEN SOUND 430,4:6070 1238

1244 L PFIQ’ “STRATIFICATION PATTERN WITH STD. BEV =";GaMfDEV;"fND";0C; "OUT OF

CONTROL PRINTS 5TH RTTNG AT"NCL; "AND EMDING AT L;CHRE(2®:"."

1245 FOR I=L TONC

1248 YT{I)=CLINE + FH HRDIDEV

1250 NEXT I

1232 HLC=NC+

1254 FOR I=NCC TO L

1236 YT{I}=CLINE + FH NRDSDEVIGAN

1238 NEXT I

1240 IF L={ THEN BOTO 126.

1262 FOR I=L+1 TO X:¥YTOID=CLINE+FN MRDIDEVINEXT I
1244 GOSUB 4B4

1256 BOTO 948

12858 REM 1S iniinipi et s e e e e g g

1270 REM ¥ THIS SECTION GENERATES THE DATA FOR THE SYSTEMATIC PATTERN, THE ¢

1272 REM # USER MUST INFUT THE VALUE OF DELTA. £

1274 REM 1peii it r e g e e I R e e e g 4y

1275 CLS

1278 LOCATE 12,B:PRINT "PLEASE ENTER THE MULTIFLE YOU WOULD LIKE THE MEANS OF
THE THO"
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TE 13,31 IRPUT "DISTRIBUTIONS TD SHIFT AWAY FROM THE HORMAL MEAN 0.5 70

OUND 434G, 4:507C 1278

IC ATTERN 4ITH & CHIFT OF®;DE;“&ND*;0C; "OUT OF COMTRGL
QT {HCC; "AND ENDING HT"._.Cﬁ**!“D"“.' (LRRIRT "THE THD
HIIP THIS PATTERN SHOULD BE #T“'E'INE+BEIDE”'"AKB“ CLINE-

KOO TO L
NE + FH HRIMEEY + {{-1)*I1¢DEYDEY

5 IF L=) THEN 507D 1304
; FOR T=L41 TO X:e¥TIIY=LLINE+FN NRDIDEV:NEYT I
1 505U 484

1304 507D 948

REM HEEREEESHOT AR O AR R L R I S L R R e

} REM t THIS SECTION SETS A 957 CONFIDENCE LINIT ON THE EXPECTED MEAN OF 1§

} REM # THE ENTIRE DATA SET. IT THEN CALCULATES THE HEAN OF THE ENTIRE 3

REM & DATA SET AND DETERMINES IF THIS MEAN IS QUTSIDE OF THE EXPECTED ¢

& REM ¥ LIMITS. IF IT IS, THEN THERE IS EVIDENCE THAT EITHER 4 TREND OR ¢
t
1

i i o R

2

REM ¥ A SHIFT PATTERN IS PRESENT.

FOREN IR I R e R
M

1
=

r

¢ FOR I=1 1D %

CUH=CUM+YT(D}

308 MEYT

) HEAN=SLM/Y

T ULM=CLINE+{ {1, 944DEY) /SERIYY)

1234 LEM=CLIME-{{1,944DEV]/SRR{X))

D336 REH MU O O O e

1338 REM & THIS SECTIONW DPTIMIZES THE CUT OF CONTROL WINDOW BY LOOKING FOR H

1344 REM ¥ CLUGTERS OF MARKED »°8, [IF OQUTLIERS EXIST, THEY ARE DMITTED FROW ¢

1742 REM I THE YIMDOW. THIS REDUCES THE WIMDOW 7O ITS SMALLEST SIZE, THUS ]
3
§

{344 REM # ALLOWING IT TO BE MODIFIED IM LATER SECTIONS. » 4
P3A5 REM BEOdriit i L e g g a0y
1348 COUNT=0

1330 FO0R I=1 70 X

{352 IF B{I}=1 THEM GOTD 1354

1324 IF COUNT=0 THEM BOTD 1360 ELSE COUNT=COUNT-1:B37D 1340
1354 COUNT=COUNT+Z

1338 IF COUNTXZ THEW B=I+COUNT-S:I=d

1340 HEIT

1262 COUNT=0

1364 FOR I=§ 7O 1 STEP -!

1356 IF B{Ii=] THEM GOTD 1370

1348 IF COUNT=0 THEN GOTD 1374 ELSE COUNT=COUNT-1:5070 1374
1370 COUNT=COUNT+2

1372 IF COUNT2 THEN F=I-COUNT+3:1s]

1374 NEXT



375 WF=F:MB=F
:EW 31’1313'3133?1(3*?13#733?i¥1¥*31¥¥!i!i?!?ii?*?!tgi'iiiftf!'¥¥i¥if*¢¥i'
THIS SECTION FURTHER DEFIMES THE SIZE OF THE DUT OF CONTROL H
JIHDEU BY COMPUTIMG THE MEAN WITH & MOVING WINDOW SIZE OF 5. THE ¢
SLGRE OF THE DATA SET WITHIN THIS WINDOW IS CALCULATED AND & TEST
!
H
H

DOME TO DETERMINE IF THE SLOPE IS SIGHIFICANTLY DIFFERENT THAHM

IERG, IF THE SLOPE 15 SIGMIFICANT( ALPH&=0.11, THEM 4 TREND EXISTS.
IF SLOPE IS MOT SIGMFICANT, THEM 4 SHIFT HAS FD&SIB" OCCURRED.
3i!I*!ﬂ!”ﬂni'ﬂi!!!”ﬂ!ﬁ!iﬂ!*H!i*i*IH!HHH”!ZHH*H'U
En PI=1 A4 0l7=-1 43

(LL=BG+ 5 HIN=LL-FF+

L=+ oTon 1428

=FF 1O LL:MOVSUH=KOYEUM+YT (1) 1 NERT 1

e e o

= TRy e
T l'_'l:‘-ln!-

(HOVHL-TLINE ) F{DEV/SBR (4 INY)

08 IF I8 AND I0KURT THEN BOTO 1378
1310 BR=FF+2:ED=LL
1412 MOVSUM=0:FF=ES+{ 1 LL=FE+53:WIN=LL-FF+!
1414 IF Li={+1 THEY FFTB 1424
1414 FOR I=FF TO LL:MOVSUM=MOVSUM+YT(I1INEXT I
1318 B5=B5+]
1420 MOVAU=HOVSUM/WIN

1827 T6=(MOVHU-CLINE}/ {DEV/SER(HIND)
1424 IF ’F’iBM7 {iR Zﬁ3“P7 TREN ED=LL-4:6070 1412

1478 IF B'H &ND F'“ THFH =BE (F=ED:50TO 1442
1430 IF EDXF THEM F=ED

1432 TF EB{D THEN B=EB:GOTO 1442 ELSE 6OTD 1434
1434 IF F=0 AND B=0 THEM BOTD 1490

1435 TF 81Bi=2 THEN B=B-1

AlB¥=1 THEN B=B-3

i IF A‘Bz=4 THEN EB=B-7

1447 F=F-1:E81ZE=F-B+1:T8R=B: TEF=F

1444 1F GIZE<=5 THEN GOTO 1490

1444 XSD=0: XSUM=0:Y50=01Y=0: YY=0: VEUN=(

1448 IF HEAM:CLINE THEN SL=1 ELSE BL=(

M3 FOR I=R TOF

14532 YS80=YSR+YTII}A2

1434 VELM=YSUM+YTIT)

1438 YY={Y+YTIIM 8]

{458 YEUM=YSUA+]

1450 {5R=350+1°2

1462 NEXT

1444 BYY=¥SO-{ (¥SUM"2}/BIZE)

1444 SYY=YY-[{¥SUNIXSUMI/STIE}

1468 S§YY=Y5R-{{YSUM~2}/5IIE)

1470 SMEAN=YSUM/SIIE

1472 SLOPE=5XY/SXY

1474 IF {SL=! AMD SLOPE(0Y DR (SL=0 AND SLOPEX() THENW BOTO 1488
{474 DE=ATN{ELOPE}$1BO/FI

1478 HSR=ELOPEYSIY
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=(5YY-SLOPEESXY) /(SIIE-2)

MER/MSE

FEIIE=SIIE-2

IF FOXFI(FSIZE) THEN TFLAG={:507TD 1490

IF ABS{CLINE-SMEAN) #SQR(SIZEI/DEVSL, 96 THEN GFLAG=!

490 BEM pEi i O O g i

77 REM & THIS SECTION SETS 4 BOY CONFIDENCE LIMIT OM THE EXPECTED VARIANCE 1

REM % OF THE ENTIRE DATA EET. IT THEN CALCULATES THE YARIANCE OF THE ¢

94 REM ¢ ENTIRE DATA SET AND DETERMINES IF THIS VALUE IS OUTSIDE OF THE i
H
L

1480 NSE
Fo=

1493 REM ¥ EXYPECTED LIMITS,

1300 REM BHEMnRpiapps i i e p e e e e

1302 VSUR=0

L FOR I=1 70 &

S YELN=YSUM + {YT{II-HEAN)~Z

{ELT

1 VAR=YSLN/ (X-1

112 §TD=80R (VAR)

714 ULY=QEY28(1-1)/46.40

16 LLY=DEVIN{E-11774.4

IF VARCLLY THEH BOTC 1730

REM Sy e I i e e e 144

REM § THIS SECTION DETERMINES THE OUT OF CONTROL WINDOW SIZE BY DOING & ¢

REM { HYPOTHESIS TEST ON WHETHER THE VARIANCE IS GREATER THAW 22, USING 4
£
%
H

PN « ]

(D%

REM & 04 HOVING WINDOW OF 7 WITH ALPHA=,03. THIS WILL SEPERATE MIXTURE,
REM ¢ SYSTEMATIC 4MD CYCLE FROM IM CONTROL.
REM sfnptrespsiatiniinpiiany st p e e s iy e e e i g
1332 F=NF:B=MB:FI=0:LA=015T=0
1334 MYSUM=0:FIR=5T+1:LAS=ST+T 1 UIN=LAS-FIR+]
15338 IF LAS=Y+! THEN BOTD 1348
1338 FOR I= FIR TO LAS:MVSUM=MYSUM+ (YTIII-MEAN)“2:NEIT I
40

10 BT=0T+1
g -t w1t a

I B T L O S T o P B

b b ek e ek Beh e peh e
noeLn Ln GnoLn o onoon L O
LB & o I o S )

1542 HVAR=MVEUM/ (WIN-1]

1344 MSTD=3GR (HVAR)

1345 CRI=(WIN-1}EHVAR/DEV2

1543 IF CHI{12.59 THEM 8070 {334

1550 FI=FIR+3:LA=LAS

1532 MYSUN=0:FIR=8T+1:L85=8T+7: YIN=LAS-FIR+]
1554 IF LAS={+| THEN BOTO 1548

1535 FOR I= FIR 70 LAS:MVSUM=NVSUM+ (YT{I)-HEAMI*2:NEXT I
8 §7=5T+1

1360 MVAR=HVSUH/ (WIN-1)

154F MSTO=GGR (MVAR!

1564 CHI=(WIN-1)XMVAR/DEV 2

1264 IF CHI{12.59 THEN GOTO 1532 ELSE LA=LAS-5:B070 {552
{568 IF FI=0 THEN GOTO 15374

1579 IF B=0 ARD F=0 THEM B=F1:F=LA:B070 1584

IF LAXF THEN F=LA

IF FI{B THEN B=F1:G070 1384 ELSE GOTQ 1578
IF F=ii AND B=0 THEN BOTD 1704

IF A{B)=2 THEM B=B-1

IF A(B}=7 THEN B=B-3

IF A{B}=4 THEM B=B-7

bt b fes e e b
0 IR R )
00 O g ~d el -4
il = vl > S I O ]

La
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1584 VARB=R:VARF=F

1536 YLN=F-R+1:IF YLM{=5 THEM GOTO 1704

{588 SY=C:SYY=0:FOR I=B T0 FeSY=OY+YTIIsGYY=SYYeYTOIIOYT{I) I NEXT
1599 WVAR={BYY-GVISY/VLN) A (VLN-1)

1592 SHUL=CLINE+DEVE{(3, 244500 (WVARY I - (TEDEVY: /(DEV+ (, 16¥5BR(MVARY Y
1594 SMLL=CLINE-DEVE{(Z, 24450R(WYAR) I - (SYDEVI)/ {DEV+(, 4045ER (WVARI))
1594 HCHI={VLN-1) tWVRR/ (BEVEDEV

1598 IF WCHICLCHI{YLM-1} THEN GOTO 1810

100 IF WCHICUCHIVIN-1) THEW BOTO 1706

B2 REM AR S I P O R Yy
1404 REM & THIS SECTION DETERMINES WHETHER & SYSTEMATIC PATTERN EXISTS. H
i1 3

4 8UU=0
& FOR I=B 10 F-1
8 IF IG{I1+1G{1+1}=1 THEN SUU=SUU+1
0 MEXT
1422 STEST=INT(. 84X (F-B+1})
1624 [F SUH»=8TEST THEW SYSFL=!
1628 BEM st i R i O e kg iy
1428 REM ¥ THIG SECTION TRIES TO DETERMINE IF A CYCLE IS PRESENT IN THE DATA, ¢
1530 REM fRe i Er e e e s I g
1632 8Y=0:8YY=0
1634 Y=F-B+11IF ¥{12 THEN GOTO 148D
1634 FOR 1=B TOF
1438 SY=8Y+YT{D)
1540 SYV=SYY+YTI1"2
1442 HEXT
1644 U=8Y/Y
f45 TLBE=BYY-{{8Y*2}/W}: THAY=0
FOR F=3 70 12
530 FOR L=0 70 P/2-.1
8Y5=0:5Y=0:511=0
FOR I=E TO0F
11=SIN(ZEPTH{I+L-B+1}/P)
BYR=5YS+YTII EX
BX=51+11
SLE=5YY+Y 18Xt
1644 NEXT 1
1544 Y=(5YS-SYEEY/4) 7 (SXY-BXE8%/H)
1448 SSREG=YR{SYS-SXESY/U)
1670 §8RES=TCS5-55RER
1472 T=58R{{W-2) SGREG/SGRES)
1674 TF T2TMAY THEN THAX=T:PHAX=P:LMAX=L:UMAY=U:VHAX=Y
1676 HEXT LeNEXT F
1678 IF THAXTIW-2) THEM CYCFL=|
1580 BEM SOt i e i g s e i p g g 84
1487 REM ¥ THIG SECTION DETERMINES WHETHER & MIYTURE PATTERN EXISTS i
14B2 REM syt I S I O A R Ty 6y
1484 COUNT=0:HI=0:L0K=0

£r- o O
R
ER i I
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Cr-
O = w OB 2

Do oy Ry )

-
| SO

D T e
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1488 RI=CLINE+QEV:LOW=CLINC-DEV

9 FOR [=B T F

(672 IF YT{IYGHI OR ¥TUI3CLDW THEW COUNT=COUNT+{

1694 NEXT

1695 TEST=. §1VLH

1698 IF CRUMTHTEST THEN HIXFL=!

U700 REN MR S R R s
1702 REM & THIS SECTION USES THE FLABS TO OPTIMIZE PATTERN IDENTIFICATION. L
1704 REN Hpppnpsnriptpini iR a

1706 SURFL=0

1703 SUMFL=TFLAG+GFLAG+

1719 1F GUMFL=0 THEN A

1712 IF SUMFL{M D

1714 IF TFLAB=1 TJF? LPFIN ERM IS A TREMD WITH & SLOPE
OF "3 GLOPES "OR";D5; " 3 "ITH uT OF COMTROL BEGIMMING AT";TSE;"8HD
ENDING PT“ TSF,C( ($(293 %, "1GDTO 544

1716 IF SFLAB=1 THEN LPRINT "PATTERM IS A SHIFT WITH A ME&N OF*;SMEAN;"#ITH QUT
OF COMTROL BESIMNING AT";TSB;"AND ENDING AT"jTSF;CHRE(Z91;".%: 15070 544

1718 IF SYSFL=1 THEM LFRINT "PATTERN IG SYGTEWATIL WITH DUT OF CONTROL STARTING
AT';VARB; "AND ENDING AT";VARF;CHR${20); %, "sLPRINT "THE THO MEANS
ASSOCIATED WITH THIS PATTERN PrE AT HUL;"ANB“,SHLL,CHE$(3“),“.",BQTD 544

1720 IF CYOFL=1 THEN LPRINT "FATTERN IS5 & CYCLE WITH & PERIDD OF";PMaY;“AND &N
AHPLITUDE OF";ABGVHAY) ;"WITH QUT OF COMTROL BEGINNING AT";VARE;"RND
ENDING AT"; “qFF,C”ﬁ$’”9) % ELSE BOTO 1736

1722 Y=UMAY+VHATISINIZER T8¢ Lﬂ¢X+1}/PH§X?.PEET {B0+345/ {¥+111B,165-15034{Y-
RING/ (M-HNT

1724 FOR I=B+1 TO FrY=UMAX+VMAXISIN(ZAPTE{I+LMAX-B+1)/FHAN)

1726 LINE -{BO+365/ (X+1E1, LAT-1508 (Y-HMNI / (M-HN) o NEXT

1728 EOTO 544

1730 IF WIXFL=1 THEM LPRINT "PATTERM IS A MIXTURE WITH DUT OF COMTROL BEGINNING
ATT3VARB; “AND ENDING AT";VARF;CHRS(29)3", ®:LFRINT °THE THO ME4NS OF THE
NIYTURF 4RE AT"; {SMUL; "AND";SMLL;CHR% (29157, "1 60TO 344

1732 REN PHERUHLREO RO AR RN E O AN LN O L LS LA LR N LR AR Y

1734 REM ¥ THIS SECTIOM MAKES THE FINAL DETERWIMATION OM PATTERN L4

1734 REM ¥ IDENTIFICATION IF MORE THAN OME FLAG HAS BEEN SET. H

1733 REM S g

. 1740 TUP=0:DOW=0

{42 FOR I=B TO F

1744 IF YT{U}SCLINE THEN TUP=TUP+! ELSE DOW=DOW+{

1746 NEXT

1743 IF TUR> 354V THEM BOTD 1714 ELSE 8070 1718

1750 REN SXiOrpdppisn i O O L E R e i ey

1752 REM & THIS GECTION DETERMINES WHETHER A STRATIFICATION FATTERM EXISTS

1754 REM SRRt s O s R R e g 1y

1756 F=NF:B=MB:FI=0:LA=0:5T=0

1738 BYSUM=0:FIR=CT+1:LAS=ET+T: HIN-LAS-FIR+1

1769 IF LAS={+1 THEM BOTO 1792

1742 FOR I= FIR TO LAG:MUSUM=MVSUM+ (YT(I}-MEAN}*2:NEXT I

17564 §7=5T+!

1766 MYAR=MYSUM/ (WIN-1)

1768 HSTD=5CR (MVAR)

1770 CHI=(WIN-1) EMVAR/DEY"2

YEFL+CYOFL+HIAFL
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1824

1828 REM CEOERIRIpE s R I T L e
G REM 4 THIS SECTION DETERMINES WHETHER FROCESS IS IM CONTROL.
P OREM D O O R R R R
4 IF MB=1E+20 AND NF=0 THEN LPRINT "PROCESS IS IN CONTROL.®:50TD 244

IF NE=NF THEN LPRINT "ONLY ONE x HAS BEEN HARKED WITH THE REMAINDER OF THE

IF £HI¥3.43 THEM GOTD 1738

FI=FIR+3:LA=LAS

HUSUM=0:FIR=5T+1:LAS=5T+7: HIN=LAG-FIR+]

IF LAS=X+1 THEW GOTO {792

FOR I= FIR TO LAB:HYSUM=MYSUM+ (VT(I)-HESN
5T=5T+1

HYAR=HYEUN/ (HIN-1}

HETO=EOR (KVAR}

CHI={WIN-1) §HVAR/DEV"Z

IF CHIZ3.45 THEN LA=LAS-5:5070 177¢&

IF FI=0 THEM GOTO {800

IF B=0 &HD F=0 THEN B=FI:F=LA:B0TC 1808

IF LAXF THEM F=LR

IF FI1{E THEN B=F1:607C 1808 ELSE GOTO 1842
IF F=0 “N“ B=0 THEM 5073 1705

IF A(B}=2 THEN

IF &4{Bi=3 TH
IF #iBi=4 TH
YL=F-B+15 IF
COUNT=0
HI=CLINE+DEV:LDW=CLINE-DEY

FOR I=ETOF

IF YT{I}{HI AND YT(I):LOW THEN COUNT=COUNT+!
NEXT

TEST=,753VLN

’\J ,’-I l'—'

HEN B=B-
EN B=B-3
EN Beb-
YLN¢=5 BOTO 1704

§Y=0:5YY=0:FOR I=B T4 F:SY=SY+YT{1}:BYY=BYY+YT(I VT{I):NEXT

EXT 1

STRVAR={SYY-5YYSY/VLN]/{VLN-1):STDSTR=50R (STRVAR)

IF COUMT>=TEST THEM LPRINT °"STRATIFICATION PATTERM EXISTS ¥
="+GTHETR; "AND OUT OF CONTROL STARTING AT";B;"AND ENDING

AT";F;CHR${Z9) ", ":GOTD 344 ELSE BOTE 1704

FEDCESQ APPEARING TO BE IN COMTROL.":607T0 544

LFRINT "HULTIPLE POINTS HAVE BEEN HARKEL ACCORDING TO THE ATET RULE
HGHEVER, THE CAUSE IS NOT DHE 7O ANY OF THE PATTERNS TEETED.®
0 8070 544

170



APPENDIX C

DATA SUMMARY

171



TABLE XLI

SYSTEM IDENTIFICATION RESULTS FOR A SYSTEMATIC PATTERN

OUT~OF-CONTROL WINDOW

oz mo mMUCHMZOPX

8-12 8-17 8-22 8-27 8-32 8-37 8-42 8-47 8-52
NC=8 NC=7 NC=7 NC=6 NC=6 NC=5 NC=6 NC=6 NC=5
5 1X=2 1X=3 1X=3 1X=3 1X=4 1X=2 1X=1 . MX=2 MX=2
MX=1 MX=2 MX=3 Cyc=1 CYC=2
CyC=1 Cyc=1 MIX=1 SYS=1
NC=9 NC=5 NC=3 NC=1 NC=1 MIX=4 MIX=2 MIX=2 MIX=2
1 1X=1 1X=3 1X=2 1X=1 1X=1 SYS=6 SYS=8 SYS=8 SYS=8
SYS=2 Cyc=1 Cyc=1 CYC=1 .
MIX=2 MIX=3 MIX=2 '
SYS=2 SYS=4 SYS=5
NC=5 NC=1 NC=1 MIX=3 MIX=2 MIX=2 SYS=10 SYS=10 SYS=10
1.5 1X=3 MX=1 MIX=4 SYS=7 SYS=8 SYS=8 :
SYS=2 MIX=2 SYS=5 '
SYS=6
NC=3 MX=2 MIX=5 MIX=3 MIX=2 MIX=2 SYS=10 SYS=10 SYS=10
2 1X=1 MIX=2 SYS$=5 SYSs=7 SYS=8 SYS=8
MX=3 SYS=6
MIX=1
SYS=2
1X=1 MX=1 MIX=4 MIX=3 MIX=2 MIX=2 SYS=10 SYs=10 SYS=10
2.5 MX=4 MIX=3 SYS=6 SYS=7 SYS=8 SYS=8
MIX-2 SYS=6
SYS=3
3 MX=4 MX=2 MIX=4 MIX=3 MIX=2 - SYS=8 SYS=10 SYS=10 SYS=10
MIX=1 MIX=3 SYS=6 SYs=7
SYS=5 SYS=5

L1
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HOZPITO MO mucHHZOPrIX

SYSTEM IDENTIFICATION RESULTS FOR A CYCLE PATTERN (PERIOD=4)

TABLE XLII

OUT-OF-CONTROL WINDOW

8-12 8-17 8-22 8-27 8-32 8-37 8-42 8-47 8-52
NC=9 NC=9 NC=8 NC=7 NC=6 NC=6 NC=6 NC=5 NC=2
.5 1X=1 1X=1 1X=2 1X=2 1X=2 1X=2 1X=2 1X=3 1X=3
MX=1 MX=2 MX=2 MX=2 MX=2 MX=4
MIX=1
NC=9 NC=8 NC=7 NC=6 NC=4 NC=3 NC=3 NC=2 1X=1
1X=1 1X=2 1X=3 1X=4 1X=2 1X=1 MX=1 MX=1 CyC=9
1 MX=1 MX=2 CYC=5 MIX=1 MIX=1 .
MIX=1 CYC=5 CYC=6
Cyc=1
NC=6 NC=3 NC=2 NC=1 NC=1 CYCc=10 CYc=10 cyc=10 Cyc=10
1X=4 1X=3 1X=2 1X=1 1X=1 :
1.5 MIX=2 MX=1 MIX=2 MIX=1
CYC=2 MIX=2 CYC=6 cYc=7
CyCc=3
NC=5 NC=2 MIX=3 MIX=1 MIX=1 Cyc=10 CYc=10 CYC=10 CYC=10
1X=3 1X=2 cyc=7 Cyc=9 CYC=9
2 MIX=2 MX=2
MIX=3
Cyc=1
NC=2 1X=1 MX=1 Cyc=10 Cyc=10 CYC=10 CYc=10 CYc=10 CYc=10
2.5 1X=3 MX=3 CYCc=9
. MX=1 MIX=3
MIX=4 CYC=3
NC=1 MX=3 CYC=10 CYC=10 CYCc=10 Cyc=10 Cyc=10 CYc=10 Cyc=10
3 1X=1 MIX=3
MX=3 Cyc=4
MIX-5

ELT



TABLE XLIII

SYSTEM IDENTIFICATION RESULTS FOR A CYCLE PATTERN (PERIOD=8)

OUT-OF-CONTROL WINDOW

MOZPTO WO mucHHZOPX

8-12 8-17 8-22 8-27 8-32 8-37 8-42 8-47 8-52
NC=9 NC=9 NC=9 NC=8 NC=8 NC=7 NC=6 NC=5 NC=6
1X=1 1X=1 1X=1 1X=1 1X=1 1X=1 1X=2 1X=4 1X=2
.5 MX=1 MX=1 MX=2 MX=2 MX=1 NX=1
CyC=1
NC=9 NC=5 NC=4 NC=3 NC=2 NC=1 1X=2 NC=2 NC=1
1X=1 1X=4 1X=2 1X=2 1X=3 1X=1 MIX=1 1X=1 1X=1
1 MX=1 MX=2 MX=2 MX=1 MIX=1 Cyc=7 MIX=1 MIX=1
cYc=2 SHIFT=1 CYC=5 cYc=7 CYC=6 cyc=7
CYC=2
NC=8 NC=5 NC=3 NC=1 NC=1 NC=1 €6C=10 CcYc=10 CYc=10
1X=1 1X=1 1X=1 1X=1 CYC=9 CYC=9 :
1.5 SYS=1 TREND=1 CYC=6 CYC=8
MIX=1
Cyc=2
NC=6 NC=2 SYS=1 §Ys=10 cYc=10 CYCc=10 Cyc-10 CYCc=10 CYc=10
1X=2 MIX=3 MIX=1 MIX=1
2 MX=1 CYC=5 SHIFT=1 CYC=8
MIX=1 CYC=8
NC=5 MIX=3 CYC=10 CYC=10 Cyc=10 Cyc=10 CcYc=10 CyCc=10 CYc=10
MX=1 cYc=7
2.5 MIX=2
CYc=2
NC=2 MIX=1 Cyc=10 Cyc= 10 CYC=10 CYc=(10) Cyc=10 CYC=10 Cyc=10
3 1X=1 CyC= 9
MIX=4
Cyc=3

7LT



HOZPITO WO mucHHZQPX

SYSTEM IDENTIFICATION RESULTS FOR A CYCLE PATTERN (PERIOD=12)

TABLE XLIV

OUT-OF-CONTROL WINDOW

8-12 8-17 8-22 8-27 8-32 8-37 8-42 8-47 8-52
NC=8 NC=8 NC=7 NC=7 NC= NC=7 NC=6 NC=5 NC=4
5 1X=1 1X=1 1X=1 1X=2 1X=2 1X=3 1X=4 1X=3 TREND=1
STRAT=1 STRAT=1 MX=1 STRAT=2 MIX=2 1X=3
STRAT=1 MX=2
NC=8 NC=7 NC=6 NC=6 NC=6 NC=4 NC=4 NC=3 NC=2
1 MX=1 1X=2 SHIFT=2 1X=1 1X=2 1X=2 MX=1 MX=1 1X=1
SHIFT=1 MX=1 1X=1 MX=1 MX=1 MX=1 CYC=5 MIX=2 MIX=1.
MX=1 SHIFT=2 CYc=1 cyc=3 Cyc=4 CYC=6
NC= NC=3 NC=1 NC=1 MIX=1 MIX=1 MIX=1 SHIFT=1 CyC= 10
1X=3 1X=2 1X=3 1X=1 CYc=9 CYc= 9 Cyc= ¢ cyc=9
1.5 MX=2 MX=1 MX=1 MX=2
SHIFT=1 TREND=1 MIX=1 MIX=1
MIX=1 TREND=1 CYC=5
CYC=2 CYC=3
NC=2 NC=1 NC=1 MIX=1 CYC=10 cyc= 10 Cyc=10 CyC=10 Cyc=10
2 1X=3 1X=1 MIX=1 CYCc=8
MX=4 MIX=3 SYS=1
SHIFT=1 SYS=1 Cyc=7
CYC=4 .
1X=3 SYS=1 SYS=1 SHIFT CYC=10 CcYc= 10 Cyc=10 Cyc= 10 CyCc=10
2.5 MX=3 MIX=4 MIX=1 CYC=8
SHIFT=1 CYC=5 CyC=8
MIX=1
CYC=2
TREND=1 TREND=1 Cyc= 10 SHIFT=1 CYc=10 SHIFT=1 CYc=10 CYc= 10 CHC= 10
3 SHIFT=1 SHIFT=1 CYC=9 CYC=9 =t
MX=2 MIX=1 ~
MIX=2 cyc=7 (O

CYc=4



mocHHZOPX

mQE>TO "o

SYSTEM IDENTIFICATION RESULTS FOR A SHIFT PATTERN

TABLE XLV

OUT-OF-CONTROL WINDOW

8-12 8-17 8-22 8-27 8-32 8-37 8-42 8-47 8-52

NC=8 NC=7 NC=4 NC=4 NC=4 NC=2 NC=1 1X=3 1X=2
.5 1X=1 1X=1 1X=2 1X=2 1X=2 1X=3 1X=3 MX=3 MX=3

STRAT=1 MX=1 STRAT=2 STRAT=1 MX=1 MX=1 MX=1 SHIFT=4 SHIFT=5

SHIFT=1 SHIFT=2 SHIFT=2 SHIFT=3 SHIFT=3 SHIFT=3 .
STRAT=1

NC=7 NC=4 NC=1 NC=1 1X=1 TREND=1 TREND=2 TREND=2 TREND=2
1 1X=1 1X=1 1X=2 1X=1 TREND=1 SHIFT=9 SHIFT=8 SHIFT=8 . SHIFT=8

MX=1 MIX=1 SHIFT=6 TREND=1 SHIFT=8

SHIFT=1 SHIFT=4 CYCLE=1 CYCLE-1

NC=2 NC=2 SHIFT=10 TREND=2 TREND=1 SHIFT=10 SHIFT=10 SHIFT=10 SHIFT=10?
1.5 1X=4 TREND=1 SHIFT=8 SHIFT=9

MX=3 SHIFT=7

SHIFT=1

1X=2 TREND=1 TREND=1 TREND=2 TREND=1 SHIFT=10 SHIFT=10 TREND-1 SHIFT-10
2 MX=1 SHIFT-9 SHIFT=9 SHIFT=8 SHIFT=9 SHIFT=9

MIX=2

CcYC=2

SHIFT=4

MX=1 TREND=1 TREND=1 TREND=3 TREND=2 TREND=1 TREND=1 TREND=3 TREND=1
2.5 MIX=1 SHIFT=9 SHIFT=9 SHIFT=7 SHIFT=8 SHIFT=9 SHIFT=9 SHIFT=7 SHIFT=9

CYC=3

TREND=2

SHIFT=3

MX=1 TREND=1 TREND=2 TREND=3 TREND=2 TREND=3 TREND=1 TREND=3 TREND=1
3 MIX=1 SHIFT=8 SHIFT=8 SHIFT=7 SHIFT=8 SHIFT=7 SHIFT=9 SHIFT=7 SHIFT=9

CYC=2 MIX=1

TREND=2

SHIFT=4

9.1



TABLE XLVI

SYSTEM IDENTIFICATION RESULTS FOR A MIXTURE PATTERN

OUT-OF-CONTROL WINDOW

HOQZPTO HO mMUCHHAZIPX

8-12 8-17 8-22 8-27 8-32 8-37 8-42 8-47 8-52

NC=4 NC-6 NC=3 NC=5 NC=4 NC=4 NC-3 NC=3 NC=4

.5 1X=3 1X=3 1X=4 1X=4 1X=1 1X=3 1X=3 1X=1 1X=1
STRAT=2 STRAT=1 MX=1 CYCLE=1 MX=3 MX=2 MX=2 MX=2 STRAT=1
TREND=1 TREND=1 MIX=2 MIX-1 MIX=2 CyC=3 Cyc=1

STRAT=1 MIX=1 MIX=3

NC=4 NC=5 NC=2 NC=3 NC=2 NC=2 NC=2 NC=2 NC=2
1X=3 1X=3 1X=1 1X=1 CYC=3 SHIFT=1 1X=1 SHIFT=1 Lyc=2

1 STRAT=1 Cyc=1 MX=1 MX=1 SYS=1 cyc=1 SHIFT=1 CcYC=3 ‘MIX=6
TREND=1 MIX=1 cYc=2 CYC=2 MIX=4 SYS=1 CYC=3 MIX=4 .
SHIFT=1 STRAT=1 MIX=3 MIX=5 MIX=3

MIX=2 SYs=1

NC=2 NC=3 NC=1 NC=1 CYC=4 CYC=2 TREND=1 TREND=1 -“TREND=1

1.5 1X=2 1X=3 MX=1 CyC=4 MIX=6 MIX=8 CYC=3 CyC=4 CYC=3
MX=3 CYC=2 CYC=3 MIX=5 MIX=6 MIX=5 MIX=6
STRAT=1 MIX=2 MIX=5
MIX=2
NC=3 CYC=4 CYC=3 SHIFT=1 CYC=3 SHIFT=2 CYc=4 CcYc=4 CYC=6

2 MX=1 MIX=6 MIX=7 CyC=3 MIX=7 cyc=1 MIX=6 MIX=6 MIX=4
Cyc=2 . MIX=6 MIX=7
MIX=4

2.5 1X=2 Cyc=1 CYC=3 SHIFT=1 SHIFT=1 SHIFT=2 CYC=4 CYC=4 CcYC=4
Cyc=2 MIX=9 MIX=7 CYC=2 cyc=3 CYC=2 MIX=6 MIX=6 MIX=6
MIX=6 MIX=7 MIX=6 MIX=6

3 1X=1 SHIFT=1 CYC=4 SHIFT=1 SHIFT=1 SHIFT=2 CYC=4 CYC=3 SHIFT=1
CyC=2 CYC=2 MIX=6 CYC=3 CYC=4 CYC=2 MIX=6 MIX=7 CYC=3
MIX=7 MIX=7 MIX=6 MIX=5 MIX=6 MIX=6

LLY



HOZPZO MO mucHHRZOQO> 3

TABLE XLVII

SYSTEM IDENTIFICATION RESULTS FOR A TREND PATTERN

OUT-OF -CONTROL WINDOW

8-12 8-17 8-22 8-27 8-32 8-37 8-42 8-47 8-52
NC=8 NC=8 NC=4 NC-2 1X=3 MX=1 SHIFT=5 SHIFT=1 SHIFT=1
05 1X=1 1X=2 1X=2 1X=2 MX=1 SHIFT=6 TREND=5 TREND=9 TREND=9
: STRAT=1 MX=2 MX=2 SHIFT-4 TREND=3
: SHIFT=1 SHIFT=2 TREND=3
STRAT=1 TREND=2
NC=8 NC=5 1X=2 CYCLE=1 SHIFT=3 TREND=10 SHIFT=2 TREND=10 TREND=10
1%=1 1X=1 MIX=13 SHIFT=7 TREND=7 TREND=8
.10 STRAT=1 SHIFT=2 SHIFT=5 TREND=2
TREND=2
1X=1 NC=5 SHIFT=7 SHIFT=5 MIX=1 TREND=10 SHIFT=1 TREND=10 “TREND=10
STRAT=1 1X=1 TREND=3 TREND=5 SHIFT=1
-15 MIX=1 TREND=8
SHIFT=3
NC=9 NC=2 MIX=1 SHIFT=3 MIX=1 TREND=10 TREND=10 TREND=10 TREND=10
1X=1 1X=2 SHIFT=4 TREND=7 SHIFT=1
.20 MIX=1 TREND=5 TREND=8
MX=1
SHIFT=4
NC=8 1X=2 SHIFT=1 MIX=1 MIX=1 TREND=10 TREND=10 TREND=10 TREND=10
25 1X=1 MX=1 MIX=1 SHIFT=2 SHIFT=2
MX=1 SHIFT=4 TREND=8 TREND=7 TREND=8
TREND=3

8LT



TABLE XLVIII
SYSTEM IDENTIFICATION RESULTS FOR A STRATIFICATION PATTERN

OUT-OF-CONTROL WINDOW

Ho mMOoCHHZOPX

mO=P IO

8-12

8-22 8-27 8-32 8-37 8-42 8-47 8-52
NC=6 NC=4 NC=1 1X=1 STRAT=10 STRAT=10 STRAT=10 STRAT=10 STRAT=10
.2 1X=1 1X=1 1X=1 STRAT=9
STRAT=3 STRAT=5 STRAT=8
NC=6 NC=4 NC=2 1X=1 STRAT=10 STRAT=10 STRAT=10 STRAT=10 STRAT=10
.4 1X=1 1X=1 1X=1 STRAT=9
STRAT=3 STRAT=5 STRAT=7
NC=8 NC=6 NC=5 NC=4 NC=4 NC=3 NC=3 NC=3 NC=3
.6 1X=1 1X=1 1X=1 1X=1 1X=1 STRAT=7 STRAT=7 STRAT=7 STRAT=7
STRAT=1 STRAT=3 STRAT=4 STRAT=5 STRAT=5
NC=8 NC=8 NC=8 NC=8 NC=8 NC=8 NC=8 NC=8 NC=8
1X=1 1X=1 1X=1 1X=1 1X=1 1X=1 1X=1 1X=1 1X=1
-8 STRAT=1 STRAT=1 STRAT=1 STRAT=1 STRAT=1 STRAT=1 STRAT=1 STRAT=1 STRAT=1

6L1
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TABLE XLIX

PARAMETER ESTIMATION SUMMARY FOR A SYSTEMATIC PATTERN

1.5
9.3

105.8
B.0

107.3
%.5

1180
%0

1na.s
82.3

115.8
8.8

QUT OF CONTROL. WINDOW

180

12 17 22 827 2 37 842 847 %
- . - - - - - - 14/% U5
108.3/91.7 9-16]108.4/91.6 9-15(106.6/92.4 9-26(103.4/9.6 7-55[104.4/95.6 7-S5{105.2/9.8 7-55 |1eS.4/.2 7-55 |106/% 7
106.4/91.6 9-15/108.2/91.8 9-18{167.7/92.3 3-19(196.6/93.4 9-26 [106.6/33.4 9-25{102.4/9.6 12-51 |103.8/%.2 12-51 | 104.9/95.2 12-55
105.2/90,8 10-27{105.6/94, 4 9-33 [103.1/96.9 1437|104, 8/95.2 10~45 |105.1/94.9 18-46 | 186.1/92.9 12-55
165.7/94.3 13-25{165.2/98,8 10-2 [106.7/93.9 9-23|105.3/94,7 12-58 | 105.6/94.4 12-55 | 105.1/94,9 10-2
105.1/90.9 13-29{194,9/95. 1 10-28105.2/94.8 9-3 [185.2/90.8 934 | 185.2/.8 9-34
105.7/94.3 13-31{103.5/%.5 1442 | 106.7/33.3 3-23 | 100, 3/95.7 14-42
105.7/90,3 13-31 [103.5/%6.5 1442 | 106.7/92.9 9-23
106.7/33.3 9-23 | 104.6/95.4 13-48 [ 108/95 1S
110.3/89.7 8-13106.1/9.9 6-17|106.1/93.9 6-21]105.5/94,5 8-45(105.5/94.5 5-55(106.7/93.9 5-53|107.6/%2.4 555 |108.4/91.6 5-55|108.8/91.2 5-53
HLAELG T3 1LYM.S 87| 106/09.4 S-181167.1/92.9 6-25(106.7/2.3 B4S(107/93  4S{106.4/0.6 751 |16/ 751 |07.0/%.2 751
107,9/9%.1 10-15(108/%2  10-18{109,5/9.5 8-26(107.1/%2.9 6-26{106.2/93.8 6-33|107.7/%2.3 8~45 |188.2/91.8 8-47 |108.2/91.8 &-51
109.5/9,5 7-17|109.4/90.6 7-19107.8/%2.2 10-19(109.5/90.5 8-27|108.5/91.5 B-35|187.8/%2.2 9-55 |108.2/91.8 9-55 |104.8/91.2 955
106.6/93.4 7-15]107.8/52.2 10-22108,7/91.3 7-26(106.1/93.9 10-27{106.2/93.8 10-38|106.6/93.4 6~49 | 106.4/93.6 6~46 | 197.1/%2.9 £-55
108.9/91.1 10-16 108.1/91.9 7-27{198.2/91.8 7-33(108.2/91.8 7-33|188.4/91.6 B-39 |108.1/91.9 641 | 187.6/%2.4 B-51
/%R 10-27(107.8/%.2 7-(107.8/%.2 7-32|197.8/9%2.2 7-37 | 106.5/93.5 18-45 | 107.3/92.7 18-53
168.2/91.8 10-31 [106.1/91.9 10-34{106.6/93.4 1042 | 107.5/%2.5 7-42 | 107.4/%2.5 7-44
107.3/52.7 7-43 | 107.5/32.5 7-43 | 107.3/%.7 7-%
107.6/92.4 10-48 | 107.5/92.5 10-48 | 107.8/%2.2 19-53
111.1/88.9 6-13{109.1/90.9 5-17)189.1/90.9 5-21{107.6/92.4 7-45|107.7/%.3 S-S5(109/91  SB|1M/N 55 | uee/e.2 5| 11L.Y8T S5
11.7/88.3 6-13(112/88  6-17(112/88  6-190119/9  5-27|108.9/91.1 7-45(189.5/90.5 7-45109.1/98.9 7-51 [189.8/90.2 7-51 |110.5/689.5 7-53
110.1/89.9 9-16)110.2/89,8 9-29{111.5/6A.5 6-27(109.4/90.6 5-32(199.2/90.8 5-36(110.2/89.8 7-45 | 110.6/89.4 7-48 | 116.8/89.2 7-%°
111.5/88.5 6-17]111,2/88.8 6-22{109,1/%.9 9-27(111.2/88.8 6-30(110.9/89.1 6-36(189.9/90.1 7-55 |110.3/8%.5 7-55(111.1/88.9 7-5%
108.6/91.4 518 110.7/89,3 10-22{111.1/88.9 6-27|108.8/91.2 9-30(199.1/90.9 9-38{109.4/90.6 S~41|109.5/90.5 5-48 (109.9/98.1 S-%2
111.1/88.8 1917 110.2/89.8 5-28|110.6/89.4 6-33(110.5/89.5 6-35(110.8/69.2 6~40 | 110.4/89.6 646 | 110.3/89.7 6-53
1L/E.2 10-27(110.2/89.8 532(110.1/89.9 5-34|110.2/89.8 6-40 | 109.9/90.1 646 | 109.4/90.5 6-S3
110.8/89.2 10-32(110.8/69.2 10-35(109.9/90.1 5~43 | 1IW/N 546 [109.9/91 52
11004/89.6 10-42 | 110. /89,7 10~48 | 110.5/89. 5 10-53
UVET 613110 A/806 S17110.2/88.8 S-22{109.6/90.4 6-45{109.7/90.3 S-S5(111/89  S-S5[112.1/8.9 5-55)112.9/87.1 555 | 113.4/B6.6 555
108,9/91.1 6-11{113.6/86.4 6-18{113/87  6-23|112/88  5-28(110.9/89.1 6~43(111.6/68.4 6-~45|111.3/88.7 6-51|112/88  &-51 | 112.7/87.3 6-%2
12.4/86.5 6-13\110,7/88.3 6-17)111.9/88.1 §-21|113.7/86.3 6-27|111.6/88.4 S-33(111.6/B8.4 5-37\112.4/87.6 645 (112.8/87.2 6-48 | 1129/8L.1 63
113.2/66.8 6-18{113.3/86.7 6-22|111.3/88.7 6-27|113.2/86.8 6-31(113/87  6-37|111,9/88.1 6-55|112.5/87.5 6-55|113.2/86.8 6-51
10.9/89.1 518(111.2/88.8 5-23(113/87  6-28(111.1/88.9 6-32|111.5/B8.5 G-38|111.8/88.2 S~42 | 111.9/BA.1 548 | 112.2/87.7 555
112.2/87.8 8-17]112.1/87.9 8-23{112,4/87.6 5-28(112.9/87.1 6-33(112.6/87.4 6-37{112.9/87.1 6~42|112.7/87.3 6~47 | 112.7/67.3 653
112.6/81.4 8-27(112.2/87.8 5-33|112,4/87.6 S5-3{111.9/68.8 6~42 | 111.8/88.2 6-47 |112.2/87.8 653
112.7/67.3 8-2[112.6/67.4 8-37\112.5/81.5 6~41 | 112.4/67.6 6~47 | 111.9/88.1 6-53
112.2/87.8 543 | 12 /67,7 546 | 112.1/87.9 55
112.5/87.5 8-402 | 112,5/87.5 6-48 | 112.6/67.4 6-%
110.6/89,4 S-13!113.4/86.6 5-17)113.1/86.9 5-23(114.4/85.6 8-28111.4/88.6 5-53112.8/87.2 S-551113.8/86.2 555 | 114.7/65.3 555 |115.2/84.8 555
113.9/86.1 S-13[114, /85,4 5-18114,5/85.5 5-23(110.4/88.6 6-45112.8/87.2 6-45(113.5/86.5 6-45113.3/66.7 &-51|114/86  6-51 | 114.6/B5.4 65
110.0/89.2 6-12|112.8/87.2 s—::’uz.ms.s 6-22|114/66  $-28(113.6/86.4 5-33(113.6/86.4 S5-37\114.3/85.7 6~45|114.8/85.2 6-48 |114.9/85.1 6-5
15.2/80.8 6-13{110.9/85.1 6-18[115.2/80.8 6-22{115/B5  S5-2B(114.8/85.2 5-32(114,8/85.2 5-37(113.7/86.3 6-55 | 1A 3/BS.7 655 |115/85 6
1288 B-13[114.4/65.6 6-17113.2/86.8 5-23|113.2/86.8 S-27(113.3/86.7 6-32(112.4/86.6 5-38|112.7/86.3 5-43|113.9/86.1 548 [114,2/85.8 $-53
142850 -23|1N/ES1  6-28{114.8/85.2 6-33(114.6/85.4 6-37{114.7/85.3 S42| 114.5/85.5 S-47 | 11A.4/85.6 S5
114.3/85.7 5-28{114.2/05.8 S-33[114/86  S-37[114/86  6~42 | 113.7/B6.3 547 {114.2/65.8 6%
116,5/85.5 8-33(114.6/85.4 B-37\114,4/85.6 6-42 | 114, J/ES.7 6-48 |114/86 553
114.2/85.8 543 | 114.2/85.7 47 |114.2/85.8 5-53
114.4/85.6 8-43 | 114.5/65.5 B~48 | 114.6/85.4 -3
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TABLE L

PARAMETER ESTIMATION SUMMARY FOR A CYCLE PATTERN (PERIOD=4)

OUT OF CONTROL WINDOW
812 8-17 g-2 827 &2 8-37 842 8-47 5

25 - - - - - - - - -

.9 7.8 11-33 | 3.4 11-55 | 5.5 2845 | 4.5 11-55 | 5.2 11-G5
4.4 20-45 | 6.8 15-31 | 7.3 33-51 | 9.4 33-53
37 12-55 | 7.1 1531 | S.9 28-45 | 3.9 2%
- - - = 6.8 15-31 | 5.3 11-33 | 6.9 15-4% | 5.5 12-35
6.9 11-37 | 4.1 11-65 | 7.1 1839 | 6.9 15-45
3.3 11-33 | 6.8 33-49
7.4 11-39
9 747
61 11-53

7.5 2,9 55| 351351 3.3 55| 42 555 4.8 555{ 57 55|63 5% |72 5
22 5| 32 95| 4.313-51| S.513-51 | 6.3 13-51 | 7.4 13-55 | 8.2 13-51 | 9.7 13-53
18.8 7-21| 4.4 13-45| 5.8 13-45 | 6.7 13-45 | 8.1 13-45 | 8.6 13-45 | 6,7 13-56
37 9.5} 46 9.5{ 53 55| 6.3 955 6.9 55|79 355
- 1.0 7-21) 8.4 7-31'8.6 7-33| 8.5 7-39 | 8.8 7-45| 9.8 7-47
9.9 11-25] 9.2 9-33| 6.1 935 6.1 9-35( 6.1 935 | 6.1 935
9.9 11-25( 7.1 1137 | 7.1 11-43 | 7.4 11-45 | 7.6 11-53
9,2 937} 9.6 %39 9.5 %43 | 9.5 943
9.0 635 6.8 635 5.9 6-47 | 59 65t
8.4 11-39 | 8.4 11-39 | &6 11-53

moc 4~ 9D

10 a9 %17 35 55| 43 55 55 55| 63 55| 7.5 ¥5| 83 N | %5 5

~1 4111-81] S0 11-51| 6.6 12-51} 7.6 13-50 | 9.1 11-81 | 1&.1 11-51 107 11-33
4,9 945| 6.8 9-45| 7.7 9-45{ B.8 9-45)18.5 9-45(11.8 45| %1 356
3.8 9-55| 4.6 9-53| 6.8 9-55{ 6.8 3-55| &1 9-55) 9.0 3553 355
11.3 $3[11.3 523[18.1 531 {18.7 53/ [18.5 54 |11.8 547 {111 543
1.0 7-23|10.8 7-23| 9.3 7-31| 8.9 7-35| 9.8 7-33| %@ 7-42| &9 747
1.6 9-20{11.5 %23|11.7 9-33|16.8 7-37 |16.9 7-43 (10,2 7-45(18.3 7-33
9.8 519) 7.7 531 |11.7 9-37(11.8 94| 8.3 547} 8.3 -5t
125 10-25 | §1.6 18-29 | 8.3 535 8.0 S5-41]10.9 18-45 |11.2 18-53
10.9 16-35 | 11,1 18-39 | 11,9 345|116 83

123 42 845 { 43 555| 5.3 555| 6.8 555) 7.8 555 9.3 555f1e.3 5§ |11.8 555
1.9 517 1 4.8 11-51} 6.1 11-51 ) B.® 11-51 | 9.2 11-51 ) 11.1 11-51 ] 12.3 11-51 | 14,2 11-53
11,7 517 | 6.2 8-45] 7.5 8-43| 9.4 8-4310.8 B~45|12.8 B8-45|13.1 B8-46|13.4 645
- 45 95} 56 955 7.3 55| 8.3 955181 955|111 %5127 35
13.6 523]127 524|126 533(13.1 533|129 543(13.3 547|13.3 ¥50
1.5 7-23)11.6 7-23 |11.8 7-31 [11.4 7-35{10.5 7-41| L5 7-43)11.2 731
13.6 8-21 (125 7-23 |11.8 7-31 {125 7-37}12.3 7-43|12.7 7-45|12.8 7-83
128 519(13.2 8-26 {13.9 7-33[18.6 5-35|10.4 7-43| 127 7-45|12.8 7-51
13.8 7-21{18.6 523)10.2 533|128 7-35]13.1 7-39)13.9 7-45{13.4 7-83
14,9 7-25 |13.3 7-29}13.9 7-27|14.3 8-43| 14.3 8-45|13.9 7-33

15.9 4.8 7-45 | 5.1 555) 63 555 8.1 535 9.3 5-83)iL1 555123 5-55 11 555
13.1 517 | 56 11-51| 7.4 11-51 | 9.3 13-51 ] 18.8 11-51 | 13.1 11~51] 14.6 11-51 | 16.7 11-53
15.8 5-17 | 7.2 7-45| 8.8 7-43 |11.1 7-45]127 7-45{13.1 11-81| 15,6 7-46|15.4 7-49
13.8 517 | 54 7-5| 6.7 7-55| 85 7-55§ 9.8 7-%}iL7 7-55|12.9 7-55|14.8 7-
- 15.8 $-23{15.0 526 |14.9 5-33]15.4 535153 5-43{ 157 5-47]157 531
13.2 521|134 525|129 531 ]13.4 5-36]13.5 543) 15.7 547|157 51
126 523 |12.4 5-25 {14.2 7-31]15.0 7-37|13.8 5-43f 13.9 5-47|15.3 7-33
16.1 7-21 |15.7 7-27 |16.4 T-B|16.5 7-37| 12,7 S-41 16.9 7-47] 16.5 7-53
127 5-20 (12,9 525|125 533|129 $-37| 154 7-41] 13.1 5-47]13.4 533
16.3 7-21 |16.5 7-25 {15.8 T-33|{15.3 7-3| 16.8 7-43{ 5.5 7-47|15.9 7-33
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TABLE LI
PARAMETER ESTIMATION SUMMARY FOR A CYCLE PATTERN (PERIOD=8)

OUT OF CONTROL NINDOW

812 817 22 827 82 831 842 847 85
as| - - - - - - - - 5.7 3-8

e 7.3 14-25] 6.9 621 | A5 11-51 ) 3.2 13-55 | 3.8 14-55] 4.2 11-55 | 4.8 14-55

: 6.9 6-21) 9.7 14-25 | 4.8 28-45 | 4.2 11-51 { 4,9 11-51 | 5.4 {1-51 | 6.3 11-49
7.3 1527 | 5.1 28-45 | 4.8 28-45 | 7.7 28-33 | 4.8 28-50
- - 6.2 627 5.7 23-%5 | 6.3 23-55 | 6.8 23-55 | 7.4 23-55
Q7 11-25] 7.3 1587 | 7.3 1527 | 5.6 6-48 | 7.3 15-27
6.2 627 ) 5.0 6-41] 9.7 11-25 | 57 6-45
5.8 11~41 | 8.5 11-22 &5 11-22

7.3 3.7 65| 3.6 60| 3.6 655 L9 655 4.9 6-55| 5.6 6-55) 6.2 6-55| 7.8 6
%6 618 | 39 951 | 44 951 | 53 951} 6.3 351 {72 51| 7.9 35| 9.8 349
7.8 6-25( Gl 1443 | 5.7 1445 | 5.9 1445 | 6.5 14-45 | 9.4 14-34 | 7.5 14-01
- 8.9 18-23 ) 5.6 13-55| 6.4 13-55| 6.9 13-55 | 7.8 13-55 | 8.5 13-55 | 9.4 13-55
8.9 621 | 9.6 6-18| 7.4 6-29| 7.8 6-34 | 8.8 6-41| 8.8 542 8.1 £-48
1.9 1821 | 9.7 18-26 | 6.9 15-33 | 8.8 18-38 | 6.1 17-37 | 5.9 17-38 | 9.4 18-3%
11,4 18-26 | 8.2 6-27} B.4 6-23 ) 9.4 17-37 ) 9.4 18-34 | 7.6 15-34
11.4 18-26 | 11.4 18~26 | 7.6 6-42| 6.0 6-48 | &4 6-46
9.0 10-33) 9.1 1838 9.1 10-38

mec-4«~r-ox>s

a9 41 | 29 | 44 T 49 S| 61 ST/ 1 55 7.8 55 83 5T
3.4 7-31 ) 47 7-81| %5 751} 6.7 7-51) B.1 751 9.2 7-51)1e.2 7-51)11.4 7-49
4,2 1045 | 51 1845 | 5.9 1045 6.6 1845 | 7.6 18-45 ; 9.0 18~45 | 11.7 18-39 | 1.1 10-51
4 731 | 5.612-55| 6.312-55 6.9 12-55 4.2 12-55 | 9.4 12-05 | 18.3 12-55 | 14.5 12-F7
- 42 1845 | 9.8 625 |11.8 6-22|10.8 631 |18.2 636 | 9.9 6-44{10.4 6-46( 9.9 E~i:
11.6 618 | 11.7 9-2312.3 9-26| 9.9 15-29] 9.9 1529 | 9.4 1543 ] 9.4 15-43] 9.1 {43
8.3 618 | 134 922|141 9-265)12.4 9-39)11.3 9-38| 8.8 9F-48|11.6 9-38}16.1 9-48
10.9 6-22|10.7 627 9.0 11-33] 9.8 11-34] 9.4 11-39| 9.1 11-42| &.7 11-33
18.8 6-29|10.5 6~33 {11.8 9-39{10.4 6-48(10.9 6-47
14,1 9-27|11.9 9-33|10.8 6-43]11.3 F4611.3 46

15 L6 5| 45 B | &6 7.8 67 7-51| &1 7-81} 7.6 55| 8.9 §55] 9.8 FSjiLl S
’ 35 751 | Al 751 | 6.2 7-45] 7.2 B-45| 7.8 7-45) 9.8 7-51 {11.2 7-31(12.4 7-51|13.9 7-43
4.8 7-45 | 6.0 10-55( 6.8 18-55| 8.1 18-55| 9.7 7-45]11.3 8-4513.9 7-33] 125 7-51
4.9 18-53 | 10.2 523 |13.3 623)10.6 5-31) 9.8 18-85 {11.2 18-55}12.3 18-55 13.7 18-5%
1.1 518 { 1.5 10-21 | 10.5 10-20 | $1.2 18-38 1.2 5-36 |12.3 6-4|11.7 5-46]11.3 53
1.6 518 | 12.8 6-23 |13.0 6-27|13.9 6-31{ 10.4 13-34 {11.1 18-43 | 11.1 18-43] 11.2 18-
18,9 6-17 | 13.9 1922 {13.9 18-22| 11.4 16-33| 13.0 6-38|10.6 6-48[13.4 6-38] 11.7 658
1.0 523 |12.8 527)13.9 531125 5-34|12.@ 18-39{11.7 18-45] 11.2 18-33
14,4 622 |15.3 627|141 6-30|13.3 6-37|12.4 5-43j12.6 548)13.2 547 :
4.6 55| 53 555| 6.1 S5-55112.4 18-34{13.6 6-33;13.3 6-47| 129 6-50 !

15.9 3.8 55 | 48 5| 53 555¢ 7.8 7-51} 7.4 555} 9.1 555 id6 555(11.8 555{13.3 555
' 3.7 651 | 4.6 6-51 | 63 6-51| 8.1 7-45] 9.3 6-51{11.3 6-51/13.3 7-5114.3 6-5!} 16.0 6-43
33 645 | 5.0 645 | 7.0 6-45| 7.7 18-55| 9.1 6-45] 11.2 6-45|13.6 7-43|15.7 £-39 14.5 6-51
5.2 1633 | 6.5 1653|131 5-25| 9%3 1855 11.3 18-55 13.0 18-55 | 14,3 18-53] 16.0 18-53
13.0 518} 123 525 (13.5 7-23| 1.1 53] 13.5 5-37{13.3 S44| 141 547 13.5 533
15.6 6-17 | 13.3 6-21 |15.7 6-27| 13,5 7-33)13.8 7-37113.6 7-43|13.4 6-45| 13,7 7-51 |
12.4 518 | 14.7 7-22 [15.@ 5-27]13.2 7-33| {45 5-37|10.4 18-55)13.9 7-45| 13.3 B-SB}
17.2 617 | 14.7 7-22[15.@ $-27|13.2 7-33| 14.5 5-37|10.4 10-55|13.9 7-46{ 13.3 8-53
1.7 819 | 151 523 |17.6 6-27| 14.@ 33} 15.7 637 14.7 5-43| 14.9 S5-48} 15,1 5-69}

16.8 6-22| 6.2 FI5] 16,5 6-3| 143 T-3115.8 6-42|15.7 6&-47| 15.4 6—501




TABLE LII
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PARAMETER ESTIMATION SUMMARY FOR A CYCLE PATTERN (PERIOD=12)

MoC—A~Irovx>

25

50

7.3

1.9

12.5

159

812

817

QUT OF CONTROL WINDOW
8-3

&7

8-37

8-

4.3 12-81

5.2 12-51
5.8 12-37
4.6 6-28

4.8 31-55
6.8 12-5t
4.3 14-55
8.9 31-45
6.2 12-33

51 17-S5
6.7 12-51
4.9 14-55
6.8 23-55

6.7 34-55
7.0 12-51
9.7 31-46
5.3 14-55
6.6 12-39
%3 11-15

3.3
7.8

-3
6-17

3.9

55

3.6 12-5

7.8

6-17

44 753
4.9 11-51
3.3 125
7.8 617
7.8 11-23

4.9

6.5

6.8

7-55

37 11-81
6.3 29-43
b2 12-5

7-23

6.4 12-29
7.9 1-33

6-29

8.3 11-29

6.7 11-51
8.0 2345
5.2 12-53
6.4 8-29
6.4 12-29
6.5 6-3
7.9 11-37
8.3 11-26
56 7-8

7.9 11-51
10.8 23-45
6.8 12-5

6.3

-2

7.3 12-42
7.2 11-4)

8.3
6.8
6.4

9-42
636
7-55

8.9 11-51
12.8 23-46
6.4 B8-42
8.8 12-48
7.8 19-46
6.8 6-3%
8.8 11-42
7.2 11-41
7.2 12-55

9.4 11-51
12,2 23-46
7.9 18-55
7.4 1947

61
6.8

8.8 12-
7.8 11-53
7.3 11-8

7.9

-3
6-36

7-55

.7
4.6
4.3
16.4

65
7-5

617

33 65
5.5 7-5¢
3.9 1245
L7 5
7.9 619
&4 33
8.6 6-28
18.4 16-24

6.1
7.6

5.6
8.4
9.6

9.5
9.2

&5
-5

7.2 1245

9-55
6-29
29

8.9 1e-23

-3
6-29

9.7 le-28

8.8 7-51
9.0 12~45
6.6 5
8.3 &3t
9.6 %29
9.3 18-37

8.0
1.3

6-53
7-51

18,7 1245

7.9
8.4
8.5

%55
6-43
9-40

9.8 18-42

18.8
%2

42
6-36

9.5 18-44

91 6%
11.4 7-5t
11.3 12-47
%1 5
8.3 641
9.0 947
11.1 18-48
.8 943
9.2 6-3%
9.4 1842

10.8
128

11.3 12-47

10.2
a.2
9.9

11,1 18-53

10.3
8.1

9.5 18-53

6-55
1-5

953
6-53
9-48

9-5
6-48

! -5
44 -5

43

4.7
48
12.1

6.3 6-55
.7 -9

7.4 745
55 #5
.5 6%

12.5 8-35

1.8 6-28 :

1.4 7-85

6-55
7-45
-3
-3
8-33

6.31
-9

9.6
12,3
12,7

9.7
10.9
10.8
126
13.3
11.5
12.0

6-55
7-51
7-43
8-55
6-43
941
8-43
8-42
6-48
7-42

11.0 655
13.8 7-31
13.3 .47
18.9 645
1.3 47
13,6 B8-48
1.2 955
11,5 6-4
121 7-46
Ell.l 8-55

1.1
14,5
12.3
123
18.5
11.5
13.7
12,4
10.9
1.3

6-55
7-31
7-33

33 5
3.9 7-%1
33 748
45 7-%

b
7-31
7-43
-5
6-17
7-18
617

6.9
7.4

11.3
14,8
11.9
11.6

56
12,3

%3

8.8 75t |
8.7 7-45:

6.6 7-3

12.7 7-28
148 7-85

13.2 628

14,1

14,8
14,2
14,5

7-31
7-43

631
7-31

-3
6~31

14,5 7-37

13.5 6-38
9.4 7-55
9.7 -3

1.1
16,4
151
11.6
13.3
13.3
18,7
15.8
13.8
16,4

55
7-5
7-45
-5
6~42
7-42
6-43
7-42
6-41
6-42

12,6 555
16.1 7-51
15.8 7-47
13,1 647
12.9 7-48
16,1 7-48
12.8 648
143 647
13,3 7-5
1.3 7-5%

14,0
17.¢
14.8
1.9
15.2
1.2
13.6
14,8
13.9
14,7
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TABLE LIII
PARAMETER ESTIMATION SUMMARY FOR A

OUT OF CONTROL NINDOW
812 8-17 22 &-27 832 8-37

SHIFT PATTERN

842

847

184

8-5

1R.5 103.6 8-18{ 103.8 B8-18 |193.9 B8-18 |183.9 8-18 | 186.3 22-31
104.4 1127 | 105.1 11-27 | 10S.1 11-27 | 103.9 B&-18
106.5 22-31 | 165.1 11-27

186.5 22-31

103.9

8-18

105.1 11-27

106,35 22-31

183.9
1824

8-18
7-46

105.1 11-27

186.5
183.9
182.6
1ed.5
185.1

2-31
8-18.
T-o7

12-53

11-27

105.0{184.7 10-13 | 106.0 7-18] 104.1 17-26 | 106.4 7-18 | 106.4 7-18 | 126.4 7-18
186.1 10-16{ 106.4 7-18 [186.9 18-23 | 185.7 19-35 | 106.4 18-36
106.9 10-181 106.9 10-22 | 104.6 7-26 | 104.4 7-32]10¢.4 7-35
185.3 7-12| 167.5 18-18 | 186.9 1#-21 | 106.9 18-21 | 106.9 18-21
165.2 7-19 |185.2 7-19{185.2 7-19)188.2 7-iS
163.8 7-22 |184.8 7-33 | 187.3 18-31 | 107.2 18-36
103.1 12-32 | 105.2 12-34
105.8 7-33|183.6 8-39
6.2 7-%

105.4

7-41

186.4 18-36

184.4

7-35

104.9 18-46

184.6

7-43

106.9 18-38
185.2 12-%

106.2

-3

105.4

7-43

106.4 18-36

104.8

7-46

105.5 18-46

104.3

7-45

106.9 19-38
104.9 12-45

15,7

7-47

125.4
185.8
105.1
105.8
124,3
106.9
125.1
185.6

7-43
15
7-47
153
7-45
12-38
12-55
7-5¢

1607.5{185.6 9-15| 106.1 7-18| 104.9 19-26 |108.7 7-18 | 107.5 7-29| 127.2 18-36
167.8 B8-19| 108.7 7-18 {197.5 B-28 |197.5 8-36{ie7.5 7-29
185.9 7-17| 108.7 8-22 |1086.9 7-26 [106.9 7-32|108.5 8-36
108.6 9-18| 186.1 7-22 |108.4 9-26 |107.9 9-28 | 186.7 7-38
106.5 9-28| 108.9 9-21 |106.9 6-19 |106.7 6-32(107.4 9-37
186.4 B-16{ 106.9 6-19 [106.2 &-24 |108.9 9-33|106.6 6-37
106.6 7-17| 107.7 9-27 |193.3 8-22 |197.2 8-32|199.5 9-36
186.5 821 |106.7 7-33 |105.6 B8-33|107.1 8-37
183.3 8- 105.9 8-39
107.4 72

197.2 10-36

107.8
107.8
197

107.1
106.8
108.9
106.7
186.3

7-41
8-44
7-33
9-46
6-43
3-43
B8-45
8-41

106.9 18-45

1087.7
108.2
187.2
107.9
126.9
108.5
187.4
106.4

7-44
8-46
7-46

10€.7
187.7
108

107.4
108.1
106.9
188.9
107.3

i8-48
7-44
8-
7-32
$-53
6-52
9-51
8-5

110.9{109.4 6-11] 186.3 9-15| 187.2 9-26 [199.9 6-25 (109.3 6-31 | 189.8 9~36
1893 7-12} 109.6 6-18| 199.9 6-21 |109.6 7-28 {199.5 7-36 | 199.3 6-37
108.8 6-11| 109.4 7-19) 118.7 7-22 [189.2 6-26 |109.2 6-R|118.8 7-36
107 %15{ 188.1 6-17] 1185 9-21 {110.9 9-26 |118.6 9-31 {108.9 6-38
110.8 9-18)10a.4 &-22 [108.6 6-26 [188.9 6-R |11 937
108.1 &8-20(109.3 6-27 [106.8 &-26 |111.1 8-33]108.9 6-37
108.9 8-16|189 8-21 |107.8 B5-26 |109,7 B8-32|111.8 B-36
107.8 8-17|197.8 8-22 |108.6 7-33 {107.9 8-33|109.6 8-37
108.9 7-17|189.7 7-22 116.4 7-33{108.3 8-39
118.8 7-37

109.2
110.9
18

108.7
109.4
189.1
1.1
189

108.8
118.2

9-43
641
T-44
6-47
9-46
6-43
8-43
8-43
8-41
-3

109.5
109.6
a5
110.4
189.3
118.8
189.9
108.9
1185

9-46
6-46
1-46

647
8-49

8-47
1-47

189.2
103.3
110.4
109.8
1as
109.3
111.2
103.6
108.9
118

9-53
6-53
7-5
6-3

6-52
8-51

8-51
-5

112.51114.1 6-11| 189.3 B8-16|168.9 B8-26 |112.2 6-26 {11L.6 6-31 |1121 B8-36
118.5 6-11] 111.6 6-18(112.1 6-21 {111.8 7-28 |111.5 7-36 {111.9 6-37
189.2 8-15{ 111.3 7-19| 113 7-22 [113.4 B8-26 (1115 6-36 |113.2 7-36
118.2 6-17|118.6 6-22 |110.1 6-28 |113.2 8-31 |111.2 6-38
1132 8181114 821 [118.7 7-26 {1113 6-R |15 8-
110 8-20§111.1 8-27 |199.8 7-26 {118 7-33|111.2 6-37
Heg 7-16 | 1167 7-21 {11&.4 7-33 {112.8 7-33{114.3 &-36
109.4 7-17|189.7 7-22 13,5 8-331118 7-39
1.2 7-17 1121 7-22 113.2 7-37

111.5
112.4
112.3
110.8
111.7
1114
113.5
110.9
112.6

111.9
112

112.9
112.9
111.6
113.1
112.9

8-46
7-46
8-46
6-47

7-47

1185
111.6
112.8
113

11.7
113.8
1.7
1111
112.4

8-53
6-33
7-5
8-53

8-51
-5
7-51
7-54

113.0{112.8 6-11| 111.8 B8-16 | 118.9 8-26 |114.4 6-26 |113.9 6-31 |114.6 B8-36
112.2 6-11]| 1125 6-19(114.2 6-21 [113.6 6-28 |113.3 6-36|114.3 637
118.7 8-13 112.3 6-17|112.8 6-22 |115.9 B8-26 (113.8 6-32113.3 6-38
111.7 6-11) 1155 B8-18|116.5 8-21 |§12.3 6-28 [115.7 B-31 [114.9 B-37
111.9 8-20|113  8-27 {113.1 7-26 {113.6 6-32|113.6 6-37
2.3 7-16 | 113 7-21 |§122 7-26 (1159 8-33|116.8 B8-36
1187 7-17 | 112.1 7-22 {112, 6-33 |112.3 7-33|112.6 7-39
1128 617 11139 62 1147 63

113.9
114.8
114,3
112.9
113.9
113.7
116

132
114,7

6-47
8-46
6-43
8-43
7-45
6-43

114.4
114.4
115.1
115. 4
114

115.5
115.2

8-46
6-46
6-46
8-46
6-47
8-43
6-47

113.9
113.9
115

115.5
114.1
116.3
114

113.6
114.5

8-53
6-53
6-5
8-33
6-52
8-51
-3
1-51
6-54
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TABLE LIV

PARAMETER ESTIMATION SUMMARY FOR A MIXTURE PATTERN

512

-

22

OUT OF CONTROL WINDOW

a1

-2 >3

[ 2+4

(2l

R

1.3
9.5

165.8/94.6 56-55]103.6/9%.4 18-46
185.7/94.3 18-

103.9/9%  &5-51
105.9/94.1 18-32

103.9/%.1 &-33

103.8/%.2 &a1-41
18 V5.2 2547
102.7/97.3 17-83

165.9

105.6/94.4

7-14

104.6/95.4 10-18
107.1/%.9 10-23

103.5/94.3 7-23
103.8/9%.2 19-51
104.4/95.6 16-33

105.3/94.7 lHdhﬁ.’llﬂ.! 6-36
103.7/%.3 16-49{ 165.4/94.6 7-37
106.5/93.5 18-331165/% 10-45
103.3/96.7 7-41]105.8/94.2 16-13
104.7/95.3 741

105.7/94.3 1040
105.4/94.6 16-04
104.7/95.3 7-41

16/95 13-46
106/% 75
105.6/94.4 10-44
105.3/94.7 1642

104.3/93.7 15-33
104.4/95.6 12-47
106.4/93.6 7-38
105.8/94.2 10-43
103.3/94.7 16-42
104.2/%5.8 18-32

10.5
%.5

165. /9.3
108 V%.7

6-12
8-18

108.4/91.6
103.6/%. 4

914
-5

109.3/9.7 11-21

103.8/9%.2
109.5/9.3

33
823

165. VN7 12-2

104/9%

-4

105.3/94.3
188.6/91.4
185.9/94.1

9-38
-5
8-51

196.9/93.1 14-35

105.7/94.3

546

104.2/35.0  6-32f107.4/9.6 11-38
107.6/%.4 9-40|103.9/% 6-55
1809.2/99.8 8-23|105.9/94.1 9-35
165.9/94.1 14-49]108.6/91.4 5-36
105.3/94.7 12-31]108.1/91.9 7-28
105.9/%.1 5-A1]109.2/90.8 7-3
102.3/%.7 41
107.1/9.9 12/38

107.4/92.6 11-33
105.2/94.80 6-33
105.7/94.3 941
106.5/93.5 8-43
108.2/91.8 14-H4
107.5/%.5 6-41

108.2/91.8 11-46
165.7/94.3 9-41
108.6/91.4 1-33
108.2/91.8 5-46
101.7/%.3 12-46

108.0/%2 1147
105.6/4.4 947
10.3/%2.3 +3
109./90.7 7-5
107.7/%.3 12-48
100.0%.2 12-58

108.2/91.8
109.2/9%.8
182.0/97.2
108.4/91.6

6-12{111.1/88.9 18-13

13
6-35
6-11

108.4/91.6
110.9/89.1
109.4/90.6
14.7/%5.3

512
8-13
-3
6-55

111.5/88.5 10-22

103.6/96. 4
165.3/9.7
111.2/88. 8

6-3%
53
23

108.6/91.4 1022

105.7/94.3
105.3/%.7

548
8-50

163.3/%.3
186.9/93. 1
106.2/93.8
107.5/%.3
102.7/%.3

63
M
942
531
346

108.7/91.3 18-35

110.4/89.6 16-30{109.9 9% 18-38
107.2/%.8 6-33[100.9/% 6D
110.7/09.3 §-34[108.5/91.5 6-36
107.9/%2.1 10-49|111.1/88.9 5-36
108.6/91.4 10-331110.8/89.2 4-33
189.9/90.1 6-49]189.9/90.1 18-38
108.4/91.6 5-41)109.7/%.3 3-41

109.9/9 18-43
108/92 6-39
108.5/91.5 6-41
109.1/9.9 6-43
116.3/89.7 18-44
18/RN 542

110.8/89.2 1846
108.2/91.0 6-3
108.3/91.3 6-43
Hey/8.2 55
110.4/89.6 447
116.1/83.9 10-46

110.4/89.6 16-31
108.1/91.9 &3
108.4/91.6 6-31
110.4/89.6 3-58

nas
0n.s

110/89.9
109.8/9%.2
103.7/%.3
1%
111/89
188.3/91.7

513
6-13
-5
6-13
53
~13

111.0/88.2
109.6/9.4
112/88

185.5/94.5
104.6/95.4
106.1/93.9
105.1/94.9
194.6/95.4
106.3/93.7

$-17
314
6-17
6-3
6-55
>3
8-4

551

113.2/86.8 10-23

106.8/93.2
113.1/86.9
11/9

102.5/92.3
106.2/93.8
106.8/93.2

6-53
523
8-23
8
3-36
651

113.4/86.6
105.7/94.3
108.9/91. 1
108.6/91.4
109.3/90.7
107.8/%.2
109.6/90. 4

23
55
-4
8-42
351
8-41
54

109.1/99.1 6-48]112.4/87.6 10-38
111.9/88.1 5-48{108.5/91.3 5-55
112.7/81.3 $5-U|110.8/89.2 6-39
105.9/9.1 8-491113.1/86.9 3-37
119.9/89.1 8-33111.8/88.2 4-40
110.7/89.3 5-41{111.9/88.1 5-41

112.4/81.6 10-43
110.6/89.4 541
119.9/89.1 6-42
112.4/81.6 4-42
112.4/81.6 8-
112.3/87.7 §-42

112.9/87.1 1047
110.7/89.3 -9
111.1/88.9 6-46
112.8/81.2 §-55
112.3/81.5 4-47
112.3/87.7 848

n2.7/81.3 93
110.7/89.3 -3
111.1/88.9 -3
112.5/81.5 §-52
12.2/81.0 -3
12.9/80.1 53

115.9
8.8

111.8/88.2
112/88

104.4/95.6
112.1/01.9
112.7/81.3
109.2/9.8
111.7/88.3

513
6-13
55
6-13
513
6-13
1-12

113.2/86.8
114/86

197/93

197.4/%.6
106.5/93.5
186.1/93.9
197.6/%.4

717
6-17
53
5
6-48
1-46
51

108.2/91.8
144.9/85. 1
112/68

109.2/%.8
188.3/91.7
108.3/91.3

553
S-a3
-3
348
53
6-31

114.4/85.6
107.6/92.4
110.5/89.5
110.5/89.3
111/89

111.3/88.7

1-21
555
4
7-42
55
I-4

110.9/89.1 5-48|113.9/86.1 7-38
113.6/86.4 5-41]110.5/83.3 §-55
114.3/85.7 A-34|112.8/80.2 5-39
113/87 7-33|115/85 5
112.6/81.4 5-41{113.6/86.4 4-43
113.8/86.2 M1

112.9/87.1 542
114.2/85.8 442
114.1/85.9 6-84
114.1/85.9 §-43
114/86 7-43
i12.8/87.2 5-42

114.5/85.5 7-47
112.9/81.1 3-50
113.1/86.9 547
15.2/84.0 548
114.2/85.8 4-40
114.1/85.9 6-48
114.5/85.8 353

114.4/85.6 7-32
1a.9/m ¥R
113.2/86.80 53
110.4/85.6 633
114/86 633
114.0/85.2 352

G8T
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TABLE LV
PARAMETER ESTIMATION SUMMARY FOR A TREND

OUT OF CONTROL WINDOW

827

-2

8-37

8-42

PATTERN

8-47

8-3

.65 626
e.81 18-27

8.65 6-31
.32 7-3

.42 6-36
a.35 13-39
31 -3

8.42" 6-36
.25 &4
8.22 1543
0.49 13-4
.23 7-4

8.3 6-46
2.19 8-46
8.18 17-46
8.27 23-46
8.24 13-46
0.23 1547
.31 2546
8.35 13-47
8.24 7-47

8.25 6-53
8.16 893
2.18 17-52
8.28 23-52
8.25 13-33
8.24 13-52
8.17 18-5i
8.3 13-31
8.24 7-51

8.3 6-26
47 7-2

.89 626
0.89 16-26

29 63t
.3 83l
.44 16-32
% 12-13
8.78 15-2
.57 18-33
.52 7-3

9.66 6-36
8.2 &7
8.51 12-3
8.29 16~38
2.21 12-37
.35 14-37
8.55 12-3%
2.58 15-37
0.41 18-39
&% 7-7

a5 643
8.51 8-4
0.25 12-44
9.39 14-43
Q.36 12-43
8.27 15-45
0.65 18-41
a4 7-43

0.5 6-46
844 8-46
0.43 12-46
8. 61 16-47
8.45 12-46
8 47 14-47
9.29 12-49
253 15-46
0.53 18-47
2.49 7-47

2.47 6-33
2.28 8-33
0,44 12-52
.55 16-32
8,43 12-33
8,47 14-52
8.46 12-51
8.36 13-55
.55 18-51
8.49 7-51

.3 626
a8 11-22
.72 7-22

.14 636
L5 3
1.14 16-26
1.65 11-27
9.39 1426

.5 e-31
0.69 16-32
.44 12-31
8.685 13-32
2.53 11-33
.98 14-22
8.58 16-33
.72 7-13

891 6-3%
67 837
.79 11-3
0.46 16~38
8.46 12-37
8.65 13-37
8.89 11-36
Q.82 14-37
.48 16-39
aa 737

671 6-43
.76 &4
.44 11-44
2.21 12-46
Q.61 13-43
A.57 11-43
8.38 14-45
0.84 16-41
62 7-43

0.81 646
8.63 8-46
.71 11-46
2.86 16-47
0.79 12-42
.74 13-47
0.47 11-49
8.83 14-46
Q.81 16-47
0L74 T-47

8.69 6-33
859 8-33
0.70 11-52
8.80 16-52
8.64 12-53
9.74 13-52
8.71 11-51
8.5 1435

8.78 16-51

7% 7-51

8.61 6-26
.07 1122
.09 13-2
1.43 12-2¢
.97 72

1.39 626
.0 326
1.47 13-26
0.68 11-26
1.38 11-27
9.8 12-26
9.91 1526

.75 8-31
1.09 13-R
8.8 11-31
9.98 12-2
71 11-33
117 12-2
8.84 15-33
0.9 7-33

1.16 6-36
aR 837
1.84 11-36
6.79 13-38
8.76 11-37
0.95 .12-37
1.85 11-36
1.5 12-37
8.67 13-33
1.6 7-37

8.92 6-43
.01 B-#
0.60 11-44
8.33 13-47
8.35 11-46
2.83 12-43
8.77 11-43
.53 12-45
1.13 1541
0.83 7-43

1.85 6-46
8.9 B8~46
9.96 11-46
118 13-47
8.97 11-46
1.01 12-47
8.64 11-49
1.7 12-46
1.09 1547
8.9 747

8.91 633
8.8 833
8.95 11-52
1.08 13-82
.88 11-83
1.01 12-52
Q.97 11-%2
8,67 12-55
1,85 15-51
8.99 7-51

.28 6-16
242 18-16
.8 7-17

.66 6-26
1.28 19-22
1.3 72
1.28 18-2¢
1.3 18-21
.99 18-21
1,55 11-22
.2 72

1.85 8-28
961 19-28
1.33 7-%6
1.06 {§-26
1.56 1827
1.1 12-36
1.4 11-26

.0 831
1.2 7-2
.11 18-31
1.21 18-
8.95 18-33
L. 12-2
117 11-3
L1 7-3

1.41 6-36
.17 837
1.27 1836
. 7-3
1,06 18-37
1.19 18-37
1.3 18-36
.38 12-377
9.97 11-33
.31 7-37

1.13 6-43
1.26 8-4
8.78 10~44
a5 7-47
8.59 18-46
1.06 18-43
1.00 18-43
@.65 12-43
1.42 11-41
1.04 7-43

1.13 633
1.3 883
1.29 18-52
1.3 7-%
.11 16-33
1.25 18-
1.23 18-32
2.82 12-53
1.34 11-51
.26 7-51




TABLE LVI

187

PARAMETER ESTIMATION SUMMARY IFOR A STRATIFICATION PATTERN

DO ETDAHWL

Q= DM

1.9

219

e

4.8

OUT OF CONTROL WINDOW

8-12 817 8-22 L4 &2 837 8-42 8-47 -5
171 512 [1.43 4-18 | 144 4-19]0.94 3-25|1.44 4-32| .42 4-33| 1.49 4-44 |1.25 4-43 11.23 447
212 4-12 |1.68 513 | 1.00 9-28|1.29 5-27|1.00 9-31{0.95 9-34|1.08 340 |1.01 946 [1.37 55
2,39 413 (210 414 | 1,30 F-232.07 6-28)f1.21 5-31]1.13 5-36|1.52 550 |1.34 5-50 |1.18 S5-C@

205 417 | 217 621|177 4-28)1.85 6-38|1.72 6-35]1.62 6-48 [1.58 6~45 |1.57 6-47

134 5-18 | 1.83 4-20 11,07 9-24|1.53 4-29| 1.74 4-41]2.06 4-38|1.29 4-49 |1.26 4-S3

1.2 9-18)1.76 6-28)1.03 3-29{0.98 9-37|.9% 940 |0.9% 9-46 |D.96 943

285 4171165 4-26)1.06 6-30|1.03 6-37|1.03 6-37|1.02 6-43 [1.03 6-49

111 519098 527(1.59 4-34)1.50 4-34[1.43 4-381.38 4-44 [1.36 4-32

2.98 5-27|1.86 5-38(0.97 5-42]0.% 54 |1.21 ¥

0.82 8-28(@Q8 8-33|0.9% B8-39|1.62 B-49 |0.93 8-49

237 512 |1.R 418 | 1.93 418 |2.08 4-24 |27 4-R|2.16 433 [2.12 4-44 [1.97 4-45 {1.94 4-47
2.49 4-12 |2.21 513 | 1.91 10-201.89 18-23 | 1.93 10-31 | 1.88 18-32 | 1.96 18-48 |1.99 18-46 | 2,13 18-55
28 413 |25 444 | 201 523 (2.03 52719 F31{1.R FR|213 {2 F50(1.88 TR
2.31 4-17 | 236 4-19]2.48 6-28{2.3R 6-38]|2.18 6-35|2.15 6-33|2.17 6-45)2.23 6-47

1.R 518 | 1.86 917|233 428|216 4-29|2.22 4-41 |2.42 4-50 |1.98 4-49)1.87 433

2,31 -{7(2.12 9-23(2.03 9-28{1.97 937|194 9-39(1.91 946|192 3-49

1.75 5-19|1.66 6-24|1.88 6-28|1.84 6-37|1.84 £6-37|1.88 6-42|1.98 6-49

2.03 4-06{2.05 4-34|1.99 4-34|1.91 4-38|1.96 4-44{2.06 4-3

1.63 527 |1.63 527{1.81 5-38|1.7 542|173 54 |1.84 53

1.64 8-28(1.78 B8-33|1.86 B8-33|1.91 B-49[1.86 B-49

274 4-13 [3.17 512 | 1.49 11-17 | 2.86 11-22 2,93 11-31 | 2.86 11-32 [2.82 11-R | 2. 82 11-35 | 3.1 11-55
268 4-17 | .13 5-19)2.87 527275 §-31|2&T5 53 |7 FTR|LT FR|ATS TR

262 518 | 269 4-17(2.85 624 |29 6~ |2TT 63X |27 635|283 63%6(2.83 63

254 518|2.55 4-26|2.65 4-34{2.34 6-22|2.34 6-22|2.34 622|234 622

2.3 527|236 527|262 43|28 43B|25% #3923 439

2.62 5-38(2,55 542|255 T44[2.35 54

27 89|25 8-V|2S &B(aN -1

330 411 | 281 415 | 314 A-17| 3,14 4-17)3.14 4-17| 318 4-17 |3.14 A-17|3.14 4-17|3.14 417
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