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CHAPTERI
INTRODUCTION

The hard sphere interaction of particlés provides a simﬁle but rich and im- |
portant statistical mechanical model of condensed matter. The meltmg/ freezing
transition has been’ demonstrated via molecular dynamlcs[l] and studied most re-
cently via density functlonal theory.[2] The liquid phase structure is modeled by
the Wertheim-Thiel[3] solution to the Percds-Y\'evick‘equation and the Carnahan-
Starling equation[4] correlates the 'thermodynamic results of computer simulations.
In hard sphere perturbation theory, many. of these results are used as the basis for-
calculating more accurate thermodynamlc properties in a perturbation expansion
about the hard sphere state [5]-[7] In general, these approx1matlons are necessary
because no particles interact via a true hard sphere potentlal. However, recently
‘the thermodynamic and statistical‘”properties of ideal hard sphere systems have
been used to interpret the results of experiments on colloidal suspensions of steri-
cally stabilized particles.[8]~[13] These Ilarticles interact via a short ranged repul-
sive interaction with the stabilizing layer mitigating any van der. Waals attractive
forces. Compared to the charge stabilized interactions cf ‘cowlloidal particles or the
typical interactions of atomic particles, t‘hese interactions may ﬁrove to be the best
realization of the hard sphere interparticle potential.

The nonequilibrium properties of susi)ehded partlcles differ from that for
purely atomic systems due to the presellce of a‘solvent which introduces hydro-
dynamical forces. Much theoretical work has been directed toward understanding
nonequilibrium properties of model hard sphere susperlslons,[14]' [20] again pro-

viding a basis for understanding more complex systems having other interparticle



interactions. Experimental data for nonequilibrium processes in suspensions of
hard spheres is limited but serves as an important check of theoretical results.

In this study, the sedimentation o)f/lbcally equilibrating hard spheres is ob-
served, in which formation of liquid like or polycrystalline ordering occurs before
there is signiﬁ;:ant sedimentation of tﬁe suspension. As a result, measurements of
the sedimentation velocity have been r{nade:for randbmly stacked polycrystalline
phases at large volume fraction and for quﬁid-like phases at low volume fractions. -
The melting/freezing phase transition is observed in the reduced sedimentation
velocity as a function of the particle volume fraction and serves as a definitive
marker for comparison with theoreticai‘resqlts. rI"‘hese experimental results dif-
fer in one aspect or another from others reported for “hard” sphere suspensions
[8]7[13,21,22] in that they extend to large volume fractions, the particles are not
charged and a melting/ freezing transifion is observed. The failure to observe a
melting/freezing tranéjt‘ion in other Work may have resulted from not having hard
sphere interactions, a polydispefsity of particle size, or a sedimentation rate greater
than the nucleation and growth rlgte fof crystallites. The last condition will result
in an amorphous interparticle ordfaring during sedimentation despite the lower free
energy of the equilibrium crystal phase. An order/disorder transition has been
reported for the sedimentation of “hard” spheres,[9] but this is a sedimentation in-
duced crystallization where the increase in particle concentration on sedimentation

. triggers crystallization.



' CHAPTER II
THEORY

When one considers the number of variables associated with a ﬁuid-pa.rticlé
system, formulation of a quantitative model which is generally'ai)plicé.ble to a wide
variety of problems is both complex and often times unattainable. Characterization
of such a system must include the following elements:[23] 1) The temperature,
pressure and viscosity dependence of the fluid. 2) The density, size, and shape
of the particles. Also the polydispersity, volume fraction, Brownian motion and
distribution of particles within the ﬂuid medium. 3) Motion of the particle and
fluid phases relative to the containing vessel boundaries and relative to one another,
the interparticle potential and possibly the surface characteristics of the particle.
Below, a brief descri\ption of three approaches for calculating the sedimentation
velocity of an assemblage of particles as well as a discussion of reference frames for

the velocity used in these c(a,lculations, will be presented,
Particle-Fluid Reference Frames

- The sedimenation velocity of the spheres must be relative to some reference
frame. One has the choice of éit}ler the volume fixed or the solvent fixed reference
frame. Experimentally, if one has a vessel in which the sedimentat?on of spheres
is being observed, the sample is in a volume fixed reference frame. That is, the
particle-fluid system, as confined to the vessel, rﬁaihtaips, a total fixed volume. Let
vy be the sedimentation velocity of the spheres as measured in the laboratory. Here

the total volume flux, Jv, is zero,

JV = ¢1)4, + (1 - ¢)vsolv =0 o [ (1)



where ¢ is the particle volume fra,ctionY and v, the solvent velocity also relative
to the laboratory. In the volume fixed frame, the downward volume pa.rtiéle flux
is balanced by a back flow of solvent which has been displaced by the particles. In
some theories a solvent fixed reference frame is used, where the backflow is set to
zero. That is, the velocity of the sedimenting particles in the solvent fixed reference
frame, Vpars, is related to the velocity of the sedimenting particles in the volume
fixed frame as, - h
st = 5=
Solving Eq. 1 for v, and substitilting the result into the above gives,

Vg

vPart (1 _ ¢) ’ ‘” » (2)

resulting in a (1 — ¢) correction for comparison of solvent fixed frame theories with

volume fixed frame experim’ents.
" Qualitative Fitting

In 1958, Maude and‘Whitmgc;re[19] afgued in the following manner for a
form of the concentra,tién dependent sedimentation velocity applicable to a wide -
variety of colloidal dispersions. Let F'be the average force on the particles in a
system of given volume fraction ¢. If a sméll numbei' of particles are added to the
system and the velocity of sedlmentatlon Vg, 18 assumed to be held- constant, the
solvent is no longer able to flow through those regions Wthh are now occupied by
the newly added particles and thius the solvent velocity, Usolv, through the suspen-
sion must increase. This results in an increase in the average force on the particles

already present. This change in average force Withk‘respect to concentration is
oF\ . '
=\ deé. 3
(w)% ? ®)

The same increase in average force may be obtained had the sedimentation velocity,

v4, been increased by an amount dvg while the concentration, ¢, is held constant.

(QE) dve. - (4)

Ovy é

1.e.



They further argue that the change in sedimentation vélocitir in the laboratory
reference frame, dvg, must be proportional to both a change in concentration, dé,

and the particle velocity in the solvent fixed reference frame, Upart. Thus,
dvg = Buparidd (5)

where 3 is a constant of proportionality: It is believed that B depends Yo.rhlly upon the
distribution of solvépt zaroupd each iso'la,igc‘ed‘ pﬁrticle and thus not be concentration
dependent.

Using Egs. 2, 3, 4 qﬁd 5 one mz;,y write,

(Z_Z),,f(gi)qs(iﬂf@) o | | ©

from which it is suggested,

ve=v(l=9)F. | (7)

Experimental data for volume fractions ranging from 0 < ¢ < 0.50 has
been fit to Eq. 7 for systems ranging from red blood cells to— glass éphéres in
water as well as a host of other materials listed in rei\'ei'ence[l‘g]. Here v, is the
sedimentation veloi:ity‘of an isolated “pa,rficle éctqd ﬁpon by gravity. 3 represents
a shape factor which varies with(pa,rticl‘e sha‘p;a, but is app}'.oxima,tely determined
to be 5 f;)r dispersions of monodisperse sp_he‘res.‘

A similar equation,
' 'U = UStoléeq(l - ¢/p)kp

has been used by reference[21] for polystyrene latex dispérsions c;f radius 1.55um
in salt solutions. Here, ’, . , o ‘ h
Ustokes = 29a%(pp — 2)/91 | (8)
is the sedimentation ﬁelopity of an isolated sphere acted upon by gré,vity; where g
is the acceleration due to gravity, p, and ps the ~density of the sphere and solvent,
respectively, 7 the solvent viscosity and a éliexspl\léré radius. Here, p is the lotex
“volume fraction at close packing and k a numerical constant, which are determined

to have the values of 0.58 and 5.4, respectively.



Although the above equations can be used for data fitting, they do not
adequately provide useful insight into the sedimentation prqeeés in terms of hy-
drodynamical forces or particle distribution. In this regard, more detailed theories

are needed. Two such theories are discussed below.
Pairwise Hydrodynamical Interactions

A convenient startmg place for quantitative analysis of the sedlmentatlon
problem lies in the solution of the Nav1er-Stokes Equatlons, first derived by Navier
in 1827.[23] These equations, along with the appropna.te boundary conditions,
provide the velocity distribution of fluid for ﬂow around a given shaped obJect
Since spheres are convenient objectxs, the problem is most suitably formulated for
such particles. Unfortunately, the ﬂuid velocity for a sphere-of radius a falling a;t a
speed of Vsiores Varies asymptotlcally as vsmkes(a / r) where r is the radial dlstance
from the sphere[24] This dependence makes summing the effects from all spheres
fa.lhng in a dispersion divergent. In 1971 G. K. Batchelor[24] devised a way in
which the integrals involved would not be dlvergent and was thus able to solve for
the sedimentation velocity of the dispersion. ‘

The prescript’ion employed, which ignores Brownian rnotion and inertial
forces on either the particles or fluid and carried out for only statistically homoge-
neous dispersions of monodisperse hard spheres, is as follows. The average velociigy

of a settling sphere is written as, g
1 ' \
Viart = 37 [ V{0, SN)P(S | Xo)dS 9)

where v(Xo,3w) is the veloc1ty of a test sphere Wlth 1ts center a.t Xo, N is the
number of spheres and P(Sn | xo)d Sy the probability of a conﬁguratlon of N
sphere centers being found: in' the range d\n\{ about Q{'n given there is a sphere
center at Xo. Sy is the set of position vectors of the centers of N spheres in one -
configuration. It is the dependence(of rthe velocity v(Xo, Sn) on other surrounding
spheres which causes tne’ above integral to diverge. Coneidefing hydrodynarnical

interactions between groups of no more than two spheres, Batchelor was able to



rewrite Eq. 9 in a nondivergent form. Note that Eq. 9 represents the average
veloctiy of a sphere in the solvent fixed frame. It so happéns that when Batchelor
evaluates the nondivergent form of this equation, the reference frame of choice is
the volume fixed reference frame. Thus, his result is immediately ei:pressible ina

form comparable to experiment. His calculations yield a sedimentation velocity of

v = 'vStokes(l - 655¢)

thus placing the susp1c1ons of previous empmcal relations on a more ﬁrm theoret-
ical foundation. However s1nce only pa.1rw1se hydrodynalmcal interactions were
included, thg results are limited to dllutg suspensions of ¢ < 0.05. To extend
to higﬁer volume fractions, full N-body hydrodynamicai interactiéns must be in-

cluded. To achieve this, another approach m’éy be ﬁsed.
Full N-body Hydrodynamical Interactions

In 1984, Beenakker and Mazur[18] calculated the short time, wavevector
dependent-diffusion coefficient valid for systems of hard, monodisperse spheres at
volume fractions up fo ¢ = 0.45. In the?r formulation, full N-bddy hydrodynamical
inter.:;x,ctior;_s are included in ‘the construction of thg equations. -HoWever, ‘spatial
correlations are takeh only at a pa,irlwise.le\‘rel in ei'aluating the result. The N- '
body hydrodynamical interactions incidded in Beenakker and Mazur’s equations
allow for the calculation of the"diffusioﬁ constant up to high volume fractions.

Using a relation between the diffusion coefficient at zero wavevector and
the isothermal compressibility of the suspension, one may o}btaQin the sedimentation
velocity of the spheres in the volume ﬁn‘)\(e’d refereﬁce—fraﬁl’e. The resulting a,naiysis‘

of these calculations are compared to experiment in Chapter V.



CHAPTER III

SAMPLES

Materials

The “hard” particles used in these studies are ‘0.99pmudia,meter poly-
methylmethacrylate (PMMA) sphem‘es with a relative standard deviation less than -
0.05, sterically stabilized with an quprqximately’ 10nm thick coe,ting of poly-12-
hydroxylstearic acid and suspended in a mixture of cieea,hydronapthalene (decalin)
and 1,2,3,4 tetrahydronapthalene (tetralm) The PMMA has an index of refraction
of 1.51, decalin 1.47 and tetralin 1.54. By mlxmg the decalin a,nd tetralm ina ratxo
chosen to closely match the index of refraction of the partlcles, the resultmg sus-
pensions can be made nearly transparent, even up to volume fra,ctlons (4) greater:
than 0.70. If the sam[;les were not index matched, they would a;ppea.tnmilk white
and opaque to visible light. Tt h,éds: been observed that a drift from index matching
occurs on the order of weeks after initial matching of the suspension. We have
tried to minimize this' drift by using partlcles which have previously been 1ndex
matched. However, our samples would not index match to near transparency. The
best which could be achieved were samples with a slight yellow “opa,c1ty, whose
clarity increased to near transparency rduri'ng the course of the experiment. One
reason for this may be due to slow t\etyalin adsorbtion onto t’he stabiliziug‘ layer.
Water contamination of the tetralin isj another possible explanation for the discol-
oration. Two small vials were filled w1th approx1mately equal amounts of tetralin
and decalin, both contammg a sma.ll amount of water. After allowing the vials to
set for a couple of months, the yellow discoloration was noticed in the vial -con-
taining tetralin, but none in the decalin vial. A similar occurance ma,y be present

in the PMMA samples as the air enclosed with the sample at the time of sealing



may contain moisture, reeulting in contamination of the sample. The effect of this
tetralin discoloration on density and index of refraction is presumed negligible and
was not considered in further analysis of data. The specification sheets for tetralin
note the color as ranging from clear to yellow tinted when purchased. The steric
stabilizing layer consists of large polymer molecules chemically bound to the sur-
face of the particles: There are two effects due to these molecules which keep the
particles from ~ﬂocculating. One is the volume restrictive effect. As the particles
approach one another, the polymer molecules begin entanghng This reduces the
number of avallable conﬁguratlons for the molecule and thus leads to an increase
in the free energy of the partlcle-pa.rtlcle pair. Also, since the region between the
partlcles increases in polymer molecule concentratlon, osmotlc effects may cause
the solvent to dlffu_se into this area forcmg the particles apart, although this only

will occur in a “good” solvent for the stabilizing layer.
Prei)aration

Initially PMMA,particles were partially index rnatched in a solvent mix-
ture of tetralin and decalin and collected in a single jar where large dehris was
allowed to sediment. The colloidal hquld was then decanted into four ~ 25ml
vials and centerfuged The clear supernatant was decanted and the four vials were
concentrated into two. To further clean and characterize the samples, they were
centrifuged, decalin decanted and new decalin which had been filtered through
a 0.2um MILLEX-FG ﬁlter“added to the concentrate and the samples remixed
to a 11qu1d Thjs process was repeated three times to ensure ﬁltered decalin as
‘the particle envuonment These two vials were then transfered to another two,
preweighed vials, again centrlfuged, decahn decanted and the resulting vials con-
taining randomly packed sediment weighe‘d ' These samples have a volume fraction
of particles ¢ = 0.637 in decalin and serve as a possible check of the volume frac-
tion determintaion. Tetrahn and decalin'was added to each vial, index matching

the resulting suspensions as best as could be achieved.
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By keeping track of the original PMMA and decalin weights in the
preweighed vials, along with the weight of tetralin added to index match thet sus-
pension, the individual component weights can be calculated. This was achieved
via vacuum oven drying (100C° for ~4hrs) a weighed amount of index matched
sample from one of the two vials. The ’two vials were then mixed together in
a larger, preweighed distfibution bottle, again index matched, and énothér sam-
ple taken and dried in a similar fashion. From the wet and dry sample weights,
the weight fraction of PMMA spheres to solvent'can be determined. These wet
and dry sample weights, along with knowing how much tetralin has been added
through out the index matching process, allow for the determination of individual
PMMA, decalin and tetralin component weights. The above process was complex
and not the best way to determine volume fractions. In retrospéct, drying and
weighing a given amount of sample which has been taken from a single collection
bottle containing only PMMA and one solvent (i.e. decalin) is much more conve-
nient than the method described above. One, then knowing the PMMA to decalin
weight fraction, only needs to keep t;fack of the weight of tetralin added to the
bottle when index matching, in or\derJ to calculate all of the constituent component
weights in the suspension. |

Samples ranging in volume fraction of particles from ¢>\= 0.42 to ¢ = 0.60
were made by the centrifugation of 5cé cuvettes filled with index matched sample
from the distribution bottle and the removal of clear supernatant to achieve the
target volume fractions. Knowing the relative solvent weights, one can calculate
the weight of solvent needed to be decanted in order to obtain the correct volume
fractions. The samples were sirﬁply set on a Sartorius digital balance capable of
measuring 1x10~*g and thg appropriate solvent weight pippeted out. The cuvettes
were tumbled to redisperse the particles, tightly capped and sealed with teflon
tape to avoid solvent evaﬁortation and left to stand at room temperature (22C° +
1C°) for a period of two months. A minimal amoﬁnt of careful movement was
required for periodic weighing which was performed to keep record of the rate of

solvent evaporation. Note that once the dispersion has settled far enough so that
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a clear supernatant developé, there is effectively no chang’e( of the volume fraction
which characteriées the samples. Since this condition occurred within six days
for even the most concentrated éample, decalin and tetralin evaporation can be
considered negligible over the course of the experiment. If the samples are remixed
for subsequent sedimentation studies, then the evaporation loss must be considered

in the determintation of the initial sample volume fraction.



CHAPTER IV

SETTLING EXPERIMENTS
SedimentationhHeight Measurements -

The sedilinenta.tion heights of the various levels were measured via a tele-
‘scopic eyepiece, vertical translating stage'aﬁd ihcalidescent backlighting as shown
in Fig. 1. The resolution of the ‘v'ernier on the translation stage is 0.005cm and
the telescope contained a ho—rizontal reficé.l whigh allo{vetxi‘ for easy locating of any
vertical level within the sample é:ell‘. w All heights were measured relative to the
inside bottom of Vea.cl}ﬁcuvette. - o “

If one allows the samples to \setl‘undisturbed, afte;' about one day, distinct
layers will become visible in each. These interface heights niay be plotted as a
function of time as is;lshuown in Flg 2 for fou; éamples of increasing volume frac-
tion. Six distinct regions may b’pjdéntiﬁed which describe the»sedimentary phases
observed within the sémpl‘es\: (A) ,cléar supérhatant, (B) colloidal liquid, (C) poly-
crystalline solid, where the bulk colloidal liquid has nucleatefl crystallites which
begin sedimenting, (D) high density polycrystalline solid and (E) columnar crystal
sediment which occurs in low volume fraction samples, and (F) a phase which ap-
pears amorphous or gl§s§y. Clear supernatant (A) is the solvent mixture depleted
of any: PMMA spheres and has a volume fraction of zero. Colloidal liquid (B) is
the mixture of solvents and spheres, and is presumed to have a volume fraction
maintained at the original va\lut)a when thesamﬁle was initially mixed, exéept for
a narrow region at the B/C interface where a density gradiént may develope. In
the polycrystalline solid phase (C) the PMMA spheres have coalesced into discrete

- crystallites within the colloidal liquid. Crystallite formation can ~easiiy be observed

12
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Figure 1. Experimental set-up for sedimentation height measurements.

13



20
’2\1 5
L
Zi0
o
(W)
I
05
00 7030 40 50
TIME (DAYS)
b
— [ )
g =
[,
z AR
g A
B
c
D
() ) 70 36 30 30 60
TIME: (DAYS)

— — N
o w o
4 T y

HEIGHT (CM)

o
w
T

o
o

14

A @:054 C

10 50

N
o
;r
]
o
>
b
9
p

®:0 59 d

HEIGHT (CM)
o w

o
(6]

0.0

20— 30405050
TIME (DAYS)

Figure 2. Sedimentaion height versus time for several samples of increasing vol-
ume fraction. Here (A) is clear supernatant, (B) colloidal liquid,
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in this region as brightly colored specks Within the bulk liquid, these specks be-
ing due to Bragg scattering from localized regions of spatial order formed by the
crystallites. These crystallites, if the suspensioﬁ is sufficiently dilute, sediment
into there own region, leaving colloidal liquid above. If the sample is sufficiently
concentrated, the sample will be fully crystalline with a clear supernatant reglon
above. High density polycrystalline sedxment (D) is polycrysta.lhne solid which has
settled to the bottom of the cuvette and is further sedimenting. The volume frac-
tion of this region is found to be less than closest packing for hard spheres, due to
the random settling of individua.l‘crystallite's which may not fit together in closest
packed formation and/or due to compressive distorti'onr‘of the crystal microstruc-
ture. If the sedimentation of spheres occurs at a,’ rate sldw éndugh, as it does for
these colloidal liqliidé, diffusive pro?esses enable the migration of the spheres into
close packed stfuctures. These grow-from the bottom of the cuvette in a phase in
which there appeafs, to be an,orderilr;g of the sediment into rising columnar regions
(E). Above this columnar crystal sediment is colloidal liquid (B) or ultimately -
clear supernatant. If the safnp__le is highly concentrated, the sample appears amor-
phous or glass-like (F) in nature t}ir(;ughout the entire sampie volume. There is
no formation of crystallites nor is there any signiﬁcant sedimentation.

All samples mvestlgated contamed at least one or a comblna.tlon of these
six layers, depending upon the initial Volume fraction which determines where the
sample lies within the phase diagram shown by Fig. 3. Here (L) corresponds to
liquid, (C) coexiéting liquid and érystal, (X) fully crystalline and (G) glass phases,
respectively. The four figures shown in Fig. 2 depict the(ﬂheight versus time di-
agrams corresponding to these four reglons of the phase diagram. ‘In the liquid
phase, Fig. 2a, region (C), (D), and (F) are not present as the only crystal struc-
tures which form are columna,r. Samples in the coexistence region, Fig. 2b, evidence
four regions, (A)—(D), the dense pﬁolycrystallin’e solid replacing the columnar crys-
tal of lower volume_fracfion samples. In,fully crystalline samples, Fig. 2c, region
(B) is negligible and presumed to be caused by shear melting when weighing and

regions (E) and (F) not present. The glass phase, region (F) shown in Fig. 2d,
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produces no distinct boundaries and the sample is amorphous or glassy, failing to
crystallize, except for a small region at the very top, during the time scale of the
measurements. Further sedimentation measurements were extended to ¢ = 0.099
by successive dilutions of one of the samples (¢ = 0.415).

In Fig. 2a and b, the initial nonlinearity in the A/B boundary results from
the curvature of the air/sample miniscus. On the other hand, the nonlinear be-
havior of the B /C interface is due to the sedimentation of the crystallites which
initially formed within the bulk colloidal ltquid. These crystallites initially sedi-
ment until phase separation of polycrysta;lline solid and colloidal liquid occurs, at
which point the B/C interface begins to rise due to the nucleation of new crys-
tallites at the interface. It is believed this region of spontaneous nucleation to be
very narrow as no particle density gra,dxent was visually observed throughout the
experiment. For completeness, height versus t1me data from all other samples has
been it luded in appendix B.

Finally, we observe columnar crystal growth and no dense amorphous sedi-
ment fc ¢* < ¢%, ‘wh”ikle' the computef simulations of microsphere sedimentation by
Russel nd Davis[15] produce mixed crystal and amorphous sediments for samples
of simi! ir volume fra,otion and Peclet nnmber, in agreement with experiments on
silica s.:spensions. This difference ind\icates the possibility of experimental poly-
dispers: y in particle size in the silica systems or a lack of hardness in the PMMA

spheres used in this work. -
Phase Diagram

A phase diagram; Fig. 3, ts constt:ucted by ext’ra,pola,ting the linear portion
of the height versus time boundaries to zero time. In tilis limit only crystal (C)
and/or liquid (B) regions exist, reglons (A), (D), (E) and (F) having extrapolated
to zero volume. Thus the crystal fraction may be determined unamblguously and
should correspond to that in the absence of settlmg. The diagram presents the per-
cent crystal versus volume fraction ¢. The freezing and melting points are found

to be ¢; = 0.477 and ¢,, = 0.533, respectively, using a linear regression fit to the
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coexistence region data. The results for hard sphere phase behavior, determlned
by computer simulations[1], give the freezmg and melting volume fractions to be
0.494 and 0.545, respectively. The lack of agreement with our results indicates a
possible increase in particle size due to adsorbtion of the solvent onto the stabilizing
layer, which is not inclqded in the dry weight determination oi' ¢, or to a deviation
from true hard sphere interactions.[8] Pusey and van Megen(8] have observed a
larger discrepancy for smaller diameter [;qrticles \ha\(ing the same steric stabilizer
but susperided in decalin and CS;. To aiccopnt for possible solvent adsorbtion and
to compare with hard sphere theory,’ they scale the measured volume fraction to
coincide with the theqi‘etical hard sphere freézing point. Follbwing this same pro-
cedure the volume fractions presented here are scaled ’using ¢* = (0.494/0.477)¢

as shown by fhe upper horizontal axis of Fig. 3. It is interesting to note that this
corresponds to an effectlve radius 1ncrement for the particles of only ~ 6nm. Our
scaling is 4% Whlle Pusey and van Megen s correction was of the order of 20% and
is consitent with having a thlnner stablllzlng la.yer relative to the partlcle diameter.
"This indicates the sI;hereé used in these samples as being a closer approximation

of hard spheres.
Sedimenta,vtjon Velocities

Sedimentation velocities &of the liquid and crystal are-calculated from the
linear regions of the boundary lines shown in Fig. 2. For the colloidal liquid
¢* < ¢} and for the fully crystalliné samples, the sedimentation velocity is given
dii‘ectly by the slope Qf the uppermost boundary A /B a,r}d A/ ‘C, respectively. For
the coexistence region the colloidal liqﬁid sedimentation velocij‘.& is determined as
above and the crystal sedimentation velocity is determined from the B/C boundary
using particle conservation and the melting and freezing crystal densities ¢} and

* ., respectively. Once a sample in the coex1stence region phase seperates into
colloidal liquid and crystalline regions, the falhng collmdal liquid phase nucleates

and grows new crystallites at the B/C boundary. This produces a rise in the B/C

boundary with time. At the same time there is a slower sedimentation of the
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polycrystalline solid which produces a fall in the B/C boundary with time. It is
this rate of sedimentation we wish to obtain via knowing the velocity of the falling
A/B boundary and the net rising B/C boundary, quantities we can measure.

Consider the mass of colloidal liquid (B) of density py, passmg through a
hypothetlca.l horizontal plane of area A with a velocity v; in a time At. The change
in mass is

AMy = AvpAt. (10)

Now, consider the mass of polycrystalline solid (C) of density p,. passing through a
similar hypotheticalv plane of area A with a speed v. during the same time interval.

Here the change in mass is

AMC—AvcpcAt o / (11)

Provided AM, > AMC, the difference between Eq. 10 and Eq. 11 gives the amount
of mass, AM, bullt ‘up at the B / C boundary during the time interval At,

AM = A(vip; — vepe) At (12)

Experimentally, the(‘B /C Eoundar}; is observed to i)ropagate upward with a ve-
locity v. One may write the’ a,fnognt of colloidal liquid (B) being c‘onverted into
polycrystalline solid (C) during a time interval At as Avp/At. Likewise, the mass
of new polycrystal one observes gained during this time interval is ‘Avp.At. Thus
the amount of mass built up -at the B/ C boundary during the interval At is the
difference between how much ne\;v polycrystalline solid (C) is generated and how

much colloidal liquid (B) was converted,
AM = A(p. - pz)vAt".‘ . (13)
Equating Eq. 12 and E51'.4137 and solving for v, results in,
z;c= -¢—'(v1+,v)——v

where pi/p. = ¢1/$.. The crystal sedimentation velocity has also been estimated

from the slope of the A/C boundary after the region B has completely sedimented
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into C. While there is general agreement with the two estimates of the sedimen-
tation velocity, the height versus time data for the A/C boundary is limited and
evidenced a larger variation. ‘
The measured sedimentation velocities are normalized to the sedimenta-

tion rate of an isolated sphere (given by Eq. 8), giving the reduced sedimentation
velocity K= v,‘n;a, / UStokess which is pldtted in Fig. 4 as a function of ¢*. The sol-
vent viscostiy, 7, used in calcﬁl’at’ing VStokes Was e);perimentally determined to be
2.28x10~3Pas @ 22°C using a Bohlin Constant Stress Rheometer. In Fig. 5, for
¢ < ¢* < ¢}, two reduced sedimentation velocities are shown at each ¢* value
measured. The upper corresponds to the liquid pha.sé and the lower to the crys-
talline phase. That is, it is seen tl\l\a,t tHe)sedimentatioh rates of the colloidal liquid
and polycrystalline phases are indépendént of ¢*. Because sedimentation velocities
are a function of volume fraction and in the goéxistence region the colloidal liquid
and polycrystalline volume fractions é.rye fixed at ¢} and ¢7,, respectivelsf, this ¢*
independent sedirneﬂtatign velocity yegioﬁ should be expected. This observation
serves as a marker for the phase transition and could be used in ofher systems to
confirm or establish a phase transition when other measurements are not easy or
possible. Furthermore, t’hexphase*diagram is used to define the liquid ¢} and solid
@}, volume fractions uniquely. For ¢* > ¢}, the reduced sedimentation veldcity
corresponds to that for tHe polycrystalline solid phase. The ¢;‘ = 0.59 and 0.61
points correspond to glass sampies which never crystalized during the period of

observation.
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CHAPTER V

EMPIRICAL AND THEORETICAL COMPARISON

A number of empirical fermu\lasﬁha,ve been presented to correlate settltng
" data for hard spheres.[19]~[21] Only relatively rece’ntly have more rigorous micro-
scopic theories been developed.[16,18] However, the many body nature of the hy:
drodynamic interaction ultimately necessitat‘es using a.pproxima,tiﬁorrs to calculate
the reduced sedimentation velocity. In F ig. 4, for 45* < ¢}, the data is compared
with the theoretical results of Beenakker and Mazur [18] In this theory N-body
hydrodynamic interactions are 1ncluded with spatial correlations taken only at a
pairwise level in evaluating the result. Furthermore, a form for the sedimentation
velocity is used which neglects memory‘functlon effects. Thus zero g” equilib-
rium particle distribution functions are assumed: for eva.lqa.tien of any ensemble
averages. Despite these approkimatioﬁs the comparison with this and other data
is quite good. For ¢* > ¢} in the pelycrystalline phase, the data may be compared
with calculations of the hydrodynamlc reSISta,nce of a rigid, oriented, single crystal
structure.[28,29] In Fig. 5 the results of Zick and Homsy([28] for an FCC crystal with
-the [100] direction parallel to the average: ﬂow are shown. The agreement with ex-
perimental data is again seen to be quite good desplte the samples being randomly
oriented, polycrystals havmg a close packed random sta.cked order. Furthermore,
the pa,rtlcles are not constrained to fixed lattlce positions. In this regard Saffman
has shown in dilute suspensions that thermal motion and response to flow can have
significant effect.[30] Because the cuvettes a,re statlonary in time, the expenmental
measurements obtained here are by their nature in a volume fixed fra.me It should
be noted that the theories of Zick and’Homsy‘and of Beenakker and Mazur are
calculated in the volume fixed reference frame, so no reference frame corrections

have been necessary to compare theory with experimeht. A note of thanks is in

23
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order to J. F. Brady for useful discussions with Dr. Ackerson concerning reference
frames and the above theories.

Fig. 6 compares the experimental data of this work with the “hard sphere”
work of others for ¢* < ¢%. Although the other authors data are for silica in cyclo-
hexane[11] and polystyrene latex in 1x10~3 mole dm~3 sodium chloride solution[21],
the agreement is good. Both model their data with hard sphere interparticle po-
tentials.

A copy of a Physical Review Letter summarizing the above work has been

included in appendix A.



1.0

25

0.8 F

06F B

K -
0.4 8
oo
0.2} . ‘%OVO |
10 om
L ] | L i ) |o*b 1
006607 072 03 04 0.6

,¢*,

Figure 6. Comparison of reduced sedimentation velocity data with experimental
data of other authors for ¢%. ( * ) this work, ( O ) Kops-Werkhoven

and Fijnaut, and ( O ) Buscall et.

al..



CHAPTER VI

SCATTERING MEASUREMENTS

Althdu_gh the five layers (A)—(E) have been visually tracked over a period
of tirne;, one would like to know more detailed infbrmai:ion about the individual
layers themselves. i.e. what a,rc;, their density and how uhiform is that density
throughout a given layer? In particular, such: me;,‘sur(eménts have been ma;de for
regions of polycrystalliﬁe solid, High density{ polycrystallfne solid and columnar
crystal sediment. Regions (C), (D) ‘and (E) of Fig. 2, respectively.

A 15mW beam from a HeNe laser :wa,s 1;1ade iilcidet upon a sample of
interest and the resultant scattering (i‘ma,ged on a frosted screen placed 4.85cm
directly in front of the sample. Fig, 7 depicts a schematic drawing of such an
arrangement. The 1mages are then digitized utilizing a G. W. Hannaway and
Associates i image processmg system and placed in a frame buﬁ'er for further en-
hacement. The scattering pattern ([)bser\fed is an annular ring speckeled with bright
spots. The cause of this speckled i‘ing is gandonﬂy oriented crystallites which sat-
isfy the Bragg condition. From the radius of this ring the volume fraction of the
individual crystallites may be calcu}ated. —Thg scattering is assumed to be from the
[111] planes of crystallites with FCC structure, or equivalently from the stacked
planes of crystallites constructed of hexagonal close packed layers. One may no-
tice from Fig. 7 that scattering from crystallites at the front and back walls of
the cuvette will give the scattering ring a characteristic width. An average ring
radius has been calculated f:of both the vértica,l and horizontal ring widths and .
the scattering assumed localized ~fro\nvl the center of Fhe cuvette in any subsequent
analysis of data. | |

Assuming an FCC structure, the volume occupied by the spheres in the

crystal unit cell is 4V prere, Where Vippere is the volume of a'single sphe;e. The
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volume of the unit cell is 53, where j is the second neighbor distance. This results
in a volume fraction of 4V,phere/J° for a single crystallite. Following the scattering |
geometry of Fig. 8, the volume fraction of the crystallite can be calculated as a
function of scattering ring radius provided j can be expressed as a function of R.

One can write Bragg’s Law for first order scattering as

A L0

— = 2tsin — 14
2 =otein? (14)
where A is the wavelength of incident radiation, n’ the index of refraction of the
decalin and tetralin solvent mixture and ¢ the lattice spacing of the [111] planes.

The lattice constant, ¢ is related to the second neighbor distance as,

t =._]__ ‘
V3
thus, using Eqgs. 14 and 15, one may write,

ju Y3

= —0.
2n' sin(%)

(15)

Using Snell’s Law
nqin0=n'sin0', : (17)

and the geometry of Fig. 8, one may show

R=atan6 + dﬁan[sin'l(% sin')]. o (18)

If Eq. 18 could be inverted and an expression for §' as a function of R
derived, one could, using Eq. 16, achieve the desired result. However, due to the
difﬁt;,ulty of invertihg of Eq. 18',‘~da.ta for R as ‘a function of. 0'{ was calculated
for a range of R values coincident with experimental observation (R ~ 6.5cm to
4.2cm) and a polynomial fit to third order, with R as the independent variable
obtained, giving an empirical equation of 0 as a.,funs:tion of R. This, combined
with Eq. 16 enable j to be ca,lculla,’ted as a function of R and thus the crystallite
volume fraction as a function of scattering ring radius, R. This, of course, assumes

isotropic compression of the crystals
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" air and sample, respectively, a+d the distance of the crystallite from

the screen and R the scattering ring radius:
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Figs. 9 and 10 depict the volume fraction for crystallites formed in samples
in regions of columnar crystal (E), and the transition from polycrystalline solid
(C) to dense polycrystalline solid (D), respectively. Here the calculated crystallite
volume fraction is plotted as a function of sample height . Profiles for several
days have been placed on each plot so that the B /E or C/D boundary, Figs. 9‘
and 10, respectively may be tra,clfed over a period of time. The important feature
noted in all three diagrams is the anisotropy of the crystallite volume fraction
in the vertical and horizontal directions. This differerice corresponds to ~ 2%
compression on the [111] lattice spacings in the vertical direction. This anisotropy
of the crystal structure casts doubt on the above derivation for crystallite volume
fraction and is a point of needed attention and interest in future work. Density

profiles for all other samples are included in appendix C.



31

0.8

0.7 r

35 days elapsed

0.556 0.5 .0 T.5 7.0
HEIGHT (CM)

Figure 9. Density profiles obtained from light ‘scattering measurements over a
period of ~ three weeks. This figure corresponds to scattering from
the columnar crystal region, (E) of a sample in the liquid region of
the phase diagram. Here ¢ = 0.47. .
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Figure 10. Density profiles obtained from light scattering measurements over a
period of ~ three weeks. This figure corresponds to scattering from
the polycrystalline and dense polycrystalline regions, (C) and (D),
respectively, of a sample in the coexistence region of the phase dia-
gram. Here ¢ = 0.49.



CHAPTER VII
CONCLUSIONS

In this v&;ori(, sedimentation velocities have been experimentally determined
for suspensions qf nearly hard polymethylm_éthacrylate spheres as a function of vol-
ume fraction. Ir; addition to this, a brief discussion of scattering data has been
included. These results are important in further characterizing colloidal PMMA
systems and in presenting a connection between hard sphere sedimentation theory
and experiment. In this regard, the preceeding work has been benificial in es-
tablishing a precident for observing the freezing/melting transition in the reduced
sedimentation velocity, K (¢*), for a syst:.em of “hard” spheres and uéing the equi-
librium phase transition as a unique marker for the volume fraction in concentrated
systems. These values are fognd'tyo' be K(4%) = 0.026 and K (d’;)’: 0.016.

The anisotropy ‘of the cr&stai structure in the dense polycrystalline sedi-
ment (D) regions is an area of needed work in the future, both in terms of experi-
mental rigor and physical ﬁnderstanding of the formed structures. Here, questions
are open as to whether the compressed phase is in equilibrium or even how to

incorporate the anisotropy into the calculation of crystallite volume fraction.
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Observation of a Phase Transition in the Sedimentation Velocity of Hard Spheres

S E Paulin and Bruce J. Ackerson

Depariment of Physics, Oklahoma State Umversity, Stillwater, Oklahoma 74078
(Received 16 January 1990)

Reduced sedimentation velocities are reported for suspenstons of nearly hard PMMA (polymethyl-
methacrylate) spheres as a function of volume fraction The absolute sedimentation velocitics are
sufficiently slow compared to crystal-growth rates so that phase separation 1s achieved during the sedi-
mentation process As a result the analytic behavior of-the measured sedimentation velocity changes as
a function of volume fraction at the freezing and melting points This transition serves as a defimtive
marker for comparison with theoretical predictions of sedimentation velocities for hard-sphere hquids

and crystals

PACS numbers 64 60 Cn, 0570 Fh, 64 70 Dv

The hard-sphere interaction of particles provides a
simple but rich and important statistical-mechanical
model of condensed matter. The melting-freezing transi-
tion has been demonstrated via molecular dynamics' and
studied most recently via density-functional thc»ory.2
The hqmd phase structure is modeled by the Wertheim-
Thiele? solution to the Percus—Yev:ck equation, and the
Carnahan-Starling equation* corrqlales the thermo-
dynamic results of computer simulations  In hard-sphere
perturbation theory, many of these results are used as
the basis for calculating more ‘accurate thermodynamic
properties in a perturbation expansion about the hard-
sphere state >7 In general, these approximations are
necessary because no particles interact via a true hard-

sphere potential However, recently the thermodynamics *

and statistical properties of ideal hard-sphere systems
have been used to nterpret the results of experiments on
colloidal suspensions of sterically stabilized particles.’-"?
These particles interact via a short-ranged repulsive’ in-
teraction with the stabilizing layer mitigating any van
der Waals attractive forces. Compared to the charge
stabilized interactions of colloidal particles or the typical

interactions of atomic particles, these interactions may -

prove to be the best realization of the hard-sphere poten-
tial

The nonequihibrium properties of suspended particles
differ from those for purely atomic systems due .to the
presence of a solvent which transmits hydrodynamical
forces Much theoretical work has been directed toward
understanding nonequilibrium properties of model hard-
sphere suspensions,’*-?° again providing a basis for un-
derstanding more complex systems having other inter-
particle interactions Experimental data for nonequil-
brium processes in suspensions of hard spheres are limt-

ed but serve as an important check of theoretical results

In this Letter we report values for the sedimentation
velocity of *‘hard” spheres which equilibrate locally,
forming liquidlike or polycrystalline ordering of particles
before significant sedimentation 1s observed. As a regult,
measurements of the sedimentation velocity have been

made for randomly stacked polycrystalline phases at

. large volume’ fraction and for liquidlike phases at low

volume fractions. The melting-freezing phase transition
1s observed in the reduced sedimentation velocity as a
function of the particle volume fraction and serves as a
definitive marker for comparison with theorctical results.
These - expenimental results differ in one aspect or

‘another from others reported for “hard”-sphere suspen-

sions®-1321:22 in that our results extend to large volume

fractions, the particles are not charged, and we do ob-
serve the melting-freezing transition. The failure to ob-
serve a melting-freczing transition in other work may
have resulted from not having hard-sphere interactions, a
polydispersity of particle size, or a sedimentation rate
greater than the nucleation and growth rate for crystal-
Iites. The last condition will result in an amorphous in-
terparticle ordering during sedimentation despite the
lower free energy of the equilibrium crystal phase An
order-disorder transition has been reported for the sedi-

‘mentation of hard ‘spheres,”? but this is a sedimenta-

tion-induced crystallization where the increase in pamcle‘

“concentration on sedimentation triggers crystallization. '

The “hard™ particles used in. these studies are 0.99-
um-diam polymethylmethacrylate (PMMA) spheres
having a relative standard deviation to mean radius less
than 0.05, sterically stabilized with an approximately
10-nm-thick coating of poly-12-hydroxylstearic acid,?*?
1nd suspended 1n a mixture of decaline and tetrahn in a
~s+io chosen to closely match the index of refraction of

‘the particles. The resulting suspensions are nearly trans-

parent even up to volume fractions (¢) greater than 0.70,
allowing for the visual observation of crystallite forma-
tion, the visual observation of sedimentation boundaries,
and hght-diffraction studies of particle microstructure.

. Samples ranging in volume fraction of particles from

¢~042 to ~0.60 were made by the centrifugation of 4-
cm? cuvettes filled with an index-matched stock sample
of known sphere volume fraction and removal of super-

' . natant to achieve the target volume fractions. - For the

sedimentation measurements the cuvettes are tumbled to
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FIG | A representative helgi'at vs time plot of a sample '

with its imtial volume fraction (¢=049) within the coex-
istence region A, clear supernatant, B, hquid, C, polycrystal-
line sohd, and D, high-density polycrystalline sediment

redisperse the particles and left to stand a period of two
months at room temperature (221 1°C), except for
careful periodic weighing to monitor any solvent vapor
leakage ' After a few days a typical sample will evidence
the formation of several distinct layers as depicted in the
lower right-hand corner of Fig 1. The number of layers

and the particle microstructure within a layer depends on

the inmtial volume fraction We observe four distinct
types of height versus time diagrams as shown in Fig 1,
corresponding to the different equilibrium phases noted
in Fig. 2. Here L, C, X, and G are liquid, coexisting
hquid and crystal, fully crystalline, and glass- phases.
The height versus time diagram in Fig 1 is typical for
samples in the coexisting region, 0.477 <¢ <0.533 of
Fig 2, where the regions are defined to be (4) clear su-
pernatant, (B) hquid, (C) polycrystalline solid, and (D)
high-density polycrystalline sediment. The volume frac-
tion of region D for samples in the coexistence region is
found to be less than closest packing for hard spheres
due to the random setthng of individual crystallites
which may not fit together in closest-packed formation
and/or due to compressive distortion of the crystal mi-
crostructure which prevents closest packing. In Fig. 1,
for samples in the liquid phase, ¢ <0 477, region C 1s not
present and region D shows columnar crystal growth
For 0533 <¢ <0573 the samples are fully crystalline,
region B being negligibly small and presumed to_be
caused by shear melting when weighing. For ¢ >0 573
there are no distinct boundaries and the sample is amor-
phous or glassy, failing to crystalhzc. except for a small
region at the very top, during the time scale of our mea-
surements  Sedimentation measurements ‘are extended
to ¢ =0.099 by successive dilutions of one of these sam-
ples (¢=0415). In Fig 1 the initial nonlinearity in the
A/B boundary results from the curvature of the air-
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FIG 2 Phase diagram obtained from suspensions Scaled
and d volume fr are shown on the upper and
lower horizontal axis, respectively L 1s liquid, C coexistence, X
crystal, and G glass.

sample miniscus. On the other hand, the nonlineanty in
the B/C boundary results from the initial nucleation and
setthing of crystallites throughout the entire sample.

The phase diagram in Fig 2 is constructed by extrapo-
lating the linear portion of the layer boundaries to zero
time. In this limit only crystal (C) and/or liquid (B) re-
gions exist, regions 4 and D having extrapolated to zero
volume. Thus the crystal fraction may be determined
unambiguously and should correspond to that in the ab-
sence of settling Figure 2 presents the percent crystal
versus volume fraction ¢. The freezing and melting
points are found to be ¢,=0 477 and ¢, =0.533, respec-
tively, using a linear-regression fit to the coexistence re-

‘gion data. The results for hard-sphere phase behavior,

*determined by computer simulations,' give the freezing
.and melting volume fractions to be 0.494 and 0.545, re- ~
spectively. The lack of agreement with our results indi-
cates a possible increase in particle size due to adsorbtion
of the solvent onto the stabilizing layer, which is not -
cluded in the dry-welght determination of ¢, or to a devi-
anon from true hard-sphere interactions.® Pusey and
van Megen® have observed a larger discrepancy for
smaller diameter particles having the same steric stabil-
izer but suspended in decalin and CS;. To account for

_possible solvent adsorption and to compare with hard-

sphere theory, they scale the measured volume fraction
to coincide with, the theoretical hard-sphere [reezmg‘
point. Following this same procedure we scale our
volume fractions using ¢ = (0 494/0 477)¢ as shown on
the upper horizontal axis of Fig 2. It is interesting to
note that this corresponds to an effective radius incre-

" ment for the particles of only ~6 nm.

Sedimentation velocities of the hquid and crystal are
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calculated from the hinear regions of the boundary lines
shown in Fig 1 For the hquid (¢* <¢}) and for the
fully crystalline samples (¢n <¢*), thel sedimentation
velocity 1s given directly by the slope of 'the uppermost
boundary 4/B and A/C, respectively, in the height
versus time diagram ° For the coexistence region the
hquid sedimentation velocity 1s determined as above and
the crystal sedimentation velocity 1s determined from the
B/C boundary using particle conservation, from which
one may show the velocity of the sellhng crystal phase to
be (8}/6m) Wme +vmt) = Ume, where ¢, and ¢} are the
melting and freezing volume fractions, respectively, and
Ume and v, the measured boundary velocmes of the B/C
and A4/ B boundaries, respectively The crystal sedimen-
tation velocity has also been estimated from the 4/C
boundary after region B has completely scdnmemed into
C While there 1s general agreement with the two esti-
mates of the sedimentation velocity, the height versus
time data for the 4/C boundary 1s hmlled and evidenced
a larger variation

The measured sedimentation velocities are normahized
to the sedimentation rate of an isolated| sphere, vsiokes
=2ga*(p, —p,)/9n, where g 15 lhe'accc!cralnon due to
gravity, p, and p; are the density of the sphere and sol-
vent, respectively, 7 1s the solvent viscosity (2 28x10 ™3
Pas at 22°C), and a is the sphere raduis The reduced
sedimentation velocity 1s given by K -'v....,,,/vs..,kes and 1s
plolled m Fig 3(a) as a function of ¢‘} The data for
¢* < ¢/, n the hquid region, agree with previous experi-
mental results for hard spheres '>2'% In Fig 3(b), for
¢! <o* <om two reduced sedimentation velocities are
shown at each ¢* value measured The upper corre-
sponds to the liquid phase and the lower'to the crystal-
line phase It 1s seen that the sedlmenlatl‘on rates of the
hquid and crystalline phases are mdependent of ¢*. Be-
cause sedimentation velocities are a functlon “of volume
fraction and in the coexistence region the fﬂuld and crys-
lallme volume fractions are fixed at ¢/ and ém, TESpec-
uvcly, these ¢*-independent sednmcntallon -velocities
should be expected This observation serves as a marker
for the phase transition and could be used in other sys-
tems to confirm or establish a phase transition when oth-
er measurements are not easy or possible ' Furthermore.
the phase diagram is used to define the'hquid ¢} and
sohd ¢, volume fractions uniquely. For q‘ > ¢m the re-
duced sedimentation velocity corresponds to that for the
polycrystallinc sohd phase. The ¢* =0. 593 and 0.613
points correspond to glass samples wh|ch never crystal-
1zed during our penod of observation 1

A number of empirical formulas have been presented
to correlate setthng data for hard spheres '*-2' Only rel-
atively recently have more rigorous microscopic theories
been developed.'s'® However, the many-body nature of
the hydrodynamic interaction ultimately necessitates us-
ing approximations to calculate the reduced sedimenta-
tion velocity. In Fig 3(a), for ¢* <¢}, the data are
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FIG 3. (a) The reduced sedimentation velocity data of
liquid (0) and crystal (0) are shown as a function of scaled
volume fraction with the theory of Beenakker and Mazur (Ref
18) (@). (b) Closc-up of the transition region with the theory
of Zick and Homsy (Ref. 26) (m), L bemng liquid, C coex-
istence, X crystal, and G glass regions

compared with the theoretical results of Beenakker and
Mazur.'® In this theory N-body hydrodynamic interac-
tions are ancluded with spatial correlations taken only at
a parrwise level in evaluating the result. Furthermore, a
form for the sedimentation velocity is used which
neglects memory function effects. Thus “zero g” equilib-
rium particle-distribution functions are assumed for eval-
uation of any ensemble averages. Despite these approxi-
mations the companson with this theory and other data
1s quite good. For ¢* > ¢} in the crystalline phase,-our
data may be compared with calculations of the hydro-
dynamic resistance of a rigid, onemed smgle—crystal
structure 227 In Fig. 3(b) the results of Zick and Hom-
sy26 for an fcc crystal with the [100] direction -paraliel to
the average flow ‘are shown. The agreement with our
data 1s-again seen to be quite good despite our samples
being randomly oriented, polycrystals having a close-

2665



Vo1 UMF 64, NUMBFR 22

PHYSICAL REVIEW LETTERS

28 MAY 1990

packed-random-stacked order Furthermore, our parti-
cles are not constrained to fixed lattice positions. In this
regard, we note that Saffman has shown in dilute suspen-
sions that thermal motion and response to flow can have
a significant effect 22 Also, it should be noted that the
data are measured and theory calculated in the same
volume-fixed reference frame, and so no reference-frame
corrections have been necessary to compare theory with
experiment

A hmited number of scattering measurements have
been made from the crystal (C) and dense sedimentary
(D) structures At the times when sedimentation veloci-
ties are measured, the crystal structures are umform in
density exhibiting httle or no variation of density with
height The dense sediment does not appear 1sotropic, in
general, since the lattice constant in the vertical direction
15 ~2 0% less than the lattice constant in the horizontal
direction

Finall, we observe columnar crystal growth and no
dense amorphous sediment for ¢* < ¢, while the com-
puter simulations of microsphere sedimentation by Davis
and Russel'$ produce mixed-crystal and amorphous sedi-
ments for samples of similar reduced variables (Peclet
number and volume fraction) in agreement with experi-
ments on silica suspensions. This difference indicates the
possibility of experimental polydispersity in particle size
n the silica systems or a lack of hardness in our spheres
In conclusion, we have measured K{(¢*) for a system of
hard spheres using the equilibrium phase transition as a
umique marker for the volume fraction in concentrated
systems We find K (/) =0 026 and K (¢,,) =0.016
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HEIGHT VFRSUS TIME DATA FOR ALL OTHER SAMPLES
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Figure 11. Sample in the liquid region of the phase diagram. ¢ = 0.099. This is
the lowest volume fraction sample observed.
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Figure 12. Sample in the liquid region of the phase diagram. ¢ = 0.20.
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Figure 13. Sample in the liquid region of the phase diagram. ¢ = 0.29.
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Figure 14. Sample in the liquid region of the phase diagram. ¢ = 0.42.
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Figure 15. Sample in the liquid region of the phase diagram. ¢ = 0.42.
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Figure 16. Sample in the liquid region of the phase diagram. ¢ = 0.47.
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Figure 17. Sample in the liquid region of the phase diagram. ¢ = 0.47.
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Figure 18. Sample in the coexistence region of the phase diagram. ¢ = 0.48.
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Figure 19. Sample very near the freezing transition. The columnar crystal region
(E) is qualified in quotes as this region did not appear to be true

columnar crystal in observation, but some transitional phase to dense
polycrystalline solid. ¢ = 0.49.
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Figure 20. Sample in the coexistence region of the phase diagram. ¢ = 0.50.
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Figure 21. Sample in the coexistence region of the phase diagram. ¢ = 0.51.
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Figure 22. Sample in the glass region of the phase diagram. Here the glass region

(F) is qualified in quotes as this sample appeared transitional from
fully crystalline to glass. ¢ = 0.57.
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Figure 23. Sample in the liquid region of the phase diagram. ¢ = 0.42.
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Figure 24. Sample in the liquid region of the phase diagram. ¢ = 0.46.

2.0

37



0.8

0.7

0.6

58

0.5570 0.5 T, 75 7.0

0
HEIGHT (CM)

Figure 25. Sample in the coexistence region of the phase diagram. ¢ = 0.48.
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Figure 26. Sample in the coexistence region of the phase diagram. ¢ = 0.5;0.
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Figure 27. Sample in the coexistence region of the phase diagram. ¢ = 0.51.
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Figure 28. Sample in the fully crystalline region of the phase diagram. ¢ = 0.54.
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Figure 29. Sample in the glass region of the phase diagram. This sample appeared
transitional from fully crystalline to glass. ¢ = 0.57. .
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Figure 30. Sample in the glass region of the phase diagram. ¢ = 0.59.
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