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CHAPTER I
INTRODUCTION

Sequential>Samp1ing has been a subject of(tremendous
interest in the scientific community for fhe past 20 years.
As it is normally difficult to count invertebrates in a
habitat, an efficient sampling system to estimate the
population is desirable (SouthWood, 1987).ﬂ S;mpling
procedure, according to Gonzaiez (1970), is the foundation
for management decisions in an integrated systems program
(Fig. 1). Since fhe sequential analysis was developed in
1943 (Wald, 1943), the study and application of sequential
analysis to biological problems has increased year by year.

In the early 1950's thevfirét publications about
bioiogical applications of samp1ing were written by forest
entomologists, Stark (1952), Ives (1954), Morris (1954), and
Waters (1955). LeRoux and Reimer (1959) reported sampling
recommendations for immature stages of apple pests. The
first uses of sequential sampling in agricultural éntomology
were published by Sylvester and Cox (1961), Wolfenbarger and
Darroch (1965), and Harcourt (1966, 1%67). However, most of
the information about insect sampling appeared after

Gonzalez (1970). Recent publications include those by



Figure 1. A Schematic Diagram Depicting Development of
a Pest Management Program Analagous to
Building a House. (Gonzalez, 1971)
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Sevacherian aﬁd Stern (1972), who stuéied sequential
sampling plans for determining the need for chemical control
for Lyqus hesperus Knight and‘L; elisus Van Duzee in cotton;
Pieters and Sterling«(1§74), whoxpxesented a sequential
sampling plan based upon the negatlve binomial distribution
of the cotton fleahopper, Pseudatomoscells seriatus Reuter;
Waddill et al. (1974), who studied a sequential sampling
plan for Nabis spp. aﬁd _Geocoris spp. on so&beans: and
Hammond and Pedigo (1976), who,»elso,workiﬁg with soybeans,
developed sequential sampling}pienstor larvae of Plathypena
scabra F. Otherximportant research about sequential
sampling is described by Lunaeet al. (1983), Zehnder and
Trumble (1985), and Sparks and Boethel (1987) .

Hammond and Pedigo (1976) state that despite the large
amount of knowledge in this area, farmers continue to apply
unnecessary pesticides to control pests. Even with the use
of sequential sampllng technlques for pest species, a pest
management scout may desire addltlonal information before
making a decision, particularly when treatment is only
narrowly justlfled (Waddlll et al., 1974). |

For Integrated Pest Management (IPM), which has
dominated the practice of agriculture pest control in the
-last few years, it is desi;able to have an accurate
methodology for sampling (Young et al. 1976). 1In addition,
management of insect pests of crops through“bioloqical and

integrated control methods requires a working knowledge of



the complex interaction between population of pests and
beneficial insects, their\hosts, and the environment'(Smith
et al., 1976). For these reasons, there is still a need for
a sampling procedure that is inexpensive, and practical for
the farmer (Hammond and Pedigo, 1956).

Calculation of the sampllng plans for the sequential
procedures is tlme—consumlng when performed manually.
Initially, this was a disadvantage of‘sequentlal sampling
procedures. Howeverq‘with the increaeed use and
availability of PCs, computerfé;ograms written to generate
sampling plans for sequentiallpxoceeures‘have significantly
reduced the time required to cendeet the sequential
procedures. | |

Sequential sampling plans are important in the
implementation of IPﬁ programs. These plans save much time
for the scout. Studies have\sﬁown that the use of
sequential eampling plans have resulted in significant time
saving over the flxed sample procedures. Waters (1955)
reports that sequential sampllng may reduce sampling time by
more than 50% A time sav1ng of 76% over conventlonal
sampling technlque was obtalned by Sterllng (1975) and
Rothroch et al. (1982) for cotton arthropods. According to
Young et al. (1977) seqhential sembling is the fastest and
most reliable method of making decision ('treat-nontreat-)

5
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Among the sequential sampling plans, there are
differences in time saving. The Sequential Probability
Ratio Test (SPRT) (Wald, 1943) and Willson's Sequential
Sampling;(Young and Willson, 1989) are widely used among
researchers and producéré. ’;ntthié study, these plans and
the 2-SPRT (Lorden, 1976) aré used. They are based on the
negative binomial distribution and show desifable
characteristics which should be cpnsidered by researchers,
scouts and farmers.

On certain bccasions,‘the SPRT sampling method has some
difficulties in its application, such as the tendenéy for
the sample size to become too large when the mean is between
the hypothesized valués.w Héﬁever, recent studies done by
Lorden (1976) sﬁow that thissproblem can be avoidéd by using
the 2-SPRT. Young and Young (1989) support Lorden's
conclusions and suggesf using 2-SPRT as an alternative to
Wald's SPRT. The 2-SPRT is based on two one-sided SPRT's.

Another improvement on sequential sampling techniques
has been made in recent yearéf The Willson's Sequential
Sampling Plan (Young and‘Willson,f198§) is a séquential
sampling technique which is used to estimate the number of
insects, plants, or fruits on cotton. This s&stem allows
the user to choose diffefent risk‘factors, which is the
percentrof CV controlled. An additional\advantage of this

method is that the sampling plans are easy to generate.



The objectives of this study are to:

1. Compare the performaﬁce(*) of 2-SPRT Sequential

Sampling with Wald's Sequential Sampling Techniques;

2. Compare the performance(*) of 2-SPRT Sequential

Sampling with Willson's Sequential Sampling Plan;

3. Validate the sampling pians with computer

simulation.

(*) Performance with respect to time required to reach

decision.



CHAPTER II
LITERATURE REVIEW

Wald's Sequential Sémpling; Sequential

Probability Ratio Test

To test sfatistical hypothesesiWaid (1943) develéped a
sequential procedﬁre called the sequential probability ratio
test (SPRT). Aé pne-of the mést accurate methods avaiable,
Wald's SPRT, known among entomologists simply as sequential
sampling, is an;imboftant and practical todl in agriculture;
but it was only after baklana's publication about whitefish
sampling that researchers in the biological sciences started
to use this system. Fifteen years after Wald's publication,
Jackson (1960) prepared a bibliography with 374 references
dealing with the subject of sequential analysis. Since
1943, the use of SPRT has become common among entomologisté.
Fowler and Lynch (1987) related 65 references about tﬁe
developmént\of'sequéntial sampling:plans‘ip insect pest
management (IPM) based on Wald's SPRT, of which 25 are
related to forest entomology and 40 to agriculture
entomology. Included in .this publication are studies by
Stark (1952) who elaborated the method for sampling
lodgepole needleminer, Recurvaria milleri Bush and by Waters

8



(1955) who used sequential sampling for forest insect
surveys.

Many researchers have developed sequential sampling‘
plans for cotton insects around the world. -These include
plans from Allen et al. k1972), Sevacherian and Stern
(1972), Sterling and Pietérs (1973, 1974, 1975), Sterling
(1975), and Young et al. (1977a, 1977b), in the United
States; Stefling k1976), in Australia; and Sfefling et al.
(1983), in Brazil. Pieters et al. (}974) gives a specific
definition of sequential sampling in relation to cotton as
"a technique which permits the cotton scout to make rapid
decisions about the level of\pest infestationé with
predetermined accuracy" (p. 102). According to Waters
(1955), Wald's sequential sampling method may reduce
sampling time by ﬁoré than 50%. A great time saving of 76%
over conventional sampling ;échniques was obtained by
Sterling (1975) and Rothrock et al. (1982)‘when sequeﬁfiai
sampling plans were used for cotton arthropods. This great
saving of time in pest management decision is obtained when
pest populafions are very large or very small (Sterling,

1975).

Wald's Hypotheses

Wald's Hypothesis for Sequential Sampling involves the

testing of two hypotheses:



10
Ho: the population is above an economic threshold (ET)
level;
Hl: the population ié below a safety zone (SZ) level.

Every sequential sampling plan is defined by pairs of
parallel lines (Fig. 2), ih which three zones are produced:
(1) treatment zone, which recommends action control; (2) no
treatment ione, whiqh means no control; énd'(3) indecision
zone, which suggests sampling be continued.

The general formulae for construqtion of paréllel lines
ist: Y=a + b (25, where Y % the aécumulated number of
organisms; a =.the Y ~ intercept; b = the slope; and x = the

sample number.



Figure 2. Decision Boundaries for Wald's SPRT.
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13
To construct a Wald's Sequential Sampling Plan, it is

necessary to know the follow prerequisites:

1. Distribution. < The first step for désigning a sequential
plan is to know the nature of the distribution of pests
because it determines the equations which<w111 be used in
the subsequentistepé. The negative binomial distribution
(NBD) has been shéwn to be the&most comﬁon distribution
found in insect control studies (Anscombe, 1979;
Harcourt, 1960, 1963; Taylor, 1984; Willson et al., 1984;
Young and Wilison, 1986). The NBD is also called
"clumped" or "confagious" (Southwood, 1978), and its
pattern can be well visualized in Figure 3. The NBD
has two parameters. These parémeters, described in terms

of insects counts, are:

1.1 - The mean (X) - population density, which is the
éverage number of insects per sample, described

as:

X =2z x4 (1), where xj is the number of
N - insects in sample unit i and
‘ N is the number of sample
units, and

1.2 - The index of aggregation (k) - which reflects

the degree to which the insects are spatially

clumped; k is estimated by method of moments as:



2
(2) , where the variance (S )

is larger than the mean (X): S

> X.

2

14



Figure 3. Different Types of Distributions.
(Southwood, 1978)
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2.

Economic Threshold. The Economic Threshdld (ET or mu2)
is the pest density or injury level at which it is
necessary to start control procedures in order to avoid
economic loss. Stern (1966) defined ET as "... the:pest
populétion density at\whiéh*control measures should be
determined to prevent an increasing population from
reaching the économic injury level". 1In other words, ET
is the pest density treatment iévelt In pest mahagement
programs,»reliable ET estimates pefmit greatef
utilization of the "field insector&“ (predators and
parasites found in abundance in a crop), which

means fewer insecticide treatments (Gonzalez, 1970).

Safety zZone. The Safety 2one (SZ or mul) is the pest
density that will‘insﬁre that economic damage will not

occur.

Risk Factors. There are two‘types of errors involved in
sequential sampling. There is the risk Type I error
(alpha) of reﬁecting a null hypothesis whgh it is

true, for example, when insecticide is applied when

it should not have-been;hand the risk Type II error
(beta) ofvacceptinq the null hypothesis when it is not
true, as for ihstaﬁce, when "a decision for spraying" is
not taken when it should have been. Often these

factors, alpha and beta, are set at the same level

17



18
(Young and Willson, 1986). Either one should be used

with high levels of reliablility. Table I shows the
slope and intercept equations for the Wald's SPRT

decision boundaries for the negative binomial

distribution.



TABLE I

SLOPES AND INTERCEPTS FOR WALD'S SPRT DECISION
BOUNDARIES FOR THE NEGATIVE
BINOMIAL DISTRIBUTION

LI Ul S
)

b a : 1n Qo0

—— o — ———— —— e e o e 2 e k ——eemmccaaa-
P1QO P1QoO P1QO
POQ1 POQ1 POQ1

Where:

LTI = Lower Intercept

UI = Upper Intercept

S = Slope

a = log [(l-beta)/alpha]

b = log [beta/(l1-alpha)]

P1 = mul/k

PO = muoO/k

Q1L =1 + P1

Q0 =1 + PO

k = Parameter k

1n = Natural Logarithim



lorden's 2-SPRT

Therz—SPRT presented by Lorden (1976, 1980) was
'proposed to solve some dlfflcultles found in the application
of the SPRT, such as the tendency of the sample 51ze to
become too large when the population density is between mul
and mu0 and éhe unbounded number of observa£ions
(Nagardeolekar, 1982). The 2-SPRT is based oh‘two one-sided
SPRT's. The 2-SPRT has converéent decision boundaries.
Figure 4 shows the decision boundaries for Lorden's 2-SPRT.
Table II shows the slopes and intercepts for Lorden's 2-SPRT

decision boundaries for the negative binomial distribution.

Willson's Sequential Sampling Plan

The Willson'é Sequential Sampling Plan (Willson and
Young, 1983) is used to estimate the density‘of insects,
plants or fruits on cotton. This sampling plan allows the
user to use 4 risk factofs;'lo,‘is, 20 or 25 per cent (Young
and Willson, 1989). The risk factor (C) is defined as 1 - %
of CV control. Table III shows the equations for
contructing the Willson's Sequential Samplfng Plan for a

negative binomial distribution.
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Figure 4. Decision Boundaries for Lorden's 2-SPRT.
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TABLE II

SLOPES AND INTERCEPTS FOR LORDENS'S 2-SPRT DECISION
BOUNDARIES FOR THE NEGATIVE BINOMIAL DISTRIBUTION

LI Ul LS Us
log(Aa) log(1/B) k log(pO/pl) k log(p2/p0)
log (q1/90) log (go/q2) log (ql/q0) log (g0/q2)
Where:

LI : Lower intercept
UI : Upper intercept
LS : Lower slope
US : Upper slope

k : Paraméter of the NDB

pO0 : k/(mu0 + k)
p1‘: k/(mul + k)
g0 : 1 - po
ql : 1 - pl

A and B : Constants used to achive desired type I and type
II error computed in program developed by Lim
(1989) (
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TABLE III

EQUATIONS FOR CONSTRUCTING THE WILLSON'S
SEQUENTIAL SAMPLING PLAN FOR A
NEGATIVE BINOMIAL DISTRIBUTION

GENERAL EQUATION MSN C
kn 1 1
Sum X > = —e——=—m———————— - = ———— - ——— + 1
2 2 K
C (kn + 1) - 1 C K

Where:

k = k Parameter of the NBD

C =1 - Percent of CV Coﬁtfol

n = Sample Number

Suﬁ ¥ = Accumulated Number of insects Observed

MSN = Minimum Sample Number



CHAPTER III
MATERTALS AND METHODS

This study consists dﬁ_two components. The first
involves the performance of field trials. Field trials were
conducted to compare times fequired for the 3l§ampling
methods. 1In addition computer simulations were performed to

validate the samp;ing plans.
Field Trials

During the sgmﬁer of 198§;Vcotton (Gossypium hirsutum
L.) terminals werevsampled for cotton fleahopper ‘
(Pseudatomoscelis sgriatus Reuter) (Hemiptera:Miridae) in
Agricultural Experiment‘étations fields at Perkins,
Chickasha, Oklahoma State University, and in producers'
fields near Purcell and‘Mays&ille, Oklahoma (See Fig. 5).

Sampling started 6h 3u1§>17, three weeks after‘cotton
planting. The fields were sampled at least once a week.
Sampling waé:not cqnductgd gndef rainy or windy cbﬁditions.
Table IV shows the sampling schedule for this experiment.
The model of walking‘forisampling fleahoppers suggested by

EMBRAPA (1985) was used. This model is shown in Fig. 6.

25



Figure 5. Locations in the State of Oklahoma (USA)
Where Sampling Procedures on Cotton
(Gossypium hirsutum L.) Were Performed.
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TABLE Iv

SAMPLING SCHEDULE FOR COTTON FLEAHOPPER
IN OKLAHOMA 1989

—— — —— ——— o ———— ——————— . _—— o ——— ——— _— ——— ——— - (" ——— " -

NO. FIELDS LOCATIONS (Number of Fields)
SAMPLED ’
s  maysville (1), Purcell (2)
6 ' Chickasha (4), Purcell (2)
4 . Chickasha (4)
-6 " Chickasha (4), Purcell (2)
4 ~ Chickasha (4)
1 Perkins (1)
3 Chickasha (1), Purcell (2)
4 7 Perkins (4)
4 ' P’erkiné (4)
T s P



Figure 6. Model of Walking for Sampling in Cotton
Field. (EMBRAPA, 1985)
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Preliminary estimates of the fields were determined by
the method of Willson and Young (1983). Thié method
utilizes CV Control. Eighty-five percent of the variation
was controlled. The SPRT, 2-SPRT and Willson's Sequential
Sampling methods were used to sample each field. The length
of time until a decision was reached was fecordeds Time was
measured with a éhronometer (Cronus PreciSion Products Inc.,
Santa Clara} CcA) for fhe three sampling methods.

Sampling plans were génerated ﬁsing computer programs
developed by Seebeck (1989) for SPRT, \Lim (1989) for 2-
SPRT, and Young and Willson (1989) for Wilson's Sequential

Sampling.

' Generation of Sampling Plans

Computer programs, written in Quick Basic ® by
Microsoft, were used for the generation of sampling plans
for the three sampling procedufes. These programs are

deséribed below.

SPRT. The computer program used to generate a sampling
plan based on Wald's Sequential Probabiliﬁy Ratio Test was
written by Seebeck (1989). for the negative binomial
distribution, the user must supply the following

information:

1. The null hypotheses (Economic Threshold)

2. The alternative hypotheses (Safety Zone)
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3. Type I error rate (alpha)
4. Type II error rate (beta)

5. The k value

The Economic Threshold used was 0.4 (mu2), the Safety
Zone = 0.2 (mul), the‘risks alpha = beta = 0.15, and the
parameter k = 1. | r

After receiving this information, a computer printout

of the SPRT sampling plan was given as shown in TABLE V.

2-SPRT. The computer program used to generate a
sampling plan based on Lorden's 2-SPRT was written by Lim
(1989). For the negative binomial distribution, the user

must supply the following information:

1. The null hypotheses (Economic Threshold)
2. The alternative hypotheses (Safety Zone)
3. Type I error rate (alpha)\

4. Type II error rate (beta)

5. The k value

The same values used for the SPRT were given to this
program. After receiving this information, a computer
printout of the 2-SPRT sampling plan was given as show in

TABLE VI.



TABLE V
A COMPUTER PRINTOUT OF THE SPRT DATA SHEET FOR A NEGATIVE

BINOMIAL DISTRIBUTION OF COTTON FLEAHOPPER WHEN
SZ = 0.2, ET = 0.4, AND ALPHA = BETA = 0.15

11 Y

1 Q e 3 =7 R & S

2 o 3 G2 D S 18
3 (L 4 53 11 18
4 o 4 S4 12 18
S 0 4 55 12 18
b [ 4 Sé 12 . 19
7 o ______ S 57 13 i 19
8 [ & (=15 19
9 o 5 k1% S 20
10 [ b &0 13 20
11 O o & 61 14 20
12 v & 62 14 20
13 QL b N 14 21
14 o / b4 9 21
15 ) 7 =33 19 21
16 ) 7 bb 15 22
17 1 8 67 15 22
18 1 8 [-1=] 16 _ __.___ 22
19 2 8 69 6 22
20 2 & 0 16 __ . 23
21 2 G 71 17 23
22 p 9 72 17 23
23 3 9 73 17 24
24 3 10 74 17 24
25 3 10 . 7% 18 _____ . 24
2o 4 10 76 18 ______ 24
o7 4 10 77 9 ______ - 25
o8 4 11 78 19 ______ 25
29 5 11 79 V19 25
30 S o 11 80 19 26
ot 5 12 81 19 26
2 s 12 82 20 ______ 26
33 6 12 863 20 ______ 26
34 & o 12 ) a4 20 ______ 27
35 &6 3 8s b3 U 27
Zé 7 13 86 21 27
37 7 13 87 <3 28
38 7 14 68 2y 28
9 7 14 ' 89 00 28 .
40 8 14 90 2 ) 28
44 g 14 91 20 e 29
42 8 ______ 15 92 23 - 29
43 9 15 93 b 29
44 9 15 94 o 30
45 9 16 L5 23 30
44 L 1o b 24 ______ 20
47 100 ___ 16 ) 97 24 ______ 30
48 10 ______ 14 98 24 ______ 31
49 10 ______ 17 99 ks 31
S0 11 17 100 25 . 31

A COMPUTER PROGRAM DEVELOFED BY THE OKLAHOMA AGRICULTURAL EXPERIMENT STATION



TABLE VI

A COMPUTER PRINTOUT OF THE 2-SPRT DATA SHEET FOR A NEGATIVE
BINOMIAL DISTRIBUTION OF COTTON FLEAHOPPER WHEN
SZ = 0.2, ET = 0.4, AND ALPHA = BETA = 0.15

SAMPLE  LOWER RUNNING

UPFER SAMFPLE LOWER RUNNING UFRER
NUMBER LIMIT TOTAL LIMIT NUMEER LIMIT TOTAL LIMIT
1 [ 4 S1 12 16
2 QO 5 52 13 16
3 O 5 ST 15 17
4 [ S 54 13 17
S [ 1) 55 14 17
b [ <) 56 14 17
7 [ ) 87 14 18
8 O e 6 =12 ] 19 18
9 O b o9 ) = R 18
10 O I3 b 19 18
11 (4 e 7 o1 1h 19
12 [ 7 &2 16 _ 19
13 o I 7 &4 16 19
14 oo 7 b4 | Y A 19
1% [ a &Y 17 20
1é6 1 a8 béb 17 o 20
17 1 e 8 67 18 __ 20
18 1 ] 68 8 20
19 2 9 &9 9 21
20 2 9 740 19 21
21 2 9 71 19 2
22 3 9 72 19 21
23 3 10 73 20 22
24 3 10 74 20 22
285 4 10 75 2y 22
26 4 o 10 76 o 21 22
27 4 11 77 21 22
28 S e 11 78 2L 23
29 = 11 79 22 23
30 S 11 8o 22 23
31 b 11 t1 27 23
32 b 12 a2 20 24
33 b 12 a3 2% e 24
Z4 7 12 g4 24 24
35 7 12 8% 24 24
Jo 7 13 aé 24 25
7 8 o ______ 13 67 25 25
38 8 13 88 25 o 25
9 8 o __ 13 ey 29 25
40 D e 14 G 26 26
41 @ e 14 71 26 26
42 D e 14 2 26 26
47 10 __ 14 G 27 26
44 0 15 94 27 e, 27
45 R 15 95 27 27
46 | 15 96 28 27
47 1 5 S 15 Q7 28 . 27
48 S S 16 98 28 27
49 12 16 Y49 29 28

S0 12 16 100 =29 28
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Willson's. The computer program to generate a
sampling plan based on Willson's Sequential Sampling was
written by Young and Willson (1989). This program allows
the user to use 4 levels of CV control: 90, 85, 80 or 75 per
cent. For the negative binomial distribution, the user must
supply the k value. | |

The parameter value used for k was. 1. With this
information a computer printéut was given with the Willson's
Sequential Sampling Plan as showp in TABLE VII. The level

of CV control used was 0.15.



TABLE VII

A COMPUTER PRINTOUT OF THE WILLSON'S SEQUENTIAL SAMPLING
FOR A NEGATIVE BINOMIAL DISTRIBUTION
OF COTTON FLEAHOPPER WHEN K = 1

Samprl e tatal Lount bum | Lample lotal Count Sum
Numb e2r Needed ;N Vo Munber Needed X
0.1 Ve Lty S u. 2y H vl [V &) 0.2 0.25

0 v 0 u b Gl Q 299 47 22 ———
o 0 w Y] v . H [ O Y70 44 pal ——
5 ) w (%] 3] i H G 4] U 45 22 —_—
4 QO © (3] O L : Lk (] n27 4% 22 .
5 ) ) [ Q I e ] SR 44 o] e
o 0 ] 0 [¥] oo é (%] 199 M 21 e
7 0 0 ) 0 o bW W 144 “3 21 e
2] [¥) 1) 0 [x] 1 &8 4] 177, 42 21 —
9 0 ¥} v 0 e 4 ] lo3 42 21 o
10 o 8] O © R H by (%) 161 41 21 o
11 o v O W i ; 61 L Lo 41 21 —
12 0 0 ] W _ H H O 148 40 21 o
1. w © Q [ o G w 45 40 21 ——
14 O ¥ 8] (] . H 6Hit (3] 1.8 40 L0 S
1 U [ W I o 0 1.4 39 20 e
16 0 Q 3} T Lo béb Q 150 39 20 —
WA %] ] Lae o/ Q 1. 36 20 _—
g o o} (%] Yé e (33} Q 130 8 20 e
19 0 ¥ w lo 1} 07 o 119 8 20 e,
200w 0 0 o4 70 b 117 8 20 o
21 v 0 o ST Ll /1 4 114 7 20 —
20 Q V] 0 o - Y] 1L 7 20 —
PN X ¥ It H 7 (¥ LY w7 20 ——
40 0 m 4 : 74 0 Lir7 = 20 o
PR ¢ Y] Gt LX) . H 7t (] LUty o L0 ——
ZH0 O s o/ . H /6 0 oo b 19 ———
2700 w Y| & H /7 « Lol 6 19 e
P B0 W L7% o H /4 0 100 b 19 —_
AL [ 140 K e /9 o 8 3 19 —
O © Lo sl Lo O (9] 97 5 19 ——
w10 w 11Q Sl I ul (8] Y0 4G 19 ——
3200 u 100 S0 i | ue v 94 5 19 s
RO VI [} 91 Al oo o Q 94 '35 19 e
w4 [x] 8 2 o ti4 (0] QL o5 19 ———
S800 3] 9 Pt} e (L) 0 G >4 19 —
60 0 ) 27 o6 O 69 =4 19 o
70 o 71 26 TN it 4 19 e
S0 0 &7 e ! gy o B/ 4 19 —_—
w? 0 (] &o wled — i uYy () Uer 24 19 ——
40 0 Q [ 2 - H Y0 ] 21 34 19 ——
41 U &0 S L CIUT ul BE 19 .
42 0 Q k3 24 oo A B4 33 19 —
47 Q u b 240 Yioo0 [T S3 19 e
44 Q © ] 20 . H Y4 0 B2 i3 19 ——
45 o 8] bl w4 . H Y4 ¥ wl 33 19 —
46 O 799 A L Yo oW 1 T 18 o
47 © L7 E%Y A o 9/ 0 30 3% 18 o
48 O 468 0 P . H Q6 O 79 33 18 —
4w U 449 P IR Rad ] 9 3 18 — -
S TER ) S 443 e ! oo o 78 32 i



TABLE VII

A COMPUTER PRINTOUT OF THE WILLSON'S SEQUENTIAL SAMPLING
FOR A NEGATIVE BINOMIAL DISTRIBUTION OF COTTON
FLEAHOPPER WHEN K = 1 (Continuation)

Sample tal Count Sum | Sample Total Count Sum
Numb et Needed X i Nuber Meeded X
0.1 [P A} (AP W.25 ! (LN} Q.14 0.2 Q.25

101 o 77 i 151 290 &bl =9 ———
ol 0 77 ! 150 206 [P @9 17 —
lal 76 H 162 el oL 249 17 ———
104 Q /é H lod4 200 61 @9 17 el
OG0 75 H 189 L/6 bl 29 1/ e
oo 0O 75 ' 16 2772 6l 29 17 ——
a7 0O 74 | 170 270 Hi1 w9 17 L
1o o 74 { i by bl <49 17 ——
a2 w /5 H 1wy Ly bl s 29 1/ ——
110 999 73 1 18 o 1460 260 -3} 29 17 e
11 924 /72 o1 JRE] —— 161 289 &0 29 17 ——_—
1120 861 7 M %3] .. lel 287 Lo 29 17 o
113 uw7 7.2 1 i e toa 2ol bub 29 L7 —
114 Ja0 71 1 14 i Lba 0 HU e 17 e
11y /714 /1 a1 L I Lot O G 2y 17 o
lla 682 71 21 1t I 166 224/ (=10 pi 17 ——
117 &S50 I i1 153} e L6/ 240 00 29 17 ———
118 LUl 70 " : 1) . o8B 4.0 b9 29 17 —_—
119 593 70 .1 RE] e laY  Ldl oY 29 17 _—
( Y o 14 i ! 170 209 HY 249 17 ——
14 e ! 1A A LY w9 17 I
L8 B | WA A by 29 L7 —
Ly I | W AVEEER V] =34 29 17 —
, 10 o 174 270 o9 29 17 e
14 e} 179 20 859 28 17 ——
1o . H 176 L0 a9 20 17 ———
18 - I | 177 Wl 20 17 ———
18 — ! 174 225 i) by} 17 e
14 I | r79 2 =15} 24 17 —
14 o 100 220 54 ~g 17 I
 §E] —— iHL Q.20 S8 20 17 ——
14 I [ T VA =] «0 17 —
1t} o s 217 Lu 2d 17 —
B8 L U4 6 15 @8 17 R
14 I i, 205 il ~8 17 ———
1/ I H 16 217 =¥ 6 17 ——
17 I a7, Ll o7 28 17 .
17 e e 211 57 28 17 ——
17 e w2 210 Y4 29 17 R
17 8 w0 2un 7 2e 17 I
17 ! 191 2w7 57 @6 1/ e
17 —— e L0 &7 o8 17 o
L/ e H 195 208 Y 28 17 ——
17 . ! 194 704 57 26 L7 I
17 I 19y Dol a/ 24 17 ——
17 U 196 Lol 57 20 17 —
| H v/ Lul 57 -] 17 ——
17 H 198 200 16 o0 17 ———
i 199 1LyY e AT 17 o

17 H 200 190 é Pt 17
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How The Cotton Fleahopper Was Sequentially Sampled
Using SPRT And 2-SPRT Methods. According to Sterling and
Pieters (1974), sampling for the cotton fleahopper should
start about the 7-node stage and continue until the first
bloom. During this study, terminals were sampled following
the steps given below: |
1. The terminal (top 2-4 inches) of a randomly selected

plant was checked;

2. Finding infestation of one cotton fleahopper (adult or

N

nymph) we marked a '1° (one) in the blank column (called
"running total column"); finding 2 cotton fleahoppers,
we marked a '2°, and so on; If the plant was uninfested,

we marked a '0° (zero).

3. Suppose that in our first plant we found 1 (one) adult.
So, we marked a 'l1" (one) in the running total column by

plant 1.

4. Now, suppose a second terminal was randomly selected and
on it we found another fleahopper. We add a 'l  to the
running total. 1In this case a, '2° will be placed in

the running total column by plant twé.

5. We continue this process until we get a number below the

lower limit or above the upper limit, respectively. 1In



6.

case the running total is smaller than the lower limit,
it indicates that no treatment is needed. However, if
the running total is greater than the upper limit, it

indicates that treatment is needed.

A minimum of 10 plants per field sampled is recommended
(Pieters and Sterling, 1974) before making any decision
so even’if 10 cotton fleahopper; are found on the.

first plant, which is above the Economic Threshold for

this pest, no decision should be taken at this time.

How the Cotton Fleahopper Was Sequentially Sampled by

Willson's Technique. The same terminals sampled for the

SPRT and 2-SPRT systems were also sampled using Willson's

method. This method had the following steps:

1.

85 percent of the risk factor was controlled, which

means the CV was 15 percent.

The process of counting the cotton fleahopper (adult or
nymph) described above was used. However, in this

technique, there is only one column for decision. When
the running total is equéi to or greater than the total
count needed for 85 % control of CV, it indicates that

the CV has been. controlled at the level indicated.

It is necessary to keep sampling until the running total

value reaches the total count needed for 85% CV control.

39
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Design And Analysis of Field Trials

The experimental design was randomized complete block
where blocks are sample date by field combinations, since
each sampling method (treatment) was applied once to a field
on a given sample date. The data from the -field trials were
analyzed using analysis of variance (SAS Institute, 1985).
Two analyses of yariance were performed using 1l)time until a
decision and é)number of samples until a decision as the
dependent variables. The LSDltest was used to compare means

of the data for the different sampling techniques.

Computer Simulation

In order to validate the sampling plans used in this
experiment for cotton flgéhopper, a computer simulation was
used. This simulation, developed by Dr. Linda Young
(Statistics Dept., 0SU) uses a method by Norman and Cannon
(1972), is a computer program fbr generation of random
variables (insect popﬁlation) using a desired disérete
distribution. This computer simulation started running in
October 20, 1989,Lin the Entomology Department, Oklahoma
State University. It took approximately 545 hours on an 1BM°
PC to run 110 simulations.

A description of the basic steps of this program is
given below:

1. An insect population is generated using a pseudo random



number generator of discrete distributions:

2. Then the program applies the SPRT, fixed and 2-SPRT

sampling procedures to the population;

3. The process is repeated 10,000 times for each

combination of population mean, alpha, and beta;

4. The number of decisions to spray and not to spray out of
the 10,000 trials is recorded for each sampling

technique.

The geometric di$tributiqh which is a special case of
the negative binomial distribution was used. The population
mean values‘were.ké.l, 0.2, ..., 1.0), and the values for
alpha were set equal to value of beta and were (0.10, 0.11,
ooy 0.2).

To run this simulation, it was necessary to calculate
the slopes and intercepts of the sequential sampling plans.
The computer program written by Lim»(1989) was used for
this. |

Tables I and II provide formulas for the slopes and
intercepts of the Wald's SPRT and Lorden's 2-SPRT decision
boundaries, respectively. Tables XII through XXII (See
Appendix) give the output for the geometric distribution

with pl1 = 0.714 (S2 = 0.2), p2 = 0.833 (ET = 0.4), and

41
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values of alpha and beta ranging from 0.10 to 0.20 where
alpha = beta. Table values were obtained using computer
programs developed by Seebeck (1989) and Lim (1989), which
evaluate the SPRT and 2-SPRT systems.

Graphs were made of the results from the computer

simulation in order to compare results and validate the

sequential sampling used.



CHAPTER IV
RESULTS AND DISCUSSION

Field Observations

The density of cotton fleahopper populations varied
from July 15th to August 31st. Fig. 7 shows the
fluctuations of cotton fleahopper in different locations in
Oklahoma.

The number of samplés until a decision for the SPRT and
2-SPRT methods were not significantly differents However,
the number of sampies to‘reaqh a decision for both the SPRT
and 2-SPRT methods were significantly fewer than Willson's
(Table VIII). In addition, the same table indicates that
the SPRT and 2-SPRT wére not significantly different in
terms of time until decision. However, the time to reach
decision for both the SPRT and 2-SPRT methods were
significantly less than Willson's (See Table VIII).

The number of samples necessary to make a decisién for
the three sampling methods is shown in a graph in Fig. 8.
The SPRT and 2-SPRT showed approxiﬁatély the same behavior
during this study. However, for the Willson's sequential

sampling, it was necessary to take more samples in order to
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Figure 7. Population Trends of Cotton Fleahopper in
Different Cotton Fields in Oklahoma.
Summer 1989
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TABLE VIII

MEANS OF NUMBER OF SAMPLES AND TIME UNTIL
DECISION FOR THREE SAMPLING SYSTEMS

1 2 2
Sampling System Number of Samples Time
Until Decision ‘ Until Decision
SPRT 23.229 a 2.494 a
2-SPRT 22.543 a 2.449 a
Willson's 118.343 b 13.411 b

1

SPRT: Sequential Probability Ratio Test. 2=SPRT: Two

simultaneously conducted one-sided SPRT's. Willson's:
Willson's Sequential Sampling Plan.

2

Means with same letter are not significantly different
using the LSD test with alpha = .05
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Figure 10. Time Necessary to Reach Decision For The
SPRT and 2-SPRT.
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to have a decision.

The number of samples fbr decision is proportional for
the time decision. In other words, if the number‘of saﬁplés
to reach decision is smali, the time to decision will also
be small. Fig. 9 shows a grgph of tﬁe samplihg time for the
three sampling systems. Here, the behavior of the SPRTLand
2-SPRT were similar. Fig. 10 shows a more detailed graph of
the sampling time for SPRT and 2-SPRT. |

The time séved with this sequentiai sampling plan not
only will save money for the grower, but he will also know
that his scout fatigue will be feduced and consequently the
sampling error wili be decreased. ‘

Eventhough the results show that the SPRT and 2-SPRT
performed well, Willson's plaﬁ has three unique
characteristics that for some cotton growers it may be
better, even though it does not save tiﬁe. Firét, the
computer program for Willson's needs only the parameter k to
run. Secondly, when we have a higher k, Willson's plan has
a lower sample size when compared with Lorden's 2-SPRT. And
thirdly, Willson's plan gives to the user the opportunity to
choose, in the field, the risk factorvhe prefers. With the
dynamics of nature, the crop envirionment may indicate, in a
given year for examplé, a good chance for conﬁrol by natural
enemies. In this case, the grower may decide to take a
greater risk, considering the influence of natural control

factors. This decision would bring enormous benefits for



Figure 9. Time Necessary to Reach Decision For The
SPRT, 2~SPRT, And Willson's Sequential
Sampling.
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Figure 10. Time Necessary to Reach Decision For The
SPRT and 2-SPRT.
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the ecological system.

It is true that the environmental equilibrium seems,
sometimes, to be too complicated to understand due té the
countless interactions among tﬁe biotic and abiotic factors.
However, one thing is true: the less chemical that is used,
the less ambient pollution.

It was found thét,the sizes‘of alpha = beta has a grea£
influence on the maximum samﬁle size (M);N'Whén“alpha =/beta
increase, M decreases. Table Ik‘shows tﬁe résponseAas alpha
= beta are changeg. Figure 11 shows graphically how M
behaves in response to alpha = beta variations for 2-SPRT,
under a negative binomial distribution for cotton fleahopper
when ul = 0.2, u2 = 0.4, and k = 1. This4resu1t agrees with
those presented by Lim (1989). From Fig. 11 it is evident
that fewer plants have to be sampled to reach a decision if
alpha = beta are increased.

In this study tﬁe behavior qf M for Willson and 2=-SPRT
under different k valueskwas analyzed. As we see in Fig.
12, Willson's technique hés the great advantage of téking
fewer samples when k is highh(clumping not severe). - For
cotton insects in the State of Oklahoma, for insténcé, most
k values are between 2 and 5 when the sample unit is 1/5000

at a foot (Hill et al., 1975).



TABLE IX

THE INFLUENCE OF ALPHA AND BETA ON THE MAXIMUM
SAMPLE SIZE (M) FOR A NEGATIVE BINOMIAL
DISTRIBUTION WHEN USING 2-SPRT
(mul = 0.2, mu2 = 0.7, AND k = 1)

alpha = beta M
0.10  120.563
’ " 0.11 ' '113.384
0.12 \ 106.831
0.13 | 100.802
0.14 95.221
'0.15 90.025
0.16 85.165
0.17 80.599
0.18 K 76.295
0.19 72.224

0.20 . 68.362
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Figure 11. Maximum Sample Size for a Negative Binomial
Distribution Using 2-SPRT When mul = 0.2,
mu2 = 0.4, and k = 1.
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Figure 12 - Maximum Sample Size (M) for Willson and 2-
SPRT under different k values.
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There is a tradeoff between risk level and maximum
sample size. In other words, there is a tradeoff between
sampling costs and costs of making wrong decision. However,
consideration of other factors (such as natural parasites,
predators, etc...) may allow the scout to increase risk

levels alpha and beta without greatly increasing the cost of
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making a wrong decision. It is very important for the scout

to have a wide knowledge of fhe»ecological potential of the
field that would help controlling the pest before deciding
to manipulate alpha and beta values. | | |

According to Lim (1989), two other factors could
influence the value of M. The firsf factor is the distance
betweeh the two hypothesized parameter values, mul and mu2,
which decrease M when‘they afé increased. The second factor

is the k value, which increases as M decreases.
Simulations

Computer programs to develop and evaluate SPRT and 2-
SPRT for discrete distributions such as those developed by
Seebeck (1989) and Lim (1989) respectively, are remarkable
tools for researchers. These two programs give the decision
boundaries for the SPRT and 2-SPRT testing procedure very
quickly. Also, a data sheet for field sampling may be
printed out immediately.

Tables X and XI give the results of the simu;ations for

the SPRT and 2-SPRT plans. For both plans the increase in



observed error is smaller than the corresponding increase in
preset values of alpha and beta for a given value of xbar.

Graphically, it was noticed for the SPRT simulation
(See Fig. 13§~that as the mean (xbar) increases the
probability of spraying also increases. It is observed,
also, that the error rate affects the decision. As alpha
and beta increase the distance between 'treag‘ and 'non-
treat’ becomes smaller when the population mean is equal to
the economic threshold. Fig. 14 shows that the increase in
alpha and beta does not affect‘significantly4the 'treat-
nontreat’ decision when the population mean is extreme from
the economic thrgshold; such és values of 0.1 and 1.0.
However, when thé poéulation means are close\to the economic
threshold, alpha and Béta affect the decisions 'treat® and
'non-treat® (See Fig..ls)}

For the 2-SPRT simulation as population mean increases
the probability of sprayingjaléo increases (See Fié. 1l6).
This result is similar to the SPRT simulation at the same
conditions (alpha = 5eta = 0.10, 0.15, and 0.20). Another
similar behavior occurred wﬁen alpha = beta was increased
and the distance between 'treat and 'nontreat' decisions
became smaller when the population mean is equal to the

economic threshold (See Fig. 17 and 18).
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TABLE X

SPRT SIMULATION

62

** Non-treat

I =
X
=8 .1 .2 .3 A .5 .6 .7 .8 .9 1.0
* 663 1577 3391 5924 8235 9394 9865 9963 9992 10000
10 ** 9337 8423 6609 4076 1765 606 135 37 8 0
* 610 1599- 3449 5852 8171 9358 9846 9966 9995 9999
J11 *% 9390 8401 6551 4148 1829 642 "154 34 5 1
* 651 1683 3428 5751 8015 9280 9805 9956 9988 10000
12 %% 9349 .8317 6572 4249 1985 720 195 44 12 0
* 676 1686‘ 3366 5671 7807 9258 9762 9931 9994 10000
.13 ®% 9324 8314 6634 4329 2193 742 238 69 6 0
* 709 1713 3335 5529 7840 9160 9757 9934 9990 9999
14 *% 9291 8287 6665 4471 2160 840 243 66 10 1
* 687 1636 3213 5433 7683 9052 9707 9917 9980 9996
J15 ** 9313 8364 6787 4567 2317 948 293 83 20 4
* 662 1616 3252 5358 7546 9120 9692 9911 9978 9999
L16 ** 9338 8384 6748 4642 2454 880 308 89 22 1
* 670 1611 3188 5421 7512 8942 9708 9886 9985 9998
J17 #% 9330 8389 6812 4579 2488 1058 292 114 15 2
* 615 1635 3040 5249 7439 8955 9590 9900 9987 9998
.18 *®% 9385 8365 6960 4751’ 2561 1045 410 100 13 2
* 661 1813 3292 5372 7345 8901 9588 9860 9974 9995
J19 *% 9339 8187 6708 4628 2655 1099 412 140 26 5
* 701 1783 3282 5238 7370 8801 9523 9836 9969 9996
.20 *% 9299 8217 6718 4762 2630 1199 477 164 31 4
* Treat



TABLE XI

2-SPRT SIMULATION

63

%% Non-treat

s =
X .
a= .1 .2 .3 4 .5 .6 7 .8 .9 1.0

A 709 | 1647 | 3482 | s989 | 8273 | 9422 | 9912 | 9982 | 9999 | 10000

10 *A 9291 8153 6518 4011 1727 578 88 18 1 0
® 632 1647 3456 5849 8148 9395 9855 1 9979 9999 10000

11 % 9368 8353 6544 4151 1852 605 145 21 1 0
* 627 1614 3376 5701 7980 9270 9851 9477 9995 100600

J12 *H 9373 8386 6624 4299 2020 730 149 23 5 0
* 617 1580 3240 5547 7732 9238 9777 9946 9995 10000

13 +x 9383 8420 6760 4453 2268 762 223 54 5 0
X 653 1590 3156 5301 .| 7695 ?088 9749 9938 9994 9999

J14  *H 9347 8410 6844 4699 2305 912 251 62 6 1
X 624 1536 3012 5202 7466 8917 9698 9920 9982 9996

J15 ¥ 9376 8464 6988 4798 2534 1083 302 80 18 4
X 655 1605 j188 5204 7316 8993 9649 9903 9974 9999

.16 *H 9345 | 8395 6812 4796 2684 1007 351 97 26 1
X 667 1572 3107 5254 7261 8757 9639 9873 9982 9998

.17 *1 93313 8428 6893 4746 2739 1243 361 127, 18 2
610 1592 2894 4968 7160 8742 9502 9862 \9977 9997

18 * 9390 8408 7106 5032 2840 1258 498 138 23 3
586 1602 2990 4988 6977 8615 9464 9832 9970 9992

19 * 9414 8398 7010 5012 3023 1385 536 168 30 8
- 635 . 1598 3016 4902 7020 8551 9132 _ 9793 |. 9960 9993

20 % " 9365 8402 6984 5098 2980 1449 618 207 40 7

* Treat




Figure 13 -

Results of the SPRT Simulations for
Different Means and for Alpha = Beta =
0.10, 0.15, and 0.20. The 'treat’ curve
describes number of times a decision to

treat was reached out of ten thousand SPRT.

procedures performed. The 'non-treat’
curve describes number of times a decision
to not treat was reached out of ten
thousand SPRT procedures performed.
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Figure 14.

Results of the SPRT Simulations for
Different Error Rates (Alpha = Beta) and
for xbar = 0.1 and 1.0. The 'treat” curve
describes number of times a decision to
treat was reached out of ten thousand SPRT
procedures performed. The 'non-treat’
curve describes number of times a decision
to not treat was reached out of ten
thousand SPRT performed.
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Figure 15.

Results of the SPRT Simulations for
Different Error Rates (Alpha = Beta) and
for xbar = 0.3, 0.4, and 0.5. The ftreat"
curve describes number of times a decision
to treat was reached out of ten thousand
SPRT procedures performed. The 'non-treat"
curve describes number of times a decision
to not treat was reached out of ten
thousand SPRT performed.
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Figure 16 -

Results of the 2-SPRT Simulations for
Different Means and for. Alpha = Beta =
0.10, 0.15, and 0.20. The ‘'treat K curve
describes number of times a decision to

treat was reached out of ten thousand 2-

SPRT procedures performed. The 'non-
treat’ curve describes number of times a
decision to not treat was reached out of
ten thousand SPRT procedures performed.



OO0 X SQ-emwp-—CI~W0W

X DO0—~mp—CI=-0

[elele

SO0-~mp—c3-~-0

x

CCO -

2-SPRT Simulation

Type | and Il Error Rate = .10

10 -

12
¥~ Treat —t Non-treat !

10 /4%/*9—— o ¥ X%
o 1 1 L ’ A ¥ : :

Rl 2 .3 4 5 6 7 .8 .9

Population Mean
Type | and Il Error Rate = .15

12 - —
104 ~¥— Treat —t— Non-treat ' , [ \

7z \r\\;

0~ T T T Ly T T i }

A 2 3 4, 85 8 7 8 .9 1.0

Population Mean
Type | and Il Error Rate = .20
12 -
i X~ Treat —+ Non-treat I

10 :

8

6

4

2

b

0 A L 1 :

2 3 A 5 6 7 8
Population Mean

71



Figure 17.

Results of the 2-SPRT Simulations for
Different Error Rates (Alpha = Beta) and
for xbar = 0.1 and 1.0. The 'treat’ curve
describes number of times a decision to
treat was reached out of ten thousand
2-SPRT procedures performed. The 'non-
treat® curve describes number of times a
decision to not treat was reached out of
ten thousand 2-SPRT performed.
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Figure 18.

Results of the 2-SPRT Simulations for
Different Error Rates (Alpha = Beta) and
for xbar = 0.3, 0.4, and 0.5. The 'treat’
column describes number of times a decision
to treat was reached out of ten thousand
2-SPRT procedures performed. The 'non-
treat® column describes number of times a
decision to not treat was reached out of
ten thousand 2-SPRT performed.



75

3

2-SPRT Simulation

Population Mean =

© (]

T T T T T T T T
10 1 12 18 14 15 16 A7 18 19 .20

Type | and Il Error Rate

Population Mean = .4

.

.

.

3

L
\
.

T 1 T T 1 T T T 1
10 1 12 A3 14 16 16 A7 .18 19 .20

Type | and Il Error Rate

Population Mean = .5

.
%

\

N\
.

s
AN .
MN

AN
m
A\

///

9

-

-

T T T T T T T T T
.10 1 12 13 14 16 .16 47 .18 19 .20

Type | and Il Error Rate



CHAPTER V

SUMMARY

The results show that\thé 2-SPRT ahd SPﬁT techniques
were not significantly different with respect to time until
a decision was made or the numpef of samplés‘needed to reach
a decision. h

In this study we have seen that the 2-SPRT technique
performed better in terms of saving time Qhen compared With
Willson's Sampling Plan. Also, the 2-SPRT giVes\a better
performance in terms of number of samples needed to reach a
decision whether or pot to sp?ay for cotton fleahopper when
compared with Willsonfslhethod.l However, Willson's
technique has the great advantage of taking fewer,K samples
when k is high (clumping not‘sevére). The Saving'time of
this sequential sampling plan will not only save money for
the grower, but will also reduce scout fatique;
consequentiy, the sampler error will be dedreased:s

The computer programs used during this study to print a
data sheet for field use are easy and practical to use.

The computer simulation program was useful to detect
the effects of alpha and beta for the SPRT and 2-SPRT
programs. Both the SPRT and 2-SPRT are affected by type I
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and IT errof rates in terms of decision. As alpha and beta
increases the distance between 'treat® and 'non-treat’
become smaller when the population mean is equal to the
economic threshold. When we have'population‘mean extremes,
such as 0.1 and 1.0, the increase of alpha and befa does not .
affect sighificantly the 'treat-nontreat’ decision.

Our date demonstrated that each of ﬁhe sequential
sampling plens haveyhniéue features. The resﬁlts indicate
that different sampling plahseshould be utilizea depehding
upon the nature of the distribhtion\of the insects. The
differences among sequential samp}ing plans concerning
saving time and number of samples until a decision is
reached are Qoodrindicators about the dynamics of this
study. We can confidently sd§ that even though the graphics
and tables used in this stﬁdy were obtained in a single
season, and in a limited area, they may provide a basis for
other comparisons of the three methods in other areas. For
further studies, for. instance, researchers could combine
saving time and number of eemples to reach a decision with
other reliable parameters, such as efficiency, facility,

etc.
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TABLE XII

A COMPUTER PRINTOUT OF THE DECISION BOUNDARIES
FOR A NEGATIVE BINOMIAL DISTRIBUTION
WHEN ALPHA = BETA = 0.10

NULL HYPOTHESIS : MUl

= 0.200
~ 'ORP1 = 0.714
ALTERNATIVE HYPOTHESIS : MU2 = 0.400
OR P2 = 0.833

ALPHA = 0.10
BETA = 0.10
NUMBER OF SUCCESSES BEFORE X . FAILURE : k = 1.00
THIRD HYPOTHESIS : PO = 0.779-
LOWER INTERVAL FOR THE TRIANGLE : lint = -5.909
UPPER INTERVAL FOR THE TRIANGLE : uint = 6.000
LOWER SLOPE FOR THE TRIANGLE : lslope 0.338

UPPER SLOPE FOR THE TRIANGLE : uslope = 0.239
MAXITMUM SAMPLE SIZE FOR A DECISION : capm = 120.563
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TABLE XIIT

A COMPUTER PRINTOUT OF THE DECISION BOUNDARIES
FOR A NEGATIVE BINOMIAL DISTRIBUTION
WHEN ALPHA = BETA = 0.11

0.200.

NULL HYPOTHESIS : MUl =

OR P1 = 0.714 ‘
ALTERNATIVE HYPOTHESIS : MU2 = 0.400 .

OR P2 = 0.833
ALPHA = 0.11
BETA = 0.11 - * o oo
NUMBER OF SUCCESSES BEFORE X FAILURE : k = 1.00
THIRD HYPOTHESIS : PO = 0.779
LOWER INTERVAL FOR THE TRIANGLE : lint = -5,542
UPPER INTERVAL FOR THE TRIANGLE : uint = 5.658
LOWER SLOPE FOR THE TRIANGLE : lslope 0.338

UPPER SLOPE FOR THE TRIANGLE : uslope = 0.239
MAXIMUM SAMPLE SIZE FOR A DECISION : capm = 113.384




TABLE XIV

A COMPUTER PRINTOUT OF THE DECISION BOUNDARIES
FOR A NEGATIVE. BINOMIAL DISTRIBUTION
WHEN ALPHA = BETA = 0.12

NULL HYPOTHESIS ¢ MUl = 0.200

OR P1 = 0.714
ALTERNATIVE HYPOTHESIS : MU2 = 0.400

OR P2 = 0.833
ALPHA = 0.12 '
BETA = 0.12
NUMBER OF SUCCESSES BEFORE X FAILURE : k = 1.00
THIRD HYPOTHESIS : PO = 0.779
LOWER INTERVAL FOR THE TRIANGLE : lint = -5.203
UPPER INTERVAL FOR THE TRIANGLE : uint = 5.350
LOWER SLOPE FOR THE TRIANGLE : lslope = 0.338
UPPER SLOPE FOR THE TRIANGLE : uslope = 0.239

MAXIMUM SAMPLE SIZE FOR A DECISION : capm = 106.831

86



87

- TABLE XV

A COMPUTER PRINTOUT OF THE DECISION BOUNDAﬁIES
FOR A NEGATIVE BINOMIAL DISTRIBUTION
WHEN ALPHA = BETA = 0.13

NULL HYPOTHESIS : MUl = 0.200
" OR Pl = 0.714 ° «

ALTERNATIVE HYPOTHESIS : MU2 = 0.400-

OR P2 = 0.833 :
ALPHA = 0.13 | “
BETA = 0.13 . - - ,
NUMBER OF SUCCESSES BEFORE X FAILURE : k = 1.00
THIRD HYPOTHESIS : PO = 0.779

LOWER INTERVAL FOR THE TRIANGLE : lint = -4.896
UPPER INTERVAL FOR THE TRIANGLE : uint = 5.063
LOWER SLOPE FOR THE TRIANGLE : lslope = 0.338
UPPER SLOPE FOR THE TRIANGLE ‘¢ uslope = 0.239
MAXTMUM SAMPLE SIZE FOR A DECISION : capm = 100.802




TABLE XVI

A COMPUTER PRINTOUT OF THE DECISION BOUNDARIES
FOR A NEGATIVE BINOMIAL DISTRIBUTION
WHEN ALPHA = BETA = 0.14

NULL HYPOTHESIS : MUl = 0.200

OR P1 = 0.714
ALTERNATIVE HYPOTHESIS : MU2 = 0.400

OR P2 = 0.833
ALPHA = 0.14 )
BETA = 0.14
NUMBER OF SUCCESSES BEFORE X FAILURE : k = 1.00
THIRD HYPOTHESIS : PO = 0.779
LOWER INTERVAL FOR THE TRIANGLE : lint = -4.609
UPPER INTERVAL FOR THE TRIANGLE : uint = 4.799
LOWER SLOPE FOR THE TRIANGLE : l1lslope = 0.338
UPPER SLOPE FOR THE TRIANGLE : uslope = 0.239

MAXIMUM SAMPLE SIZE FOR A DECISION : capm = 95.221
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TABLE XVII

A COMPUTER PRINTOUT OF THE DECISION BOUNDARIES
FOR A NEGATIVE BINOMIAL DISTRIBUTION
WHEN ALPHA = BETA = 0.15

NULL HYPOTHESIS : MUl = 0.200

OR P1 = 0.714
ALTERNATIVE HYPOTHESIS : MU2 = 0.400

OR P2 = 0.833
ALPHA = 0.15
BETA = 0.15
NUMBER OF SUCCESSES BEFORE X FAILURE : k = 1.00
THIRD HYPOTHESIS : PO = 0.779
LOWER INTERVAL FOR THE TRIANGLE : lint = -4.344
UPPER INTERVAL FOR THE TRIANGLE : uint = 4.550
-LOWER SLOPE FOR THE TRIANGLE : lslope = 0.338
UPPER SLOPE FOR THE TRIANGLE : uslope =  0.239

MAXTMUM SAMPLE SIZE FOR A DECISION : capm = 90.025
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TABLE XVIII

A COMPUTER PRINTOUT OF THE DECISION BOUNDARIES
FOR A NEGATIVE BINOMIAL DISTRIBUTION
WHEN ALPHA = BETA = 0.16

NULL HYPOTHESIS : MUl = 0.200

OR P1 = 0.714
ALTERNATIVE HYPOTHESIS : MU2 = 0.400

OR P2 = 0.833
ALPHA = 0.16
BETA = 0.16
NUMBER OF SUCCESSES BEFORE X FAILURE : k = 1.00
THIRD HYPOTHESIS : PO = 0.779
LOWER INTERVAL FOR THE TRIANGLE : lint = -4.090
UPPER INTERVAL FOR THE TRIANGLE : uint = 4,324
LOWER SLOPE FOR THE TRIANGLE : lslope 0.338

UPPER SLOPE FOR THE TRIANGLE : uslope = 0.239
MAXIMUM SAMPLE SIZE FOR A DECISION : capm = 85.165




TABLE XIX

A COMPUTER PRINTOUT OF THE DECISION BOUNDARIES
~FOR A NEGATIVE BINOMIAL DISTRIBUTION
WHEN ALPHA = BETA = 0.17

NULL HYPOTHESIS : MUl = 0.200
OR P1 = 0.714 ~
ALTERNATIVE HYPOTHESIS : MU2 = 0.400
OR P2 = 0.833
ALPHA = 0.17
BETA = 0.17 ‘
NUMBER OF SUCCESSES BEFORE X FAILURE : k = 1.00
THIRD HYPOTHESIS : PO = 0.779
LOWER INTERVAL FOR THE TRIANGLE : lint = -3.855
UPPER INTERVAL FOR.THE TRIANGLE : uint = 4.108
LOWER SLOPE FOR THE TRIANGLE : lslope = 0.338
UPPER SLOPE FOR THE TRIANGLE : uslope = 0.239

MAXIMUM SAMPLE SIZE FOR A DECISION : capm = 80.599
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TABLE XX

A COMPUTER PRINTOUT OF THE DECISION BOUNDARIES
FOR A NEGATIVE BINOMIAL DISTRIBUTION
WHEN ALPHA = BETA = 0.18

NULL HYPOTHESIS : MUl = 0.200

~ OR P1L = 0.714
ALTERNATIVE HYPOTHESIS : MU2 = 0.400

OR P2 = 0.833

ALPHA = 0.18
BETA = 0.18
NUMBER OF SUCCESSES BEFORE X FAILURE : k = 1.00
THIRD HYPOTHESIS : PO = 0.779
LOWER INTERVAL FOR THE TRIANGLE : lint = -3.636
UPPER INTERVAL FOR THE TRIANGLE : uint = 3.903

LOWER SLOPE FOR THE TRIANGLE : lslope = 0.338
UPPER SLOPE FOR THE TRIANGLE : uslope = 0.239
MAXIMUM SAMPLE SIZE FOR A DECISION : capm = 76.295




TABLE XXI

A COMPUTER PRINTOUT OF THE DECISION BOUNDARIES
FOR A NEGATIVE BINOMIAL DISTRIBUTION
WHEN ALPHA = BETA = 0.19°

NULL HYPOTHESIS : MUl = 0.200
' OR Pl = 0.714

ALTERNATIVE HYPOTHESIS : MU2 = 0.400

OR- P2 = 0.833 '
ALPHA = 0.19 ’ .
BETA = 0.19 ‘ ~
NUMBER OF SUCCESSES BEFORE X FAILURE : k = 1.00
THIRD HYPOTHESIS : PO = - 0.779

LOWER INTERVAL FOR THE TRIANGLE : lint = -3.429
UPPER INTERVAL FOR THE TRIANGLE : uint = 3.708
LOWER SLOPE FOR THE TRIANGLE : lslope = 0.338
UPPER SLOPE FOR THE TRIANGLE : uslope = 0.239
MAXIMUM SAMPLE SIZE FOR A DECISION : capm = 72.224
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TABLE XXII

A COMPUTER PRINTOUT OF THE'DECISION BOUNDARIES
FOR A NEGATIVE BINOMIAL DISTRIBUTION
WHEN ALPHA = BETA = 0.20

NULL HYPOTHESIS : MUl = 0.200
OR P1 = 0.714 .
ALTERNATIVE HYPOTHESIS : MU2 = 0.400
OR P2 = 0.833
ALPHA = 0.20 |
BETA = 0.20 ;
NUMBER OF SUCCESSES BEFORE X FAILURE : k = 1.00
THIRD HYPOTHESIS : PO = 0.779
LOWER INTERVAL FOR THE TRIANGLE : lint = -3.233
UPPER INTERVAL FOR THE TRIANGLE : uint = 3.523

ILOWER SLOPE FOR THE TRIANGLE : lslope = 0.338
UPPER SLOPE FOR THE TRIANGLE : uslope = 0.239
MAXIMUM SAMPLE SIZE FOR A DECISION : capm = 68.362
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