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## PREFACE

The key-lock-pair mechanism based on the Chinese remainder theorem was modified and implemented on the single-key-lock system. The single-key-lock system associates each subject(i.e., user) with a key and each object(i.e., file) with a lock.

The modification is inspired by Chang's method of key-lock-pair mechanism using the Chinese Remainder Theorem. In addition to using the key-lock-pair (KLP) mechanism based on the Chinese remainder theorem, we introduce a hierarchical key storage structure which not only implies the relationship between the subjects, but decreases the number of recalculations of keys substantially when objects are added or deleted. This hierarchical key storage structure also requires fewer files or lock numbers to be involved in the key calculation. It also reduces the verification time to $O\left(\log _{2} n\right)$, instead of $O\left(\log _{2} N\right)$ which the old SKL system needs. Morever, during the calculation of keys for the subjects, faster computation speed is achieved by using the modulus congruence of a $D_{j}$, where $\quad D_{j}=\prod_{i=1}^{n} L_{i}$ for $i \neq j$ and $j=1,2, \ldots, n$
where $L_{i}$ denotes the lock on the file $i$ for $i=1,2,3, \ldots, n$.
A simulation of the single-key-lock access control was perfomed on a Vax/Unix machine and time complexity of the key calculation was discussed.
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## CHAPTER I

## INTRODUTION

## Protection System

Protection systems in a computing environment are developed to prevent information stored in a computer from being destroyed, altered, or even disclosed or copied without being detected. With various resources in a computing environment, there is always a need to ensure that each user or process uses system resources only in ways consistent with the stated policies of the system administrators. Research in protection systems continues to grow as more sensitive information is stored and processed by computers and transmitted over computer communication networks. As more small businesses and even personal home computer systems become part of larger networks, the security of individual data becomes a growing concern.

There are three major areas of computer protection in a computer system, namely, the external protection, interface protection and internal protection. External protection is concerned with physical access to the overall computer facility. While interface protection deals with the authentication of a user once a physical access to the computer becomes feasible; the internal protection deals with the control of access to the computing resources, and safeguarding of information [Rusby and Randell, 83]. This research thesis will examine only the internal protection mechanism in the computer system, particularly on the access control of file in an operating system or file server.

## Problem and Research Objective

Problem

Most current operating systems and databases make use of a combination of user list directory and file access control list. This combination works great as far as user access control is concerned. However, each request made by the user requires the monitor to do a lot of searching for the correct file and verify the validity of the request.

## Research Objective

This research project aims to improve the speed of user verification when an access request is made to reduce the storage requirements imposed by the current linked list problem. Since the arithmetic computation generally takes up less computer time as compared to searching time, this research thesis aims to take advantage of that. It uses a unique Key $K_{i}$ to represent each user in the system and a system identification number $L_{j}$ for each file, and only through the system verification of $K_{i} \bmod L_{j}$ which gives the access right of $\mathbf{a}_{\mathrm{ij}}$, and the system decides on the legality of the access attempt.

Granam and Denning's Monitor Model

There are two main reasons of studying a model.

1. By studying the security model, we have references to guide us in the design and implementation of secured database and system. especially in the area of determining the secured policies of the system. Therefore, before going on to explain the actual research methodology and objective, it
is important to clarify the security model this research work closely relates to
2. Only through studying the properties of the models can a secured system designer differentiate the essence of the model from other secondary functions the system is entitled to provide. Figure 1 on the appendix shows the organization of the Graham and Denning's monitor model

The Granam and Denning's model was first introduced by Lampson [Lampson, 71] and later modified by Graham and Denning [Graham and Denning, 1972]. Their major work was on the expansion of the generic protection properties of the model. There are four basic elements of the model.

1. A set of subjects $S_{i}$ where $0<i<N$ and $N$ is the number of users in the system.
2. A set of objects $O_{j}$ where $0<j<M$ and $M$ is the number of files in the system.
3. A set of user def ined access rights $R$.
4. A set of system stored Access Control Matrix A.

The Access Control Matrix has an attribute for each subject, which is identified as a row. It also has an attribute for each object and is recognized as a column in the Access Control Matrix. The content of each matrix $A_{i j}$ is the access right $R_{i j}$. For each object $O_{j}$, where $j$ is any file in the directory, a subject $S_{i}$ designates an "owner" in $A_{i j}$, then $S_{i}$ has absolute control over object $\mathrm{O}_{\mathrm{j}}$. For each subject $\mathrm{S}_{\mathrm{i}}$, if another subject $\mathrm{S}_{\mathrm{h}}$ (where $h<j$ ), designates a controller attribute, then $S_{h}$ has more rights than $\mathrm{S}_{\mathrm{j}}$. There are eight basic protection rights described in the model.

These protection rights are issued by various subjects and are taken by the
system as commands. The commanas will have effects on other subjects and objects. They are as tabuiated as in table 1.

## TABLE I

BASIC PROTECTION RIGHTS

## 1 oreate object: This command allows the issued subject to introduce a new object into the system.

2 Create subject: This command allows the issued subject to create another subject or directory in the system.

3 Delete object:" This command allows the issued subject to delete an unwanted object from the system.
4. Delete subject: This command has the rights to delete some directory or any other subject under its hierarchy.

5 Read access right: This command allows a subject to determine the current access rights of a subject to an object.

6 Grant access right: This command allows the owner of an object to allow other subjects to have the access rights designated by him.

7 Delete access right: This command allows a subject to delete a right of another subject for an object, provided that the deleting subject is either the owner of the object or controls the subject from which access should be

TABLE I(Continued)
8. Transfer access rights: This command allows a subject to transfer one of its rights of objects to another subject. (Each right can be transferable or nontransferable. If a subject receives a transferable right, the subject can then transfer that right ---either transferable or not --- to other subjects. If a subject receives a nontransferable right, it can user the right, but cannot transfer that right to other subjects.). This set of eight rules provides the properties necessary to model access control mechanisms of a secured system.

This set of eight rules provides the properties necessary to model access control mechanisms of a secured system. Tabulated in Table II. is the Secured System Commands with various conditions and consequences when these commands are carried out.

TABLE II
GRAHAM AND DENNING'S SECURED SYSTEM COMMANDS

1 Command:
Condition:
Consequence:
create object $\mathrm{O}_{\mathrm{j}}$
nil
add column for object in $A_{i j}$ place owner right in $A[x, 0]$.

TABLE II (Continued)

| 2 Command: | create subject $\mathrm{s}_{\mathrm{i}}$ |
| :---: | :---: |
| Condition: | nil |
| Consequence: | add row for subject $s$ in $A_{i j}$, place control in $A[x, s]$ |
| 3 Command: | delete object $0_{j}$ |
| Condition: | owner of object $0_{j}$ |
| Consequence | delete column j for subject 1 |
| 4 Command: | delete subject $\mathrm{s}_{\text {i }}$ |
| Condition: | control in $A[i, j]$ |
| Consequence: | delete row $\mathrm{si}^{\text {i }}$ |
| 5 Command: | Subject $s_{i}$ read access rights of object $0_{j}$ |
| Condition: | Control subject $\mathrm{s}_{\mathrm{i}}$ or owner of object $\mathrm{o}_{j}$ |
| Consequence: | Retrieve access rights $A_{i j}$. |
| 6 Command: | Delete rights of $\mathrm{si}_{\mathrm{i}}$ on $\mathrm{o}_{\mathrm{j}}$. |
| Condition: | Control subject $\mathrm{s}_{\mathrm{i}}$ or owner of object $\mathrm{o}_{j}$ |
| Consequence: | remove access rights from $A[i, j]$ |
| 7.Command: | grants access rights r to $\mathrm{s}_{\mathrm{i}}$ on $\mathrm{O}_{\mathrm{j}}$ |
| Condition: | owner of $0_{j}$ |
| Consequence: | add r to $\mathrm{Als,0}$ ] |
| 8 Command: | transfer right ror r from subject s to object o |
| Condition: | $r^{*}$ in $A[x, 0]$ |
| Consequence: | add $r$ or $r^{*}$ to $A[s, 0]$ |

The most important contributions this model towards the secured system are

1. Each object has a unique identification number which is attached by the system to each access attempted by any subject.
2. Each and every attempted access by a subject to an object is validated by the system.

This research thesis closely follows Granam and Denning's model. In the implementation of the model, we assume that the files are the only objects protected by the system and the users in the system are the only subjects. The access rights of users towards the files constitute the access matrix $A$. This research thesis is implementing the basic protection rights in a Vax/Unix computer.

## CHAPTER II

## LITERATURE REVIEW

## Current Protection System

It is the intention of every system administrator that every user can only be allowed to access those information files that he is authorized to access. When a user has intention of accessing any informational resources in any computing environment, the protocol that takes care of the file access control will verify the access requests issued by the user.

To date, most commercial and military computer systems make use of the access matrix to exercise their access control. The access matrix uses each row (i) to represent an accessor and uses each column ( $j$ ) to represent the informational files. Each entry towards the access matrix ( $i, j$ ) represents the access rights authorized [Graham and Denning, 1972].

The use of the access matrix is straight forward and simple where direct method is concerned. The most straight-forward way of implementing the access matrix is having a global two-dimensional array as a matrix table [Peterson and Silberschatz, 1983]. Each user of row (i) has a separate entry of access rights towards each file which is represented by a column ( $j$ ). Figure 2.0 in the appendix shows the diagram for the access matrix table. However this system of protection has a problem when the system is large with numerous users and files in the system, the access matrix is sparse and the matrix table has to be kept in the auxiliary memory and therefore needs additional input and output [Pfleeger, 1989].

## Capability System

In 1966, Dennis and Van Horn [1966] came out with an idea to solve the sparse matrix problem. They suggested using a linked list of users called Directory Access Control, in which each user has a separate entry of file identifiers and their corresponding access rights. There are both hardware and software implementations of this linked list of users' records [Figure 2.1]. The software implementation of this notion is to create a record for each user in the system. Each record contains various entries for the file or resources that a user is capable of accessing. Each entry for a file contains the name of the file, the access rights of the user on the file as well as a file pointer that tells the operating system the location of the file. The hardware implementation of this idea in inter-user protection called capability where each word in the memory is tagged with an extra bit. If the bit is off, then the word is an ordinary instruction or data, else the word can be loaded into the protection descriptor register.[Iliffe and Jodeit, 1962]. This particular tag architecture is called a camability system and it gives rise to two sets of data values and two sets of instructions, namely the ordinary data values in computation and protection descriptor values and ordinary instruction to load protection descriptor values. This system aims to differentiate the two sets of instructions and data values and prevent misprocessing of data values. Thus each user is provided with one segment as a record to store the capability or file pointer he is authorized to use. Each capability then contains separate read, write or execute permission bits so that different users have different access rights or capabilities towards the same files [lliffe and Jodeit, 1962].

Though this capability system solved the problem of having the access rights implemented in a global table, it has many implementational
disadvantages. One of them is the problem of revocation, namely, if user $A$ allows user B to have the capability to read one of his files, he can not disable the file pointer or capability that user B has stored away somewhere in the computer memory. His only option is to destroy the original file, an action that affects other users who have the capability to access the same file [Kain and Landwehr, 1986]. The second disadvantage of the capability system is the problem of propagation that user B may copy the capability and distribute them to users to whom user $A$ does not want the file to be exposed. There were certain controls that restricted the possibility of propagation, which the original capability system did not provide. These measures were devised to solve the problem of propagation and one of the example is using exhaustive searching for all users that have access towards the file. However, this requires $X * Y$ number of sequential searchs for $X$ numbers of users and an average of $Y$ number of records in the system[Saltzer and Schroeder, 1975].

## Propagation

Various implementational improvements in the mentioned constraints of the original capability system were proposed and tested. The CAP system [Neednam, 1972] and Plessey 250 [England, 1974] assigned a capability holding segment to each user and only those segments were used to load and store capability information. In this way, other users could not make coples of the capability of the original user and propagation was prevented. Similarly the Burroughs B5000 family used the same concept in improving the capability by constraining the capabilities to be stored in the virtual processor stack and a table to prevent unauthorized access. Another approach in solving the propagation problem was having a depth counter set
to a certain limit. Any access to the segment in order to obtain a capability to open a file caused the counter to increment by one; subsequently, any attempt greater than the limit generated an error by the operating system[Karger and Herbert, 1984]. These approaches in solving the propagation problem call for greater auditing and flexibility because any auditing and checking by the operation system required checking all users.

## Revocation

In solving the revocation problem in a capability system, all access to a file has to go through an indirect file where it then retrieved the capability for the intended access file specified by the user. Only the file owner or the system administrator has the capability to destroy or change the indirect file, thus making revoking the access capabilities of the user possible[Redell 1974, Synder 1981, Wiseman 1986].

According to Saltzer and Schroeder [1975], the basic problem with a capability system is that the capability to access an object given by the object owner is analogous to having the owner gives the "ticket" for entry to the intended person; this "ticket" could be transferred freely without any independent control by the system. Therefore, their proposed method and implementation imposed limitations on copyability. This means extra precautions and resources at the expense of simplicity, flexibility and uniformity of capability as addresses.

## Access Controlling List System

Instead of distributing a "ticket" for admission into the protected object like the capability system, each protected object in an access
controlling list system has a separate file where all the user names and their corresponding access rights are presented. The operating system or the file server would verify any user who requests to access the protected object, by checking the user name in the access controller file of the object. The access controller contains the object pointer as well as the access control list. The access controller functions as an indirect access to the protected object; therefore, the access controller itself is protected against any user [Peterson and Silberschatz 1983, Downs 1985].

The use of an access controlling list system provides a last minute check on any attempt to access an object. It stops propagation by not only restricting the ability to copy and transfer, as does the capability system, but also by verifying every attempt to access any object. Revocation is more manageable because the owner of the protected object can just retrieve the access controller and change the names and their given access rights. This system of access control is illustrated in Figure 2.2 [Stoughton, 1981].

The access controlling list system no doubt has many benefits over the capability system, but it certainly has its implementational problem. According to Saltzer and Schroeder [1975], any attempt to access requires the system to go through several serial steps, such as accessing the pointer register to get entry into the access controller list to search for the proper access rights, and then accessing the object through addressing registers. Another disadvantage of the access lists system is, in a time sharing system, a complex mechanism is required to search and compare the names of users. This slows down the system. The third disadvantage is that the access controller list length varies for different objects, thus imposing some implementation problems requiring great care in the programming of the searching mechanism.

## Shadow Register

The first disadvantage was solved by allowing an extra pointer register for each user as a shadow register. Each time a user issues a command to access a file, the indirect access controller copies the content (with file pointer and access rights) to the shadow register; thus subsequent access to the same file by the previous user goes directly to the extra register, saving some memory references. Revocability can only be rigidly preserved by having to clean all shadow registers and changing access rights [Swaminathan, 1985].

## Group Divisions in Access Control List

The variable length of the access controller list and multiple users requiring lengthy search were solved by the method proposed by Ritchie and Thompson[1974] on a Unix system, where users are categorized into groups. Only three entries are allowed in the access controller list on each object: one entry for the object owner, one entry for the group and the last entry for all system users. The price paid is inflexibility, because each object can only be accessed by a group. If more than one group need to access the object, it has to be placed as a public object.

## Single-Key-Lock System

Though the Access Control list has solved some problems in the area of propagation, problems still remain in the areas of verification and revocation. In the area of revocation, any time a file owner wants to revoke another user's file access rights, the system needs to perform an exhaustive search in the access control list for the correct user. Only then is revocation possible. In the area of verification, if a user requests to access
a file, the system needs to search for the correct file, then run an exhaustive search for the user's name in the access control list. Then the system retrieves the access rights which the file owner gave the user and compares them with the rights that the user would like to exercise. Thus each verification requires an exhaustive search which the Single-Key-Lock mechanism aims to avoid

## Single-Key-Lock System Using Vector Calculation

Based on the same concept prescribed by the previous two systems of access matrix, Wu and Hwang [1984] proposed a single-key-lock system using the Key-Lock-Pair (KLP) mechanism, where each user is system assigned a key and each protected object is assigned a system lock. The system will verify any request to exercise the access right on an object by $x$ th user on $y$ th protected object using a mechanism developed by Hwang and Ton [1980].

In this system, the key, lock and access rights are represented by numbers, and access is only permitted by the system when the access rights requested are less than or equal to the entries made in the matrix. The entries made in the matrix table are specifically given by the owner of the file. The locks are created based on the keys assigned by the system and the entries made by the user on the matrix. If $K_{i}$ represents the ith user and $L_{j}$ represents the $j$ th file; then the access right of $K_{i}$ on $L_{j}$ is represented by $a_{i j}$. Through the calculation of $a_{i j}=K_{i}{ }^{*} L_{j}$ in the Galois Field $(t)$ where $t$ is the smallest prime number that is larger than all the access rights in the matrix table considered. Revocation based on new matrix entries only requires the system to recalculate the lock assigned to a protected object. The merit of this single-key-lock system lay in its
simplicity and flexibility because of a single key and a single lock assigned to a user and a file as compared to the pointer method used by the capability system and access controller list system. Since the implementation of this system is protected in protection kernel like the monitor, it does not have any propagation and revocation problem. However, the single-key-lock system has a storage problem due to the length of its keys and locks. In 1989, Chang and Jiang [1989] improved on the current method by proposing the Binary Single-Key-Lock system, where the underlying matrix entries, keys and locks are represented in binary numbers; calculation of the keys and locks could therefore be done in simple logical AND and XOR operations. However, the binary single key lock system only solves the storage problem to a lesser extent; complex calculation of keys and locks still prevail.

## Single-Key-Lock System Using the Chinese

## Remainder Theorem

Chang [1986] proposed a method using a concept similar to the Single-Key-Lock System proposed by wu and Hwang [1984]. However, this method requires a system to assign coprime numbers to any new file in the system. Calculation of keys that represent the users' access rights are based on the coprime numbers. This method has a lesser storage problem which was restricted by the method described by Wu and Hwang. Therefore, instead of using $a_{i j}=K_{j} * L ; G F(t)$, in the original Single-Key-Lock Pair mechanism, the calculation should make use of the Chinese Remainder Theorem with $a_{i j}$ $=K_{j} \bmod L ;$ where $t$ is the smallest prime number that is larger than all the access rights of the users. This mechanism of calculating the keys and locks is more efficient in terms of system assigned coprime numbers because, unlike the method proposed by wu and Hwang [1980], which required an
arbitrary nonsingular matrix of size $m$ for $m$ users in the system, the single key lock system based on the Chinese Remainder System only required an integer to represent the key. Where storage is concerned, Wu and Hwang's method [1980] needs $O(a, b)$ where $a$ is the number of users and $b$ is the number of files. However, Chang's method requires only $O(a+b)$ for each storage of key.

However, this mechanism that make use of the Chinese Remainder Theorem has its disadvantages too. One of the main disadvantage of this mechanism is the fact that the mechanism would have to recalculate all the keys of all users present in the system when a new file (or new coprime number ) is being added to the system. If each calculation of a user in the system takes up $t$ system time, then each new file being added to the system requires $t * M$ system time if $M$ number of users have account on this system.

## CHAPTER III

## RESEARCH PROCEDURES

Research Objective

Keeping in mind the benefits of the Single-Key-Lock system based on the Chinese Remainder Theorem in designing the protection protocol, this research aims to improve the speed of the system by incorporating both the simplicity of the Single-Key-Lock System based on the Chinese Remainder mechanism and the strict control the access control list commands. This research will exploit the compactness of the Single-Key-Lock pair mechanism where each new file is assigned a new pairwise coprime number. The access rights of any files will be incorporated into a legitimate user's key using the single-key-lock pair mechanism based on the Chinese Remainder Theorem.

## Research Methodology

The method developed by this research will incorporate the user hierarchical system into the user structure. In this system, all subjects or users are arranged into a single hierarchical tree of directories. This hierarchy aims to provide a hierarchy of control of access, through the ability to modify the access rights of the subjects lower in hierarchy than the control subject. The use of this user hierarchy system makes it possible for the system to create a totally centralized control of all access
decisions. For example, if a user adds a file into his system, only he has exclusive right to give access permission to other users in the system.

Each user node carries a local binary tree of records which contains information on each file the user has access right to. This information is restricted to the name of the file and the system assigned prime numbers only. The most important restriction of this system is that a user could only allowed to access file in his own directory. Any time a user request to access a file is generated, the system protection protocol will verify the legitimacy of the access right by searching for the file in his own directory. If the file name is right, then the system assigned prime number (which identify this file in the system) is retrieved. At the same time, the key of the user is also retrieved and the access rights could be verified by finding the modulus congruence of the key on the lock. Therefore, the records that store the information on each file are arranged in a local binary tree. The use of local binary tree is to facilitate the system in verifying the user access requests. Therefore, for each access requested by the user, we require a $\ln _{2} \mathrm{~N}$ search for the file where N represents the number of files present in the local binary local directory.

## The Hierarchical User Structure

After clearing the password file, each user would be given a record according to their login names and password. Each user node contains the following information:

1. A string to store the user name. This string is used to identify the user in the process.
2. A string to store the user's department. This string is used to identify the department the user belongs to. The department head has exclusive access rights to all the files his subordinates have.

3 A string to store the user's group that he is belongs to. This string is used to identify the user 's group for the system. The group leader also has exclusive access rights to all the files the group members have.
4. 64 bits to store the key of each user. Each time a new file is being added to the local binary file tree of the user, a new key is being issued by the system. The mechanism of calculating the key is based on the Chinese Remainder Theorem that will be discussed later.
5. 64 bits to store the value of $L$

$$
\text { where } L=\prod_{k=1}^{n} L_{k}
$$

and $1 \leq k \leq n$.
The value of $L$ is put into the user record is to facilitate the calculation of the key when a new file is being added or deleted. Recursive function is used to traverse the local binary file tree. Therefore, each time this value is needed, it could be retrieved from the user node.
6. A local binary tree pointer that points to the head of the local binary tree. If there is a file being added or deleted, recalculation of the key of the user could be done by traversing the local binary tree file. Therefore, the head of each tree has to be placed in the user node.

## The Local Binary File Structure

This local binary file structure contains all the information of the files that the user is accessable to. It has

1. A string of 20 characters to store the name of the file. This information is vital in searching for the correct file name during accessing, deleting and transferring of rights.
2 Thirty two bits to store the value of each file number that is assigned by the system. The values would be used to calculate $L$ as above.
3 A file pointer that tells the location of the file in the system. If access request is being verified, the file pointer would direct the process in fulfilling the access request.

In this system, a new feature is also added to the Single-Key Secured System. Since each user node carries a local binary tree structure in his own directory, and those file present in the system are files that are accessible by the user. This design aims to shorten the verifying time where the coprime file number is needed to calculate the access right of the file with $a_{i j}=K_{i} \bmod L_{j}$. However, since a higher hierarchy node is designed to have exclusive access rights towards files of lower hierarchy, (but only to the extent of the same department or same group) there might be times a father node wants to access files of a son node and it happens that the file is owned by the son node. Therefore, in the local binary file directory of the father node, the file node is not found. Thus, a global binary tree that contains all the file present in the system does the job of fianl control. Each time a new file is being added to the system, the name of the file is being stored into the record and inserted into the global binary file structure.

## The Global Binary File Structure

The global binary tree node contains the following information:

1. A string of 20 characters to store the name of the file.
2. An owner pointer that points to the owner of the file.

If a father node tries to access a file that belongs to his son node, then the system will verify it by searching for the file in his own local binary directory first. Since the file is owned by his subordinate, the file is not present in his own local binary directory. Then the system needs to perform the final check on the global binary tree. If the file is not found, then the file is definitely not present in the system. Otherwise, the owner pointer in the record points to the owner of the file (or user node). Information regarding the user's department and group is retrieved and compared with the accessor node information on department and group name. If the accessor node is found more superior than the owner of the file in terms of the user hierarchical structure, then the system allows the accessor exclusive access right towards the file. Otherwise, the file is not accessible by the accessor.

## The Chinese Remainder Theorem

The research method requires the system to calculate the keys of each user by applying the Chinese Remainder Theorem. The Chinese Remainder Theorem states that:

Let $n_{1}, n_{2}, n_{3}, \ldots$ ne be positive integers such that $\left.g c d n_{1}, n_{j}\right)=1$ for $i=j$.

$$
\begin{aligned}
& x=s_{1}\left(\bmod n_{1}\right) \\
& x=s_{2}\left(\bmod n_{2}\right) \\
& x=s_{3}\left(\bmod n_{3}\right)
\end{aligned}
$$

$$
x=a_{r}\left(\bmod n_{r}\right)
$$

has a simultaneous solution, which is unique modulo $n_{1} n_{2} n_{3} n_{4}$. . nr.

Proof: We start by forming the product $n=n_{1} n_{2} n_{3} n_{4} \ldots n_{r}$. For each $k=1,2,3, \ldots r$, let

$$
N_{k}=n / n_{k}=n_{1} \ldots n_{k-1} n_{k+1} \ldots n_{r} ;
$$

in other words, $N_{k}$ is the product of all the integers $n_{i}$ with the factor $n_{k}$ omitted. By hypothesis, the $n_{i}$ are relatively prime in pairs, so that $\operatorname{gcd}\left(N_{k}, n_{k}\right)=1$. According to the theory of a single linear congruence, it is therefore possible to solve the congruence $N_{k} x=1\left(\bmod n_{k}\right)$ call the unique solution $x_{k}$. Our aim is to prove that the integer

$$
x=a_{1} N_{1} x_{1}+a_{2} N_{2} x_{2}+\ldots+a_{r} N_{r} x_{r}
$$

is a simultaneous solution of the given system.
First, it is to be observed that $N_{i}=0\left(\bmod n_{k}\right)$ for $i \neq k$, since $n_{k} \mid N_{i}$ in this case. The result is that

$$
x=a_{1} N_{1} x_{1}+\ldots+a_{r} N_{r} x_{r}=a_{k} . N_{k} \cdot x_{k}\left(\bmod n_{k}\right)
$$

But the integer $x_{k}$ was chosen to satisfy the congruence $N_{k} x=1\left(\bmod n_{k}\right)$,
which forces the

$$
x=a_{k} \cdot 1=a_{k}\left(\bmod n_{k}\right)
$$

This shows that a solution to the given system of congruences exits.(Adapted from Burton, 1976)

The uniqueness of the keys calculated using the Chinese Remainder Theorem should be absolute, so that confusion could not arise during the system verification of the keys to use the different access rights.

Supposing two keys are found using the Chinese Remainder Theorem, and the $L_{1}, L_{2}, L_{3} \ldots L_{n}$ represents the various files in the system created by the users.with $L_{j}>\max \left(a_{i j}\right)$ where $a_{i j}$ represents the access rights of

$$
\text { the users. } K_{i} \text { on } L_{j} \text {. And } D_{j}=L / L_{j} \text { where } L=\prod_{k=1}^{n} L_{k}
$$

where $D_{j} \cdot x_{j}=1\left(\bmod L_{j}\right)$ can be solved by using the Extended Euclidean Algorithm.

$$
\begin{align*}
& x=\sum D_{j} \cdot x_{j}, a_{i j}  \tag{1}\\
& y=\sum D_{j}, y_{j} \cdot a_{i j} \tag{2}
\end{align*}
$$

Clearly, $\quad D_{j} \cdot x_{j}=D_{j} \cdot y_{j}=1\left(\bmod L_{j}\right)$ for all $j$

$$
D_{j}\left(x_{j}-y_{j}\right)=0 \quad\left(\bmod L_{j}\right) \text { for all } j
$$

$$
\text { therefore, } x_{j}=y_{j}\left(\bmod L_{j}\right) \text { for all } j \ldots(3)
$$

From (3) $x_{j}=y_{j}+M_{j} \cdot L_{j} \quad$ for some $M$
substituting $x_{j}=y_{j}+M_{j} L_{j}$ into (1)

$$
\begin{aligned}
& \text { we get } \quad x=\sum D_{j}\left(y_{j}+M_{j} \cdot L_{j}\right) a_{i j} \\
& x=\sum D_{j} y_{j} a_{i j}+\sum D_{j} a_{i j} M_{j} L_{j} \\
& \text { since } D_{j} . L_{j}=L \\
& x=y+L \sum M_{j} \cdot a_{i j} \\
& \text { therefore, } x=y
\end{aligned}
$$

with this, the Chinese Remainder Theorem is proven.

## Research Step

## Application of the Chinese Remainder Theorem

This research will focus on the Chinese Remainder Theorem [Burton 1976] and developing an algorithm to implement the access control based on the idea discussed by [Chang 1986].

## Finding the Coprime Numbers

This research will also develop and implement an algorithm to generate coprime numbers which would be assigned to the files as locks. The procedure that generates the coprime numbers should be protected from any users. The idea behind the calculation of coprime numbers is to get the first prime number in the natural numbers system 2 and the idea that any composite number can be divided by any prime numbers found in the algorithm and these prime number lies between 2 and the square root of the composite number. Therefore, in order to shorten the testing time, if the square of the testing prime number is greater or equal to the number being
tested, then we can quit testing. Listed below is the algorithm on the finding of the coprime numbers.

1 firstprime <-- currentnum <-- 2 index <-- 0
2 for ( $\mathfrak{i}=1 ; i<$ Maxprime; $;++$ )
begin
success <-- FALSE
3
while ( success <> TRUE) begin
currentnum <-- currentnum +1 ;
for ( $k<--0 ; k<=$ index; $k<--k+1$ )
begin
if $(($ currentnum mod prime[lastprimefound] $)=0)$ then stop;

6
If ((prime[lastprimefound]) $)^{2}>=$ currentnum ) then success <-- TRUE;

7
if ( success $=$ TRUE $)$ then stop;
end;
end;
8 prime[i] <-- currentnum;
9 index <-- $i$;
end;

These coprime numbers are going to be served as the unique identification number the system provide to the each individual file the system.

## Calculation of Keys

With the result from above, a function to calculate the keys is developed and implemented. Each calculated key is kept in their respective user nodes. The user nodes are then arranged in a hierarchical form. The generation of user hierarchical would be based on the idea discussed by [Saltzer and Schroeder, 1976] and under the user hierarchical form, the users in the system is also divided into groups so that any revocation or introduction of new files into the group, only the group members is assigned a new key. Each group has a group administrator to take care of revocation and public file access rights. Calculation of the key is only dependent on the access rights of the public files as well as the access rights a group member towards any files in the same group.

Compared with the user hierarchical system proposed by Wu and Hwang[1984], this system has greater advantage because the Key Lock Pair mechanism has to solve a series of equation in order to find out the relationship of two users. Where $h_{i j}$ is the relationship between two keys $\mathrm{K}_{\mathrm{i}}$ and $K_{j}$, then the Keys of $K_{i}$ and $K_{j}$ could be found by the transpose of the $m \times m$ key matrix. Thus giving $h_{i j}=K_{i} * K_{j}$ for $1 \leq i \leq m, 1 \leq j \leq m$. Conceptually, this method of assigning keys to the user is very similar to the direct key assignment method discussed by Chang and Jiang [1989]. However, their method has to go through a series of calculations to find out the relationship between two keys as well, thus increasing the system time. In this improved method of user hierarchical system, the relationship between two keys will be confirmed by checking immediately the hierarchical structure of the user. Comparison between the two key in the hierarchy should confirm the superior and inferior relationship between any two users. In terms of user extensibility, any new account given to any user
means adding them in the user list in the system as well as in the appropriate hierarchy.

## Modification of the Extended Euclidean's Algorithm

According to Chang's algorithm in solving the keys of the users, he proposed that:

If $L_{1}, L_{2}, L_{3}, \ldots, L_{n}$ represents the files or locks numbers with $L_{j}>\max \left(a_{i j}\right)$, where $\mathbf{a}_{i j}$ is the access rights of ith user on jth file. Then $L=\prod_{k=1}^{n} L_{k}$ and $D_{j}=L / L_{j}$. The equation of $D_{j} x_{j}=1\left(\bmod L_{j}\right)$ for $0<x_{j}<L_{j}$, can be solved (uniquely since $0<X_{j}<L_{j}$ ) by means of the extended Euclidean Algorithm.

## Greatest Common Divisors and Euclid's Algorithm

Definition:

Let any two numbers No and $N 1$ be positive integers. A positive integer $M$ is called a greatest common divisor of $N_{0}$ and $N_{1}$ and is denoted by $\operatorname{GCD}\left(N_{0}, N_{1}\right)$, if

1. M divides both $N_{0}$ and $N_{1}$, and
2. every divisor of both $N_{0}$ and $N_{1}$ divides $M$.

The Euclid's Algorithm for computing $\operatorname{GCD}\left(\mathrm{N}_{0}, \mathrm{~N}_{1}\right)$ is to compute the remainder sequence $N_{0}, N_{1}, N_{2}, \ldots N_{k}$ where $N_{i}$, for $i z 2$, is the nonzero
remainder resulting from the division of $N_{i-2}$ by $N_{i-1}$, and where $N_{k}$ divides $N_{k-1}$ exactly (ie., $N_{k+1}=0$ ). Then $G C D\left(N_{0}, N_{1}\right)=N_{k}$.

## Theorem 3.4

The Euclid's Algorithm correctly computes $G C D\left(N_{0}, N_{1}\right)$.

Proof: The algorithm computes $N_{i+1}=N_{i-1}-Q_{i} N_{i}$ for $1 \leqslant i<k$, where $Q_{i}=$ Floor value $\left[N_{i-1} / N_{i}\right]$. Since $N_{i+1}<N_{i}$, the algorithm will clearly terminate. Moreover, any divisor of both $\mathrm{Ni}_{\mathrm{i}} 1$ and Ni is a divisor of $\mathrm{N}_{\mathrm{i}+1}$, and any divisor of $\mathrm{N}_{\mathrm{i}}$ and $\mathrm{N}_{\mathrm{i}+1}$ is also a divisor of
$N_{i-1}$. Hence $\operatorname{GCD}\left(N_{0}, N_{1}\right)=\operatorname{GCD}\left(N_{0}, N_{1}\right)=\ldots .=\operatorname{GCD}\left(N_{k-1}, N_{k}\right)$.
Since $\operatorname{GCD}\left(N_{k-1}, N_{k}\right)$ is clearly $N_{k}$, the algorithm is proved.

## Extension of the Euclidean Algorithm

The Euclidean algorithm can also be extended to find not only the greatest common divisor of No and $N 1$, but also to find integers $X$ and $Y$ such that $N_{0} X+N_{1} Y=G C D\left(N_{0}, N_{1}\right)$. The algorithm is as below:

## Extended Euclidean Algorithm

```
begin
    X0<-- 1;
    Yo<-- 0;
    x <-- 0;
    Y}<<-1
    i <-- 1;
```


## begin

3
4
5

6

7
end
8 Return ( $N_{i}, X_{i}, Y_{i}$ ); end

The worst case time complexity to find the integer $\operatorname{GCD}\left(\mathrm{a}_{0}, \mathrm{a}_{1}\right)$ is $\mathrm{O}\left(\ln _{2} 5^{1 / 2} \mathrm{~N}\right)$ if $0 \leq \mathrm{a}_{0}, \mathrm{a}_{1} \leq \mathrm{N}$. [Knuth, 1980]

In solving the equation of $D_{j} x_{j}=1\left(\bmod L_{j}\right)$ for $0<x_{j}<L_{j}$, we will be using modification of the Extended Euclidean algorithm which is faster and more efficient.

## Modification of the Extended Euclodean's Algorithm

In order to improve the speed and overall system efficiency of the operating system, the extended Euclidean Algorithm that Chang [1986] suggested was working with large numbers that would take a longer time to solve for $x_{j}$ in $D_{j} x_{j}=1$ due to the tremendous number of equations when a large number of users are log onto the system.

$$
\text { for } D_{j}=L / L_{j} \text { and }
$$

$L=\prod_{k=1}^{n} L_{k}$ where $L_{1}, L_{2}, L_{3} \ldots L_{n}$ represents all the locks. In $m y$ opinion, the use of smaller numbers is possible. Instead of using $D_{j}$ itself, the remainder of $D_{j}$ when it is divided by $L_{j}$ could also be used to solve for $x_{j}$. The following proof will indicate why:

Supposing $D_{j}^{\prime}=D_{j}\left(\bmod L_{j}\right)$ where $D_{j}=D_{j}^{\prime}+M_{j} L_{j}$ ( some value of Mj)

Since $D_{j} x_{j}=1\left(\bmod L_{j}\right)$,
therefore, $\left(D_{j}^{\prime}+M_{j} L_{j}\right) x_{j}=1\left(\bmod L_{j}\right)$

$$
\begin{aligned}
& D_{j}^{\prime} x_{j}+M_{j} L_{j} x_{j}=1\left(\bmod L_{j}\right) \text { and } \\
& D_{j}^{\prime} x_{j}=1\left(\bmod L_{j}\right) \quad \text { QED }
\end{aligned}
$$

Therefore, there will be a procedure that will change the numbers to a modulus and then the extended Euclidean Algorithm will be applied. In the algorithm that finds the key of
the user is $\quad K_{i}=\sum_{j=1}^{n} D_{j} x_{j} a_{i j} \quad \bmod L$

During the calculation of the keys, since $\sum_{j=1}^{n} D_{j} x_{j} a_{i j}$
in general is a large number compare to $L$. In order to avoid overflow in the calculation, we use the fact that
$(a+b)(\bmod c)=([a(\bmod c)]+b)(\bmod c) .($ Appendix $B)$
That is, when we are calculating the key, if the partial sum is greater than $L$, then the modulus of the partial sum will be obtained and used.

## Algorithm on The Chinese Remainder Theorem

This algorithm determines the positive constant key $K$ for a given $n$ pairwise coprime locks $L_{i}$. and a corresponding set of access rights $\boldsymbol{a}_{\mathbf{i}}$. Input: $L_{1}, L_{2}, L_{3}, \ldots, L_{n}$ and $a_{1}, a_{2}, a_{3}, \ldots, a_{n}$.
Output: K
$1 \quad \operatorname{Read} \mathrm{~L}_{\mathrm{i}}$ and $\mathrm{a}_{\mathrm{i}}$
2 for ( num $=1$; num $\leq n$; num $<--$ num +1 ) do

$$
L=L * L_{\text {num }} ;
$$

3 for (num $=1$; num $\leq n$; num $<-$ num +1 ) do $D_{\text {num }}=L / L_{\text {num }}$;

4 for (num $=i$; num s $n$; num <-- num +1 ) do

$$
\hat{D}_{\text {num }}=D_{\text {num }} \bmod L_{\text {num; }}
$$

compute the $x_{j}$ with $\mathrm{D}_{\text {num }}$ using the Extended Euclidean Algorithm.
6 for (num $=i$; num $\leq n$; num <-- num +1 ) do

$$
K=K+D_{\text {num }} * x_{\text {num }} * a_{\text {num }} ;
$$

7 if $(K>L)$ then $K=k \bmod L$;
8 Return K;

## Various Binary Operations

The eight commands described by the Graham and Denning 's model are simulated to the closest.using the various binary operations of addition, multiplication and division. The idea is to simulate the Single-Key-AccessControl System using the Chinese Remainder Mechanism with improvement
by having each user to have his or her own local binary file structure. The entire simulation is assumed to be simulated inside the Secured Kernel. The following listed are the binary arithmetic operations carried out in the simulation itself.

## Binary Addition

Given a positional number system in base $b=2$, the addition of two $n$ digit positive numbers, the addend $x$ and the augend $y$ :
$x=\left(x_{n-1}, \ldots x_{1}, x_{0}\right), y=\left(y_{n-1}, \ldots y_{1}, y_{0}\right)$
results in a sum $S=\left(S_{n}, S_{n-1}, \ldots S_{1}, S_{0}\right)$ where $S_{n}$ can only take one of the two values 0 or 1 independently of $b$. When $S_{n}$ is 1 , it will often be considered as an overflow. Since in calculation of the Keys using the Chinese Remainder Theorem do not give rise to any negative numbers, therefore, it is not being considered as an overflow. The addition algorithmis expressed as below:

1. $\quad \mathrm{C}_{0}<--0\left(\mathrm{C}_{0}\right.$ is the initial carry-in );
2. For $1:=0$ Step 1 until $n-1$ do
begin

$$
\begin{aligned}
& S_{i}<--\left(X_{i}+Y_{i}+C_{i}\right) \bmod b ; \\
& C_{i+1}<-- \text { Floor value }\left[\left(X_{i}+Y_{i}+C_{i}\right) / b\right]
\end{aligned}
$$

end;
$3 \quad S_{n}<-C_{n}$;

Since $X_{i}+Y_{i} \leq 2(b-1)$ and the initial $C_{0}=0$, the maximum value for any $C_{i}$ will be the Floor value of $[2(b-1)+1 / b]=1$.

Since this algorithm will examine every bit once, therefore, it is of
$O(n)$ where $n$ is the number of bits represented.
The Multiplication Algorithm

Given two $n$-digit positive integers, the multiplicand $X$ and the multiplier $Y$, represented in a positional number system of redix $\mathrm{b}=2$.
$x=\left(x_{n-1}, \ldots x_{1}, x_{0}\right), y=\left(y_{n-1}, \ldots y_{1}, y_{0}\right)$
their result is a $2 n$-digit positive numbers:
$R=\left(R_{2 n-1}, R_{2 n-2}, \ldots R_{0}\right)$ could be calculated by the following algorithm.
1 Set $R_{j}<-0$, for $0<j<2 n$;

2 For $1:=0$ Step 1 until $n-1$ do

3 If $y_{i}<>0$ then
begin
K <-- 0;
For $\mathrm{j}:=0$ step 1 until $\mathrm{n}-1$ do
begin

$$
\begin{aligned}
& t<-X_{j}^{*} y_{i}+R_{i+j}+K ; \\
& R_{i+j}<--t \bmod b ; \\
& K<-- \text { Floor value }[t / b]
\end{aligned}
$$

end;
$R_{i+n}<--K ;$
end;

Generally, if $V$ and $Z$ are the two numbers needed to be multiply, the upper bound of this algorithm is $\mathrm{O}\left(\mathrm{ln}_{2} V\right)$ or $\mathrm{O}\left(\mathrm{ln}_{2} Z\right)$ depending on which number is greater.

## Division Operation of Two Positive Integers

The division operation has $(n+m)$ digit dividend $X$ and an $n$-digit divisor $y$ to produce two outputs, an $(m+1)$-digit quotient $q$ and and $n$ digit remainder $r$ such that:

$$
x=y * q+r, \quad 0<r<y
$$

The above algorithm is called a restoring division with:

$$
\begin{aligned}
& x=\left(x_{n-1}, \ldots, x_{0}\right) \\
& y=\left(y_{n-1}, \ldots, y_{0}\right), \\
& q=\left(q_{n}, \ldots, q_{0}\right), \\
& r=\left(r_{n-1}, \ldots, r_{0}\right)
\end{aligned}
$$

The algorithm can be expressed as :
1 Expand $x$ into $x^{\prime}=\left(x_{2 n-2}, \ldots, x_{n}, x_{n-1}, \ldots, x_{0}\right)$
by letting all $x_{i}$, for $n \leq i \leq 2 n-2$, be 0 , (* perform a sign extension *)
2. For $i:=1$ step 1 until $n$ do
$\operatorname{Set} z<-x^{\prime}-2^{n-i} * y$
if $z \geq 0$ then $q_{n+1-i}<--1$ and $x^{\prime}<--z$;
else $q_{n+1-i}<-0$ and do not modify $x^{\prime}$

## $3 \quad r<-x^{\prime}$

From the algorithm, it is clear that if the value of the number being divided is $\mathbf{V}$, thus the upper bound of the binary division operation is in the $O\left(\operatorname{lin}_{2} \mathrm{~V}\right)$.

## Algorithm On Various Binary Tree Operations

## Algorithm on Find Node

This algorithm is part of the operations on the Binary Tree. It receives the head of any binary tree, whether it is a global or local binary tree. A stack of pointer to tree nodes is being passed and this serves as a path on the searching direction. The found is served as a flag to indicate to the calling routine whether the node is found.

Input: Head, info, found, stack, stacktop.
Output: found, stacktop, Head;

1. previousnode <-- head;

2 currentnode <-- head;
3 temp_top <-- - ;
4 temp_found <-- FALSE
5 WHILE (( temp_found $\langle>$ TRUE) AND (currentnode $\langle>$ NIL)) begin
temp_top <-- temp_top + 1 ;
temp_stack[temp_top] <-- currentnode;
if ( currentnode $->$ info $=$ info) then temp_found $\langle-$ TRUE;
else
begin

# if (currentnode->info < info) then currentnode <-- currentnode->rightpt; else currentnode <-- currentnode->leftpt; 

## end;

## end;

6 found <-- temp_found;
7 stack_top <-- temp_top;
8 copy ( temp_stack to stack);
9 Return (currentnode);

### 3.7.2 Algorithm on Modifying Tag of Tree Node

This algorithm will calculate the tag inside the stack of pointer to tree nodes. Since this is a height balance tree, on any particular tree node, the longest path to the right must not be more than one node length than the shortest path on the left of that particular node. If more than two is found, then the algorithm would stop and return the critical node.

Input: head (* head of the tree *) process (* to differentiate Insertion and Deletion *) critical (* an integer to indicate on stack which is critical *) stack (* an array of pointer to tree node *) stack_top (* an integer to tell top of stack *)

Output: critical node
1 previousnode <-- stack_top;
2 temp_top <-- stack_top -1;
3 temp_critical <-- FALSE;
4 STOP <-- FALSE;
5 Find critical loop:

If ( Deletion) AND ( stack[stack_top -1]->tag = 0) then stop <-- TRUE;

If (stack[stack_top -1]->info > stack[stack_top]->info) then begin
if (Insertion) then decrement stack[stack_top-1]->tag by 1
else increment by 1 ;
end;
else begin
if (Insertion) then Increment stack[stack_top-1]->tag by 1;
else decrement above by 1 ;
end
if ( Istack[stack_top-1]->tagl > 1) then
begin
tempcriticalnode <-- stack_top -1;
tempcritical <-- TRUE;
end;
If ( ( stop = TRUE) AND ( tempcritical = TRUE)
OR (stack[stack_top-1] = head)
OR (stack[stack_top - 1]->tag = 0)
AND (Insetion))) then goto stopfind;
else begin
previousnode <-- stack_top - 1;
stack_top <-- stack_top - 1;
goto Findcriticalnode;
end;
stopfind:

$$
\begin{aligned}
& \text { critical <-- temp_critical; } \\
& \text { critical_node <-- temp_critical_node; }
\end{aligned}
$$

## 6 Return;

## Algorithm On Binary Tree Insertion

This routine needs input on the head of the tree, the name of the file, and the pointer to the user node that tells who owns a file if inserton is done on the global binary tree. This routine also allocate memory for the new node being created for the binary tree (whether is local binary tree or global binary tree) as well as inserting the node into the lexicographic appropriate position. Before exiting the routine, it will call the balance tree routine to balance the tree after the new insertion.

Input: head (* either head for local or global binary tree *)
info (* name of the node *)
usernodept (* pointer to user node who owns the file *)
Ouput: head of the tree

1. location <-- Call findnode;

2 if ( found = FALSE ) then
3 begin
Allocate Memory for new node and update the information;
if ( globalbinarytree) then newnode->ownerptr <-- usernode;
else newnode->filenumber = prime[primeindex];

## end

4 if (head $=\mathbf{N i l}$ ) then head $<-$ newnode;

5 If (location->info<info) then location->rightpt <-- newnode;
6 else location->leftpt <-- newnode;
7 Increment stack_top by 1;
8 stack[stack_top] <-- newnode;
$9 \quad$ Call ModifyTag;
10 If (critical) then Call BalanceTree;

## return;

## Algorithm On Deletion of Tree Nodes

This routine will first search for the node in the tree according to the name of the file passed in. If the node is found, then it will delete the node from the tree and free the memory. After freeing the memory, it would then modify the tag on the path and if it is necessary, it will rebalance the tree.

The output of this routine is the head of the tree.
Input: filename (* name of the file needs to be deleted *)
head (* head of the tree *)
Output: head of the node;

1 Call Find Node
2 if (found) then
begin
if (head node) then free (head);
else if (head->rightpt = Nil) then
begin
head <-- head->leftpt;
free(head->leftpt);
end

## else begin

$$
\begin{aligned}
& \text { del_loc <-- stack_top; } \\
& \text { location <-- stack[del_loc]->rightpt; } \\
& \text { while (location <> Nil) do } \\
& \text { begin } \\
& \qquad \text { stack_top <-- stack_top + 1; } \\
& \quad \text { stack[stack_top] <-- location; } \\
& \quad \text { location <-- locatio->leftpt; } \\
& \text { end } \\
& \text { suc <-- stack_top; } \\
& \text { bef_suc <-- stack_top -1; } \\
& \text { Call ModifyTag; } \\
& \text { if (stack[del_loc]->rightpt = Nil) AND } \\
& \quad \text { (stack[del_loc]->leftpt = Nil)) then } \\
& \text { begin } \\
& \text { if (stack[bef_del]->info > stack[del_loc]->info) } \\
& \text { then stack[bef_del]->leftpt <-- Nil; } \\
& \text { else stack[bef_del]->rightpt <-- Nil; } \\
& \text { free(stack[del_loc]); }
\end{aligned}
$$

end
else if (stack[del_loc]->rightpt = Nil) then
begin
if (stack[bef_del]->info > stack[del_loc])
then stack[bef_del]->leftpt <-- Nil;
else stack[bef_del]->rightpt <-- Nil;
free(stack[del_loc]);

## else begin

copy (successor node to del_loc node);
if (bef_suc->info > suc->info) then
bef_del->leftpt <-- suc->rightpt;
else bef_del->rightpt <-- suc->rightpt;
free(suc);
end;
If (critical) then
begín
If (stack_top - critical_node) < 3) then begin
if (critical_node->info )
(critical_node +1 )->info) then

## begin

if (critical_node-.rightpt «> Nil)
then begin
critical_node+ 1 <-- critical_node->rightpt
If (critical_node +1 )->tag $=1$ ) then
critical_node 2 (-- critical_node->rightpt;
else if ( $($ critical_node +1$)->\operatorname{tag}=-1$ ) then (critical_node +2 ) <-- (critical_node +1 )->leftpt;
else begin

$$
\begin{aligned}
& \text { If ((critical_node }+1)->\text { rightpt «> NII) then } \\
& \quad \text { critical_node }+2 \text { <-- (critical_node }+1) \text {->rightpt; } \\
& \text { else critical_node }+2 \text { <-- (critical_node }+1) \text {->leftpt; }
\end{aligned}
$$

end;

## end

## end

## Call BalanceTree

## end;

## end

## Return

## Algorithm On Balance Tree

This algorithm is called by the Insertion or Deletion routines. It receives input on the head of the tree, a flag to indicate Insertion or Deletion routine .and the stack where the path of all tree nodes are stored.

Input : head (* head of the tree node *)
flag (* to show Insertion or Deletion *)
stack (* the stack of tree node pointers for the path *)
critical_node (* node which is found critical *)
Output : head of the tree;
1 Son <-- critical_node +1 ;
2 grandson <-- critical_node + 2;
3 if (( stack[critical_node]->leftpt = stack[son]) AND
(stack[son]->leftpt = stack[grandson])) then
Call SingleLeftRotation;
else if (( stack[critical_node]->rightpt = stack[son]) AND
(stack[son]->rightpt = stack[grandson])) then
Call SingleRightRotation;
else if (( stack[critical_node]->leftpt = stack[son]) AND
(stack[son]->rightpt = stack[grandson])) then
Call DoubleLeftRotation;
else Call DoubleRightRotation;

## 4 Return;

## Algorithm On Single Left Rotation

This routine is being called by the Balance Tree routine and the inputs include the head of the tree, stack that store the pointers of the path, and the critical node. This routine would bring the critical node down and put on the right of the pivotal node. It would then return the stack as well as the nead of the tree.

Input: head (* head of the tree *)
stack (* stack that store pointers of the path *)
critical_node (* an integer that indicates the position of the critical node in the path *)

Output: head (* the head of the tree *)
stack (* the new stack with the nodes being repositioned *)
1 pivot <--critical_node +1 ;
2 pivot_right = stack[pivot]->rightpt;
3 stack[pivot]->rightpt <-- stack[critical_node];
4 stack[critical_node]->leftpt <-- pivot_right;
5 if (stack[critical_node] = head) then head $<-$ - stack[pivot];
6 else if (stack[critical_node - 1]->leftpt = stack[critical_node]) then stack[critical_node - 1]->leftpt = stack[pivot];
7 else stack[critical_node - 1]->rightpt <-- stack[pivot];

8 stack[critical_node]->tag <-- 0;
$9 \operatorname{stack}[$ pivot] $>\operatorname{tag}<--0$;
return;

## Algorithm On Single Right Rotation

This routine will reposition the nodes in the path and takes input as head of the tree, the stack that store the pointers of the tree nodes as well as the position of the critical node. It would return the repositioned stack as well as the head of the tree.

Input: stack (* stack for the path pointers *)
head (* head of the tree *)
critical_node (* position of the critical node in the stack *)
Output: corrected stack, and the head of the tree.
1 pivot <-- critical_node + 1;
2 pivot_left <-- stack[pivot]->leftpt;
3 stack[pivot]->leftpt <-- stack[critical_node];
4 stack[critical_node]->rightpt <-- pivot_left;
5 if (stack[critical_node] = head ) then head <-- stack[pivot];
6 else if (stack[critical_node - 1]->leftpt = stack[critical_node]) then stack[critical_node - 1]->leftpt <-- stack[pivot];

7 else stack[critical_node - 1]->rightpt <-- stack[pivot];
return;
Algorithm On the Double Left Rotation

This rout ine is called by the Balance Tree routine and takes input of head, stack and the critical node position. It would rotate once and then call

Single Left Rotation to do another rotation. Its output will be the stack and the head of the tree.

Input: head (* head of the tree *)
stack (* stack that stores the pointers of the path *)
critical_node (* position of stack that contains critical pointer *)
Output: head and the reposition stack;
1 pivot <-- critical_node + 1 ;
2 pivot_right <-- stack[pivot]->rightpt;
3 Copy input stack to local stack
4 stack[critical_node]->leftpt <-- pivot_right;
5 stack[pivot]->rightpt <-- pivot_right->leftpt;
6 pivot_right->leftpt <-- stack[pivot];
7 localstack[pivot] <-- pivot_right;
8 localstack[pivot+1] <--stack[pivot];
$9 \quad$ Call Single Left Rotation;
10 if (( stack[critical_node]->rightpt <> Nil) AND
(stack[critical_node]->leftpt = Nil)) then stack[critical_node]->tag <-- 1;
else if (( stack[critical_node]->rightpt = Nil) AND (stack[critical_node]->leftpt 〈> Nil)) then stack[critical_node->tag <-- - I;
else stack[critical_node]->tag $=0$;

11 if ((stack[pivot]->leftpt = Nil) AND ( stack[pivot]->rightpt <> Nil))
then stack[pivot]->tag <-- 1;
else if ((stack[pivot]->tag = 1) AND ( stack[pivot]->leftpt $\langle>$ Nil) AND (stack[pivot]->leftpt->tag $\langle>0)$ ) then
stack[pivot]->tag <-- -1;
else if (( stack[pivot]->leftpt <> Nil) AND
(stack[pivot]->rightpt = Nil)) then stack[pivot]->tag <---1;
else stack[pivot]->tag <-- -1 ;
return;

## Algorithm On the Double Right Rotation

This routine is called by the Balance Tree routine and it takes input like the head of the tree, the stack that stores the path, and the critical node that indicates the position of the stack.

```
Input: head (* head of the tree *)
```

stack (* stack that stores the pointers of the path *)
critical_node (* position of stack that contains critical pointer *) Output: head and the reposition stack;
1 pivot <-- critical_node +1 ;
2 pivot_left <-- stack[pivot]->leftpt;
3 Copy input stack to local stack
4 stack[critical_node]->rightpt <-- pivot_left;
5 stack[pivot]->leftpt <-- pivot_left->rightpt;
6 pivot_left->rightpt <-- stack[pivot];
7 localstack[pivot] <-- pivot_left;
8 localstack[pivot+1] <-- stack[pivot];
$9 \quad$ Call Single Right Rotation;
10 if (( stack[critical_node]->rightpt <> Nil) AND (stack[critical_node]->leftpt = Nil)) then stack[critical_node]->tag <-- 1;
else if (( stack[critical_node]->rightpt = Nil) AND
(stack[critical_node]->leftpt <> Nil)) then
stack[critical_node->tag <-- - 1 ;
else stack[critical_node]->tag $=0$;

11 if ((stack[pivot]->leftpt = Nil) AND ( stack[pivot]->rightpt <> Nil)) then stack[pivot]->tag <-- 1;
else if ((stack[pivot]->tag =-1) AND (stack[pivot]->rightpt $\langle>$ Nil)
AND (stack[pivot]->leftpt->tag <> 0 )) then
stack[pivot]->tag <-- - 1;
else if (( stack[pivot]->leftpt <> Nil) AND
(stack[pivot]->rightpt $=\mathbf{N i l})$ ) then stack[pivot]->tag <-- - ;
else stack[pivot]->tag <-- 0;
return;

## Example on the Application

In this example, we assume that there are a total of nine users in the system. The first user in the hierarchy is the system administrator, Sa and two department heads. Namely department $\mathrm{A}, \mathrm{Da}$ and department $\mathrm{B}, \mathrm{Db}$. Department A has 3 users under his hierarchy. which are named as AU1, AU2, and AU3. On the other hand, deparment B has 3 users under his hierarchy and there are called BU1, BU2, and BU3 respectively. Figure 3.3 shows the hierarchical structure of the example system. The system administrator is charged win the task of setting the accounts of different users in the system, and assigning the preliminary files to be used by each user. Supposing there are three library files, which was set up by the system administrator, which are named as LIB1, LIB2 and LIB3. The system administrator 5 decides that he would allow all users in department $A$ to
execute LIB1, LIB2, LIB3 and users in department B to read and execute LIB1, LIB2 and LIB3. Suppose that each user in the system decides to create a file of their own. Thus, representing:
Execute: 1
Read :2
write : 3 and
own:4.
If a user can read a file, then he has the right to execute also. If a user own a file, then he could execute, read and write on the file. Each time a file is created, the system will assign a new prime number to the file and insert it in the global binary directory. Thus, the prime number that represents each file in the system is as follows:
$L|B|=5$
$L I B 2=7$
LIB3 $=11$ ( These are system files.owned by the system administrator Sd)
$F 1 A=13$ (The first file belongs to department $A$ )
$F 1 B=17$ (The first file belongs to department $B$ )
FIAU1 $=19$ (The first file belongs to user 1 in department $A$ )
F1AU2 $=23$ (The first file belongs to user 2 in department $A$ )
$F 1 A U 3=29$ (The first file belongs to user 3 in department $A$ )
FIBUI $=31$ (The first file belongs to user 1 in department $B$ )
F1BU2 $=37$ (The first file belongs to user 2 in department $B$ )
FIBU3 $=41$ (The first file belongs to user 3 in department $B$ )

## Calculation of Keys of Various Users

To calculate the keys of these user :

1. To calculate the key of the system administrator Sd, we have three files that are created by him in the system. There are LIB1, LIB2, and LIB3 with prime numbers $5,7,11$ respectively. Since he owns all the three files, the access rights are 4 for these three files.

Then $L=\prod_{k=1}^{n} L_{k}$
and $D_{j}=L / L_{j}$. $d_{j}$ is the remainder of $D_{j}$ when it is divided by $L_{j}$. The equation of $d_{j} x_{j}=1\left(\bmod L_{j}\right)$ for $0<x_{j}<L_{j}$, will be calculated. Therefore,

$$
\begin{aligned}
& L=5.7 .11=385 \text { and } \\
& D_{1}=77, D_{2}=55 \text { and } D_{3}=35 . \\
& d_{1}=2, d_{2}=6 \text { and } d_{3}=2 \\
& x_{1}=3, x_{2}=6 \text { and } x_{3}=6
\end{aligned}
$$

Therefore, the value of the key is

$$
\begin{aligned}
& \left(D_{1} x_{1} a_{1}+D_{2} x_{2} a_{2}+D_{3} x_{3} a_{3}\right) \bmod L \\
& =(77(3)(4)+55(6)(4)+35(6)(4)) \bmod 385 \\
& =(924+1320+840) \bmod 385 \\
& =4
\end{aligned}
$$

2. The calculation of the key of department head $A$ involves 4 files in his local binary directory. Since users in department A could execute LIBI, LIB2, and LIB3, his access rights on these files are 1 respectively. Department head A also has a file of his own, that is F1A and it has been assigned a prime number of 13 . The calculation of key for department $A$ is
as follows:
$L=(5)(7)(11)(13)=5005$ and
$D_{1}=1001, D_{2}=715, D_{3}=455$, and $. D_{4}=385$
$d_{1}=1, \quad d_{2}=1, \quad d_{3}=4 \quad$ and $d_{4}=8$
$x_{1}=1, \quad x_{2}=1, \quad x_{3}=3 \quad$ and $x_{4}=5$
Therefore, the value of the key is
$=\left(D_{1} x_{1} a_{1}+D_{2} x_{2} a_{2}+D_{3} x_{3} a_{3}+D_{4} x_{4} a_{4}\right) \bmod L$
$=\{1001(1)(1)+715(1)(1)+455(3)(1)+385(5)(4)] \bmod 5005$
$=771$
3. The calculation of the key of department head $B$ also involves 4 files in his local binary directory. Since users in department B, like department A could read and execute LIBI, LIB2, and LIB3, his access rights on these files are 2 respectively. Department head $B$ also has a file of his own, that is FIB and it has been assigned a prime number of 17 The calculation of key for department $B$ is as follows:

$$
\begin{aligned}
& L=(5)(7)(11)(17)=6545 \text { and } \\
& D_{1}=1309, D_{2}=935, D_{3}=595, \text { and. } D_{4}=385 \\
& d_{1}=4, \quad d_{2}=4, \quad d_{3}=1 \quad \text { and } d_{4}=11 \\
& x_{1}=4, \quad x_{2}=2, \quad x_{3}=1 \quad \text { and } x_{4}=14
\end{aligned}
$$

Therefore, the value of the key is

$$
=\left(D_{1} x_{1} a_{1}+D_{2} x_{2} a_{2}+D_{3} x_{3} a_{3}+D_{4} x_{4} a_{4}\right) \bmod L
$$

$$
=(1309(4)(2)+935(2)(2)+595(1)(2)+385(14)(4)] \bmod 6545
$$

$$
=4237
$$

4. The calculation of user AUI, which is the first user inside department $A$. Besides having the access rights of 1 or execute on the LIBI, LIB2, and LIB3, it has its own file of FIAU1, which is given the prime number of 19 by the system. Therefore, the key is calculated as follows:

$$
\begin{aligned}
& L=(5)(7)(11)(19)=7315 \text { and } \\
& D_{1}=1463, D_{2}=1045, D_{3}=665, \text { and } . D_{4}=385 \\
& d_{1}=3, \quad d_{2}=2, d_{3}=5 \quad \text { and } d_{4}=5 \\
& x_{1}=2, \quad x_{2}=4, \quad x_{3}=9 \quad \text { and } x_{4}=4
\end{aligned}
$$

Therefore, the value of the key is

$$
\begin{aligned}
& =\left\{D_{1} x_{1} a_{1}+D_{2} x_{2} a_{2}+D_{3} x_{3} a_{3}+D_{4} x_{4} a_{4}\right] \bmod L \\
& =\{1463(2)(1)+1045(4)(1)+665(9)(1)+385(4)(4)\} \bmod 7315 \\
& =4621
\end{aligned}
$$

5. The calculation of user AU2, which is the second user inside department $A$. Besides having the access rights of 1 or execute on the LIBI, LIB2, and LIB3, it has its own file of FIAU2, which is given the prime number of 23 by the system. Therefore, the key is calculated as follows:
$L=(5)(7)(11)(23)=8855$ and
$D_{1}=1771, D_{2}=1265, D_{3}=805$, and. $D_{4}=385$
$d_{1}=1, \quad d_{2}=5, d_{3}=2$ and $d_{4}=17$
$x_{1}=1, \quad x_{2}=3, \quad x_{3}=6 \quad$ and $x_{4}=19$
Therefore, the value of the key is
$=\left\{D_{1} x_{1} a_{1}+D_{2} x_{2} a_{2}+D_{3} x_{3} a_{3}+D_{4} x_{4} a_{4}\right\} \bmod L$
$=(1771(1)(1)+1265(3)(1)+805(6)(1)+385(19)(4)] \bmod 8855$
$=4236$
6.The calculation of user AUB, which is the third user inside department $A$. Besides having the access rights of 1 or execute on the LIB1, LIB2, and LIB3, it also has its own file of FIAU3, which is given the prime number of 29 by the system. Therefore, the key is calculated as follows:
$L=(5)(7)(11)(29)=11165$ and
$D_{1}=2233, D_{2}=1595, D_{3}=1015$, and. $D_{4}=385$
$d_{1}=3, \quad d_{2}=6, d_{3}=3 \quad$ and $\quad d_{4}=8$
$x_{1}=2, \quad x_{2}=6, \quad x_{3}=4 \quad$ and $\quad x_{4}=11$
Therefore, the value of the key is

$$
\begin{aligned}
& =\left\{D_{1} x_{1} a_{1}+D_{2} x_{2} a_{2}+D_{3} x_{3} a_{3}+D_{4} x_{4} a_{4}\right\} \bmod L \\
& =\{2233(2)(1)+1595(6)(1)+1015(4)(1)+385(11)(4)\} \bmod 11165 \\
& =1541
\end{aligned}
$$

7. The calculation of user BUI, which is the first user inside department B . Besides having the access rights of 2 or read and execute on the LIB1, LIB2, and LIB3, it also has its own file of FIBU1, which is given the prime number of 31 by the system. Therefore, the key is calculated as follows:

$$
\begin{aligned}
& L=(5)(7)(11)(31)=11935 \text { and } \\
& D_{1}=2387, D_{2}=1705, D_{3}=1085, \text { and. } D_{4}=385 \\
& d_{1}=2, \quad d_{2}=4, d_{3}=7 \quad \text { and } \quad d_{4}=13 \\
& x_{1}=3, \quad x_{2}=2, \quad x_{3}=8 \quad \text { and } x_{4}=12
\end{aligned}
$$

Therefore, the value of the key is

$$
\begin{aligned}
& =\left\{D_{1} x_{1} a_{1}+D_{2} x_{2} a_{2}+D_{3} x_{3} a_{3}+D_{4} x_{4} a_{4}\right\} \bmod L \\
& =\{2387(3)(2)+1705(2)(2)+1085(8)(2)+385(12)(4)\} \bmod 11935
\end{aligned}
$$

$=9242$
8. The calculation of user BU2, which is the second user inside department B . Besides having the access rights of 2 or read and execute on the LIB1, LIB2, and LIB3, it also has its own file of F1BU2, which is given the prime number of 37 by the system. Therefore, the key is calculated as follows:
$L=(5)(7)(11)(37)=14245$ and
$D_{1}=2849, D_{2}=2035, D_{3}=1295$, and. $D_{4}=385$
$d_{1}=4, \quad d_{2}=5, \quad d_{3}=8 \quad$ and $\quad d_{4}=15$
$x_{1}=4, \quad x_{2}=3, \quad x_{3}=7 \quad$ and $x_{4}=5$
Therefore, the value of the key is
$=\left\{D_{1} x_{1} a_{1}+D_{2} x_{2} a_{2}+D_{3} x_{3} a_{3}+D_{4} x_{4} a_{4}\right\} \bmod L$
$=(2849(4)(2)+2035(3)(2)+1295(7)(2)+385(5)(4)) \bmod 14245$
$=3852$
9.The calculation of user BU3, which is the third user inside department B . Besides having the access rights of 2 or read and execute on the LIB1, LIB2, and LIB3, it also has its own file of FIBU3, which is given the prime number of 41 by the system. Therefore, the key is calculated as follows:
$L=(5)(7)(11)(41)=15785$ and
$D_{1}=3157, D_{2}=2255, D_{3}=1435$, and. $D_{4}=385$
$d_{1}=2, \quad d_{2}=1, \quad d_{3}=5 \quad$ and $\quad d_{4}=16$
$x_{1}=3, \quad x_{2}=1, \quad x_{3}=9 \quad$ and $x_{4}=18$

Therefore, the value of the key is

$$
\begin{aligned}
& =\left\{D_{1} x_{1} a_{1}+D_{2} x_{2} a_{2}+D_{3} x_{3} a_{3}+D_{4} x_{4} a_{4}\right\} \bmod L \\
& =[3157(3)(2)+2255(1)(2)+1435(9)(2)+385(18)(4)] \bmod 15785 \\
& =13862
\end{aligned}
$$

## CHAPTER IV

## ANALYSIS OF RESEARCH RESULTS

## Program Correctness

According to Graham and Dennig, it is necessary to prove the program and system correctness through two criteria:

1 Any request made by a user or subject $K_{i}$ which leaves the protection state or the matrix $A$ intact can not be an unauthorized access.
2. Any command made by a user or subject $K_{i}$ which changes the protection state $\mathbf{A}$ can not lead to a new protection state in which some other users or subjects, such as $K_{m}$ has unauthorized access to the same object $L_{j}$.

With respect to the first criteria, if the protection system is correct, the attachment of a unique key, which identifies the commanding subject to every request it makes, allows the protection system to identify the user and the file. It thus makes any reference easier and thus fulfills criteria 1. In another words, since both the Key and the Lock are unique, therefore, all requests are accountable.

The burden of proofs lies on the fact that the protection system calculates the unique key correctly, and the protection system interrogates the correct entry in the access matrix $\mathbf{A}$ and no other monitors except the secured protection system alters the contents of the access. Since no other
mechanism alters the access rights of any file except the protection system, therefore, those files which are accessible to the user will only be presented during the calculation of the keys. Since the sets of access rights of any two users $U_{x}$ and $U_{y}$ are never the same ( though they may have the same set of access rights to the same set of library files, as soon as one of them issues the command to create another new file, or is given a new access right to a new file, the key of the receiving user is not the same any more ), therefore, the keys calculated are always unique.

With respect to the second criteria, the keys are only calculated based on the given access rights $\mathbf{a}_{i j}$ :

$$
K_{i}=\sum_{j=m}^{n} D_{j} \cdot x_{j} \cdot a_{i j} \quad \bmod \quad L=\prod_{k=m}^{n} L_{k}
$$

where $m \leq j \leq n, m \leq k \leq n$, and $m \leq n$ and the protection state of a file can be changed by a user, but the recalculation of the key is done by the mechanism in the protection system and posted to the user 's directory who received the new access right to a given file. If the access right is read, then the user can not change it to write because the key is being calculated and the user can not change the key.

Considering the classical problem of propagation and revocation mentioned widely in most methods. A department head $\mathrm{H}_{0}$ allows a group of n staff members under him $S_{0}, \ldots, S_{n-1}, S_{n}$ to read a very important document of the department. Suppose further that $\mathrm{H}_{0}$ intends that under no circumstances, should $S$ iread this document. Under the access control list method and directory list method, the entry for this file could be revoked and deleted from the list. However, further provisions must be provided to prevent all other group members (from $S_{0}$, to $S_{n}$ ) copying this file indirectly
to S1. Using the improved method of calculating the keys and the locks, any user who does not receive this unique lock number in calculating his or her key, simply can not access that file because it is just not found in his own local directory. Thus, this method provides the possibility of having a policy in which only the owner of a file can have the power to grant access rights to others.

## Time Complexity of the Chinese Remainder Theorem

Since the Chinese Remainder Theorem requires the following formula:

$$
\begin{equation*}
K_{i}=\sum_{i=0}^{m} D_{j}, x_{j}, a_{i j} \bmod \quad L=\prod_{j=0}^{5} L_{j} \tag{1}
\end{equation*}
$$

$m$ : the number of users in the system.
$K_{i}$ : the i user key in the system
$D_{\mathrm{j}}$ : is the product of all the relatively prime numbers except the $j$ th prime

$$
\text { number. It is calculated from } D_{j}=\prod_{x=1}^{5} L_{x} \quad x \neq j
$$

$L$ : is the final product of $S$ relatively prime numbers or all the files in the system.

To deduce the time complexity of the Single Key Access Control using the Chinese Remainder Theorem mechanism, we need to look at the binary operations of the various components in the formula. Since there are $S$ numbers of files in a local binary tree directory, if $L_{i}$ represents a file number, then each binary multiplication needs $O\left(\ln _{2} L_{i}\right)$. Therefore, to
calculate the product of all $L_{i}$, where is $n$, and $n$ is the number of files in the local binary directory, we definitely need ( $n-1) 0\left(\ln _{2} L_{i}\right)$. To deduce the number of operations which are needed for each $D_{j}$, where $D_{j}=L / L_{j}, D_{j}$ needs an operation of $O\left(\ln _{2} L\right)$, since the number of operation depends on the greater number in the division., in this case, the product of $L_{i}, L$. Therefore, to get the total number of operations for all $D_{j}$, where $1 s j \leq n$, we need ${ }^{n} \mathrm{O}\left(\ln _{2} L\right)$. Therefore, total overall number of operations to calculate $L$ and all $D_{j}$ is

$$
(n-1) O\left(\ln _{2} L_{i}\right)+n O\left(\ln n_{2} L\right)
$$

Since the Chinese Remainder Mechanism requires for solving for $X_{j}$ in this equation of $D_{j} x_{j}-1=M_{j} L_{j}$ ( for some value of $M_{j}$ ) ....(1)

To find the time complexity of $X_{j}$, we started with equation (1), nowever; $D_{j}$ could be written as $d_{j} L_{j}+e_{j}$ for some value of $d_{j}$. Thus, we have $e_{j} x_{j}-1=M_{j}{ }^{\wedge} L_{j}$ ( for some value of $M_{j}{ }^{\wedge}$ ) and the time to convert $D_{j}$ needs a modulus operation of $O\left(\mathrm{I}_{2} \mathrm{D}_{\mathrm{j}}\right)$, since finding $x_{j}$ from $e_{j} x_{j}-1=M_{j}{ }^{\wedge} L_{j}$ needs the most time of $O\left(\ln _{2} 5^{0.5} N\right.$ ) - 2, (if $0 \leq x_{j}, L_{j}<$ $N$ ).thus we have the time to find the $e_{j}$. Thus the entire operation of finding a single key is
$(n-1) O\left(\ln _{2} L_{j}\right)+n O\left(\ln _{2} L\right)+O\left(\ln _{2} L / L_{j}\right)+O\left(\ln _{2} 5^{0.5} N\right)-2$

From (1), we know that the entire Chinese Remainder Theorem mechanism costs an upper bound of

$$
\mathrm{nO}\left(\ln _{2} \mathrm{~L}\right)
$$

## Comparison of the Improved Methods with the

## Key-Lock-Pair.Mechanism

The Key-Lock-Pair (KLP) mechanism based on the Chinese Remainder Theorem proposed by Chang requires the system to fetch for a lock of the corresponding file. This unique lock number is required to perform a mathematical operation of $K_{i} \bmod L_{j}$ where $K_{i}$ is the key number of user i. If we assume all locks are stored in a binary tree and the total number of files present in the system is $\mathbf{N}$. Thus, to verify a user access right to a file the number of searching is $\ln _{2} N$. The system also needs to perform the above $K_{1}$ $\bmod L_{1}$ operation. Therefore, total number of operation is $\ln _{2} N+1$.

The key of each user $K$ is calculated based on the Chinese Remainder Theorem. If we represent $j$ th file in the system by a unique number, $L_{j}$. then the key for ith user is calculated using the access right $\mathrm{a}_{\mathrm{ij}}$ of the user to $j$ th file. Then $D_{j}=$ is $L / L_{j}$ and $x_{j}$ can be found by solving $D_{j} x_{j}-1=M_{j} L_{j}$ (for some value of $M_{j}$ ) by using the extended Euclidean's Algorithm. Since $0 \leq a_{i j} \leq 4$ with
$0=$ No access
1 = Execute
2 = Read
$3=$ Write
4 = Own
and $\quad i \leq X_{j} \leq L_{j}$.

## Disadvantages of the KLP mechanism

The main advantage of the KLP mechanism lies on its simplicity and its process during verification of users' access rights. From the
introduction, if we assume that there are $N$ files in the system, then the $N$ lock numbers are stored in a binary tree. Each verification process in this KLP mechanism needs a $\log N$ search as well as one operation of $K_{i} \bmod L_{j}$ to obtain $\mathrm{a}_{\mathrm{ij}}$.

However, if we assume Musers in the system, this method has the following disadvantages and there can be observed as follows.

MKeys Calculation After One File Addition. Any addition of a new file by a user in the system requires the system to recalculate each user's key. Even though many users may not have any access right to that file and receives a zero for their access rights towards that file, we still require the unique lock number of the new file to recalculate all the keys in the system because $D_{j}=$ is $L / L_{j}$. With $M$ users in the system, then we need to recalculate $M$ times. If we denote $T_{c}$ as the time required to calculate the key of one user, then there is a $\ln _{2} \mathrm{~N}$ search for the right place to insert and $M^{*} T_{c}$ for $M$ users. This clearly takes up tremendous amount of system time to include all the lock numbers in the calculation.

## MKeys Calculation after One File Deletion. As we can see from

above, if any user in the system decides to delete a file in the system, since the corresponding lock number and the access right have to be removed from each key calculation, all the keys in the system would then need to be recalculated with $M$ calculations. Thus, with the $\mathrm{I}_{2} \mathrm{~N}$ search for the right file to delete, then another $M^{*} T_{c}$ to recalculate $M$ keys after a file deletion.

Long Search Time During Each User Verification. When a user wants to access a file, the system needs to verify the legitimacy of the access request of the user. The user may issue a string for the file name. If we
assume that each file name and its corresponding unique lock number is stored in a binary tree, then we need to have a $\mathrm{ln}_{2} \mathrm{~N}$ search for the lock number and then perform the verification by performing $K_{i} \bmod L_{j}$ operation. Therefore, total time during user verification is $\ln _{2} N+1$. With a large number of users and numerous files in the system, the search for user verification takes up a lot of time.

## Advantages of the Improved Method Over the KLP

One Key Recalculation During Each Insertion of File. Since each file is inserted into both the local binary tree of the owner as well as the system global binary tree, we need to search for the correct positions in both binary trees to insert the file. Thus, the improved method requires $\log n+\log N$ searching if we assume there are $n$ number of files in the local binary tree and $N$ number of files in the global binary tree. Therefore, total time required to perform an insertion is $\ln _{2} n+\ln _{2} N+T_{c}$ instead of $\ln _{2} N+M^{*} T_{c}$ in the KLP mechanism.

Qne Key Recalculation During Each Deletion of File. When there is a deletion of file, it is the same case as the insertion and there is only one recalculation of key. Thus the total time is $\ln _{2} n+\ln _{2} N+T_{c d}$ as compare to the KLP mechanism which requires $\ln _{2} N+M * T_{c d}$, if we denote $T_{c d}$ as the time needed to recalculate the key after the file deletion.

Shorter Search Time for User Verification. In the research procedure, the analysis below shows it has shorter searching time during user verification.

1. Lowest Hierarchy Has $\ln _{2} n+1$ Time

In the user hierarchical nodes, it is reasonable to assume that there are more than $50 \%$ of the users in the lowest hierarchy of the system. For example, students account in the university is more than the faculty and administrative account. When users in the lowest hierarchy issue commands to access a certain file, they have only $\ln _{2} n+1$ number of operations. They could only search for files in their local binary tree where $n$ is assumed to be the number of files in the local binary tree. The rule is that if they found the file in the ir local binary tree, the total time of operation is $\ln _{2} n+1$ where $n_{2} n$ is the worst case searching time and perform a $K_{i} \bmod L_{i}$ operation. If that file is not found in the local binary tree, then that means the user can not access that particular file.

## 2. Higher Hierarchy

Since the node in the higher hierarchy comprised less than 50\% of the system population, the node in the higher hierarchy requires $\log n+1$ operations if the accessed file is in the local binary tree of the user. If the accessed file belongs to the accessor's descendent, then the accessed file may not be found in the local binary tree, and the system needs to find that file in the global binary tree to find the owner of the accessed file. One more comparison is needed to determine the relationship between the accessor and the owner of the accessed file. The accessed file could only be accessed by the ascendent of the owner. Therefore, in the worst case analysis, the total number of operations is $\ln _{2} n+\ln N+1$ if the accessed file is not found in the local binary tree of the accessor.

For nodes in this higher hierarchy, there is a possibility that the system may not find the file name in the local binary tree, then we denote
$P$ as the percentage of finding the $j$ th file in the ith user local binary tree.
$(1-\mathrm{P})$ is the percentage that this file is not found in the local binary tree.

Therefore, the node in the higher hierarchy needs an operation of
$\mathrm{P}\left(\ln _{2} \mathrm{n}+1\right)$ if the file he wishes to access is found in his local binary tree.
$(1-P)\left(\ln _{2} n+\ln _{2} N+1\right\}$ if the file belongs to one of his descendents and thus
the file is not found in his local binary tree.

Therefore, if the total number of operations in the KLP mechanism is $Y_{\text {KLP }}$ and the total number of operations in the improved method is $Y_{\text {NEW }}$. Then $Y_{\text {KLP }}=\ln _{2} N+1$ to verify a user status in accessing a file, where $N$ is the total number of files present in the system. For the improved method,
$Y_{\text {NEW }}=P\left(\ln _{2} n+1\right)+(1-P)\left(l n_{2} n+\ln _{2} N+1\right)$ with
$n=$ average number of files in the local binary tree,
$N=$ total number of files in the global binary tree as the KLP
mechanism.
simplifying, we have

$$
\begin{aligned}
& Y_{\text {NEW }}=P \ln _{2} n+P+\ln _{2} n+\ln _{2} N+1-P \ln _{2} n-P \ln _{2} N-P \\
& Y_{\text {NEW }}=\ln _{2} \mathbf{n}+\ln _{2} \mathbf{N}+1-\operatorname{Pln}_{\mathbf{2}} \mathbf{N}
\end{aligned}
$$

when the population comprises less than $50 \%$ of the system population, we need to prove that under normal circumstances, most users would access files that are legitimately accessible by them, thus under that assumption, $P$ is close to 1 . Since our handicap in this analysis is the difficulty in measuring $P$, or the probability of a user legitimately accessing a file, our justification is that when most users access their own file, the KLP mechanism has a higher number of operations than the improved method. If that is true, then

$$
\begin{aligned}
& Y_{\text {KLP }}-Y_{\text {NEW }}>0 \ldots(1) \\
& \text { Then }\left\{\begin{array}{l}
\left.\ln _{2} N+1\right]-\left\{\ln _{2} n+\ln _{2} N+1-P \ln _{2} N\right]>0 \\
\Rightarrow \ln _{2} N+1-\ln _{2} n-\ln 2 N-1+P \ln _{2} N>0 \\
\Rightarrow P \ln _{2} N-\ln _{2} n>0 \\
\Rightarrow P>\ln _{2} n / \ln _{2} N
\end{array}\right.
\end{aligned}
$$

The analysis is that, as long as $P$, the probability of a user legitimately accessing a file, is greater than $1 n_{2} n / / n_{2} N$, the KLP mechanism has a longer verification time than the improved method. Since the value for $1 n_{2} \mathrm{n} / \mathrm{ln}_{2} \mathrm{~N}$ is relatively small for a large database system, we conclude that, under normal circumstances, P is close to 1. Therefore, in this improved method, the user in the higher hierarchy also has a shorter total number of operations. in addition, user in the lowest hierarchy always has ${ }^{n} n_{2} n+1$ total operations. Thus, overall, the improved method has a shorter verification time than the KLP mechanism.

## CHAPTER V

## SUMMARY OF RESEARCH THESIS

Summary

Secured system and secured database are essential for data accuracy and information integrity in modern computing environment. Therefore, when designing the operating system or database system, great effort and time must be devoted on considerations of having a secured system that is free from undetected and unverified access on any information files. A secured system must be able to provide the mechanism for both separation of all users information as well as sharing of certain sharable informational files; these mechanism must be robust and yet easy to use.

A system designer is charged with the duty of finding out what should be protected as well as understanding the environment the protection system is based on. Through studying models, the essential components of a system is identified, and the interactions between these components must be studied carefully in order to design an efficient system. This research project referenced the Graham-Denning Monitor model. Therefore, criteria of the model are followed and can be seen throughout the content of this research project. Since the model calls for the protection of objects in the system and thus requiring the separation of subjects and objects, the Chinese Remainder Theorem is used to implement the separation as well as the necessary verification upon attempted access. Various mathematical verifications were given on the mechanism to show that this mechanism
works in accordance with the model criteria. Each user in the research project belongs to a node in the hierarchical structure.

Generally, the rule set up is that users in the lower hierarchy do not get more resources. In another words, they do not have more access rights towards a fix number of files or they have less library files that can be accessed. In the implementation of this research project, the keys represent the subjects and the files represent the objects to be protected. Any access of objects need a user's key to verify the access rights. This mechanism is performed in the protection system, which is ideally placed close to the hardware of the computing environment. Thus, in the implementation process, various binary operations were coded to show that the mechanism can be implemented close to the hardware as well as preserving the accuracy of the mechanism.

In the analysis of the research project, discussion is provided on the mechanism correctness by show ing close aff inity to the two basic assumptions.

Finally, the analysis shows the performance of the Chinese Remainder mechanism required a time of $O\left(\ln _{2} L\right)$ where $L$ represents the product of all the coprime numbers in a local binary tree. The research projcet shows that Single Key Lock mechanism could be done much faster in terms of key calculation, insertion of files, deletion of files and finally verification time.

## Future Work

Further research could be geared towards faster performance of the mechanism by considering the faster multiplication of binary numbers. Calculation requirement of keys for users in the same functional group when
a new file is introduced could be further improved using some other mathematical mechanism. The storage structure for the keys could be modified to splay tree instead of a height balanced tree if priority of the subjects could be determined.
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APPENDIXES

## APPENDIX A

PROVE OF A COMPLETE RESIDUE SYSTEM MODULO M

A If $C$ is a complete residue system modulo $m$ and $(a, m)=1$, then the set

$$
C^{\prime}=(a x+b / x \in C)
$$

is a complete residue system modulo $m$.
PROOF: According to the definition of a complete residue system modulo $m$, each integer is congruent to one and only one of the members of the set. Assume that $a x_{1}+b=a x_{2}+b(\bmod m)$
for two members $x_{1}$ and $x_{2}$ of $C$. Then

$$
\begin{aligned}
a x_{1} & =a x_{2}(\bmod m) \\
\text { Then } \quad x_{1} & =x_{2}(\bmod m)
\end{aligned}
$$

since $(a, m)=1$. However, this contradicts the hypothesis that
$x_{1}$ and $x_{2}$ are members of $C$ since no two members of a complete residue system modulo $m$ are congruent. Hence.
$C^{\prime}=\{a x+b \mid x \in C\}$
is a complete residue system modulo m .

## APPENDIX A (Continued)

B If $(a, m)=1$, then the linear congruence $a x=0($ mod $m$ ) has exactly one unique solution for incongruent solution).

PROOF : Let C represents any complete residue system modulo $m$.
By the above theorem, the set $\langle a x / x \in C$ ) i also a complete residue system modulo $m$. Therefore, there exists only one element $x 0 \in C$ such that $a x_{0}$ is congruent modulo $m$ to a given integer $b$. Hence, the linear congruence $a x=b(\bmod m)$. where $(a, m)=1$, has exactly one incongruent solution $x=x_{0}(\bmod m)$

## APPENDIX B

PROVE OF $(a+b) \bmod c=[[a(\bmod c)]+b] \bmod c$

To prove $(a+b) \bmod c=([a(\bmod c)]+b)(\bmod c)$

$$
\text { proof } \begin{aligned}
& (a+b) \bmod c \\
& =a(\bmod c)+b(\bmod c) \\
& =[a(\bmod c)](\bmod c)+b(\bmod c) \\
& =[a(\bmod c)+b](\bmod c) \text { QED }
\end{aligned}
$$

APPENDIX C

FIGURES


Figure 1. System View of SKL

|  |  |  |  |  | F | E 5 <br> FIL |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| USER 1 | 0 | R |  | R |  | R | E |  |
| USER 2 | R | 0 |  |  |  |  | 0 | O |
| USER 3 | R |  | R |  | R | R | R |  |
| USER 4 | R |  |  |  |  |  |  | E |
| USER 5 | W | R | R | E | E | E | E | E |
| USER 6 | - | E | R | W |  |  | E | E |
| USER 7 | - | - | - | R |  |  | E |  |
| USER 8 | - | E | E | - | R | 0 | W |  |
| USER 9 | - | E | E | W | - | R | W |  |
| USER 10 | - | E | W | E | - | E | W | W |

Figure 2.0. Access Control Matrix


Figure 2.1. Directory Access Control


Figure 2.2. Access Control Lists


Figure 2.3. Structure of the Key-Lock-Pair Mechanism



System Global File
Each File in the global binary tree has a pointer that points to the owner of the file.
The calculation of each user key is based on the lock number in their own local binary tree.

Figure 3.1 Hierarchical User Structure With Local Binary Directory


L1, L2, L3 representing the 3 files by System Ad.
FIAU1 represents file owned by user 1 from department A.

Figure 3.3. System View of Example File Structure

## APPENDIX D

SIMULATION OF A HIERARCHICAL SINGLE-KEY-LOCK ACCESS CONTROL USING THE CHINESE REMAINDER THEOREM

```
    #include "header.h"
    /*
    Name : Lee, Kin Sin
    Tittle : Computer Simulation on the Single Key Access Control using the
                        Chinese Remainder Theoren.
    Froject : Thesis Project for the Master of Science in Computer Science.
    Frogram Description: This program will simulate the Single Key Access
        Control using the Chinese Fewainder Theorem. Each user in the
        computer system is given a node and they are being inserted into
        an ordinary tierarchical tree.
    Hierarchical Tree : Each user node contains information on the access rights
        of the user. A user is given some strings to identify the user
        himself as well as the department and the group that he belongs to.
        The key where the calculation is done is stored in the user node.
        The value of L where L represents the product of all the file
        number that is accessible by the user. Since the users on the same
        level have the same pririoty with the user himself, a pointer is
        inside the user node to let the process knows of the presence of
        other u5ers. A pointer is also provided for users of lower level
        than hif. A tree node is also provided to let the users have their
        files represented. Each file that is accessible by the user is
        being inserted in the local binary tree of the user. If the user
        wants to access a file, the operating system will check the
        legality of the request by retrieving the prime file number
        and retrieving the key of the user and perform the
        Key 眧d Luck = access rights. If the request is less than or
        equal to the access rights, then the request is granted.
        Else the request is not honor.
    Binary tree : This binary tree will store all the necessary information on the
        file that is accessible by the user. Each node contains names
        of the file, the tag for rotation of the tree. A file number which
        is prime and represents the uniqueness of the file in the systen. A pointer
        that points to the owner of the file. Two additional pointers that
        points to the right and left childen.
    Logon On Structure: The function of this structure is to provide the process to
        recognize the user and passwords when they log on to the system, only
        recounizable password will be given access and directed to the
        correct usernode in the hierarchical structure.
    |
STFUCT tree_node_rec \I
| CHAR info[mAXLEN]: /inino is the file name |/
| INT taq! /% to store the tag number of the file for easy balancing %/
    INT fnum; /# to store the prime number associated with the file #/
    STRUCT heirarchy mownerpt; il a pointer that points to owner of file i
    STRUCT tree_node_rec llpt; /*the left tree pointer #/
    STFUCT tree_node_rec *rpt; /% the right tree pointer #/
        H} tree_node_type;
```

STRUCT heirarchy If
I CHAR usernamelmaxlenj; /: the user name in the system */ CHAR deptname[MAXLEN]; / the departwent the user belongs to $\# /$ CHAF groupname[maxLEN]; / the group name the user belongs to $\$ /$
CHAR key[mAX]; it the value of the key in binary for : $/$
CHAR large[mAl]; / the value of all file number in the directory $\$ /$
STRUCT heirarchy tnext; / the next hierarchy pointer
STRUCT heirarchy domn; the subrodinate users in the systef $\ddagger /$
STRUCT tree_node_rec thead; /t the head of the local directory $1 /$
i) heirarchy_entry:
STRUCT logon If
1 CHAF U5ername[MAXLEN]; / the user name in the syster $\$$ :
CHAF passwordMAXLEN]; / the password string belongs to the user $\$ /$
STFUCT heirarchy theirarchy_ptr: the pointer that points to heirarchy :/ STRUCT logon down; / the down pointer $\ddagger /$

## - li logon_entry:


INT prime[Maxprise], primeindex, num;
CHAR first,second,str[80], globalkey[MAX], globallarge[MAX], dj[100][MAK], xj[100][MAK], aij[100][MAK];
STFUCT heirarchy th_start;
STRUCT tree_node_rec tolobalhead;
STRUCT logen llogon_start, llogon_last:

Function Main: The function of the wain prograi is to call various subsystems to facilitate the calculations of the key. It will call getprimell to produce a number of prime numbers which serves as the unique number when calculating the key. It also has a loop that will keep reading the input file for new users log on and new comand issued. Thus, the eiphasis of this progralis is on the batch processing of the various cotimand.

## 

- -anainl) |l
$h_{s}$ start=NULL:
logon_start=10üon_last=NUL:
globalhead $=$ NULL:


1 exitio);
$1 .-1$
$f g=$ fopen("globaltree.dat", "w");

1 exiti0)
$1-13$
getprimell;
primeindey $=2$;
$\square$ WHILE (!feof(fp)) if
$1 \quad$ IF (fgetsistr, $90, f \mathrm{f})$ ) |f
$1 \quad 1 \quad$ IF (str[0] = ' ' 1 ') tatch_process(1;
$1 \quad 1 \quad$ ELSE separate_string O:
$1 \quad 1$
06

```
    /# search(h start); \/
| it print logon(logon start/: \/
l felose(fg);
f feluse(fp):
L--13
```



```
    The getprime function will generate the prime numbers needed in the
    calculation of the keys and when which new file is being added into the
    systen, the system will assign the new prime number for the file and this
    number will stay with the file for its entire life in the system. The
    prime numbers are stored in an array of integers and when ever there are
    needed, the systew will fetch the number from the array.
```



```
    getprime0
H
    FEGISTEFi i,k,5uccess:
    INT current,inde%;
|
    prime[0] = current = 2;
    indey = 0;
| FOR (i=1; i< Maxprime; i++) \/ 
| success = 0;
|| |WHILE (succes5 != |) \\
|| ! current += !;
| | | FOR ik =0; : <= index; k++\ |f
| | I IF (icurrent % prife[k]) == 0) EREAK;
| | | IF ( (prime[k] * prime[k]) >= current) success=1;
| | IF {success == 1) BFEAK:
11 !--1)
11 1-W
|| prime[i] = current:
| index = i;
1-m
| FETURN:
1-1)
```



```
    The separate string is called by the main function and it will separate
    the string that the main function sent into separate comend that is
    recognizable by the system. Its primary function is to call various
    functions like the form_depart㲓ent, form_group, and forimember with
    the commands iscued in the batch file.
```



```
    separate_strimụil
- 
                    CHAR s[80], name[MAXLEN],deptname[mAXLEN],groupname[MAXLEN],
                pas5wordIMAXLEN];
            REGISTEFi INT i,j,k;
            i=j=0;
            strcpy(s,str);
            WHILE(5[i] != '') \{ name[j] = s[i]; it+! j+t: |
            name[j] = '10';
```

```
160 |
| IF (5[i+1]== 's')\{
| |-IF (s[i+2]=='Y'\\\
| j j=0; i += 4;
| | WHILE {s[i]!= '\0'\ \{ password[j]= s[i]: it+! j+t: |
    pas5word[j] = '10';
        form_5y={name,passwordi;
        i)
        O-ELSE \i
            j=0; i += 4;
            WHILE[s[i]!=' ') \{ deptname[j]= s[i]; i++; j+t; \}
                deptname[j] = '\0';
                i += 1; j =0;
                WHILE[s[i] !=''| \/ groupname[j] = s[i]; j+t; j+t; \}
                grouprame[j] = '10';
                i +=1; j =0;
                WHILE[s[i] != 'l0') \{ password[j] = s[i]; i+t; j++! |
                pas5word[j] = ' }10\mathrm{ ';
```



```
    --13
    H-ELSE |
        k= i + 1;
        i += 4; j =0;
        WHILE [s[i] != '') \/ deptname[j] = s[i]; i++: j++; |
        deptrame[j] = '10';
        i += 1; j =0;
        WHILEES[i]!= ' (0') \{ password[j] = s[i]; it+! j+t; \
        password[j] = '10';
        IF (s[k] == 'd') form_deptiname,deptna⿱㇒⿻丷木心,passwordi;
        ELSE for自_groupinaine,deptname,password);
```



```
    The function of this form_ Eys is to declare a new node in the hierarchy
    and see that approprite addresses are set up. The systefi administrator
    controls has the power of the superuser in Unix. It could delete user in the
    system, delete files and perform yarious system adwinistration work.
```



```
    form_sys(i,p)
    CHAF: #n,tp:
\M
            STFUCT heirarchy inemnode:
            STRULCT logon inewlogon:
    -MF IF_start ==NULL) |
| | newnode = (STRUCT heirarchy #) walloc(SIZEOF (heirarchy_entry)!;
| r-IF (inemode) | printf("out of memory in form systen administrator in");
```

```
1 Eyit(0)
```

1 Eyit(0)
| strcpy(newnode-`username,n); | strcpy(newnode-`username,n);
| newnode->deptname[0] = '$';
| newnode->deptname[0] = '$';
| newnode->groupname[0] = '$';
| newnode->groupname[0] = '$';
strcpy(newnode->key, "00");
strcpy(newnode->key, "00");
strcpy(newnode->large, "01");
strcpy(newnode->large, "01");
newnote->next = newnode->dawn = NULL;
newnote->next = newnode->dawn = NULL;
newnode->head = NULL;
newnode->head = NULL;
h_start = newnode;
h_start = newnode;
newlogon = (STFULCT logon \)walloc(SI ZEOF(logon_entryl):
newlogon = (STFULCT logon \)walloc(SI ZEOF(logon_entryl):
M-IF (!newlogon) \/
M-IF (!newlogon) \/
1 printf("out of me⿱⺈⿵⺆⿻二丨⿱刀⿰㇒⿻二丨冂刂⿱亠⿻⿰丿亅八⿱㇒⿻二亅⿱⿰㇒一十凵人
1 printf("out of me⿱⺈⿵⺆⿻二丨⿱刀⿰㇒⿻二丨冂刂⿱亠⿻⿰丿亅八⿱㇒⿻二亅⿱⿰㇒一十凵人
enit(0):
enit(0):
--1)
--1)
strcpy(newlogon->username,n);
strcpy(newlogon->username,n);
strcpy(newlogon->pas5word,pi;
strcpy(newlogon->pas5word,pi;
newlogon->heirarchy_ptr = newnode; / the logon ptr points to new hierarchy node \$/
newlogon->heirarchy_ptr = newnode; / the logon ptr points to new hierarchy node \$/
logon_start = logon_last = newlogon;
logon_start = logon_last = newlogon;
-1)
-1)
| (-- ELSE \/ printf!"check why is there another sy5tem administrator in");
| (-- ELSE \/ printf!"check why is there another sy5tem administrator in");
| exit(0);
| exit(0);
1 - - \
1 - - \
L---\

```
L---\
```




```
This forf department function is called by the separate string and its
```

This forf department function is called by the separate string and its
primary function is to forfil the department head and perform various
primary function is to forfil the department head and perform various
addresses set up in the hierarchical tree for the users. It declares a new
addresses set up in the hierarchical tree for the users. It declares a new
node and copy the necessary information to identify the node and link it
node and copy the necessary information to identify the node and link it
to the hierarchical tree.

```
to the hierarchical tree.
```




```
forf_dept(n,d,p)
```

forf_dept(n,d,p)
CHAR In,\#d,*p:
CHAR In,\#d,*p:
-W
-W
| STFUCT logon \#newlogon, Icurlogon;
| STFUCT logon \#newlogon, Icurlogon;
STFUCT heirarchy tnewnode, tcurnode;
STFUCT heirarchy tnewnode, tcurnode;
newnode = (STFUCT heirarchy |malloc(SIZEOF(heirarchy_entry));
newnode = (STFUCT heirarchy |malloc(SIZEOF(heirarchy_entry));
--IF (!newnode) If printf("out of memory in form department!n ");
--IF (!newnode) If printf("out of memory in form department!n ");
| enit(0);
| enit(0);
L--1)
L--1)
strcoy(newnode->username,n);
strcoy(newnode->username,n);
strcpy(newnode->deptname,d):
strcpy(newnode->deptname,d):
nemnode-\groupname[0] = '$';
    nemnode-\groupname[0] = '$';
strcpy(newnode->key, "00"):
strcpy(newnode->key, "00"):
strcpy(newnode->large,"01");
strcpy(newnode->large,"01");
newnode->next = newnode-\down = NULL;
newnode->next = newnode-\down = NULL;
newnode->head = NULL;
newnode->head = NULL;
curnode =h_start:
curnode =h_start:
IF (curnode->down == NULL) curnode->down = nemnode:
IF (curnode->down == NULL) curnode->down = nemnode:
|-ELSE |

```
    |-ELSE |
```



```
    l.-ilol
        newlogon = (STRUCT logon t)malloc(SI ZEOF (logon_entry));
        -I--IF (!newlogon) \{ printfi" out of menory in newlogon in form group \n"):
    I Exit(0);
    L-13
        strcpy(newlogon-`username,n);
        strcpy(newlogon->paseword,p);
        newlogon->heirarchy_ptr = newnode;
        newlogon->down = NULL;
        logon_last->down = newlogon;
        logon_last = logon_last->down;
--il
```



```
    form_畋的er (n,d,g,p)
    CHAFi in,#d,ig,*p;
1----M
        STFUCT heirarchy #nemnode, tcurnode:
        STRUCT logon tnewlogon;
        newnode = (STFUCT heirarchy |falloc(SI ZEOF (heirarchy_entry));
    |-IF (!newnode) \{ printf("out of memory in form member of newnode (n");
    l exitio);
    -_U
        strcpy(newnode->username,n);
        strcpy(newnode->deptnaine,d);
        strcpy(nemode->qroupname,g);
        strcpy(newnode->key, "00");
        strcpyinewnode->large,"01");
        newnode-\next = nawnode-\down = NULL;
        newnode->head = NULL;
        curnode = h_start->down;
        WHILE (strcmplcurnode->deptname,d) != 0 &% curnode->next != NULL)
            curnode = curnode->next; /$ find the deptname $/
        curnode = curnode->down; /: found the dept and search down for group ;
        WHILE (strcmpicurnode->username,g) != 0 ft curnode-inext != NULL)
            curnode = curnode->neart;
        IF (curnode-jdown == NULL) curnode-jdown = nemnode;
        EMELSE |
        | curnode = curnode-\down;
            WHILE (curnode->neyt != NULL) curnode = curnode-`next;
            curnode-jnext = newnode;
        \--u
        newlogon = (STRUCT logon lmalloc(SIZEOF (logon_entry)):
        r-IF (!newlogon) \{ printf("out of memory in newlogn of form member (n");
        | Eyit(0):
    1.--\
        strcpy(newlogon->username,n);
        stripy(newlogon-jpassword,p);
        newiogon--heirarchy_ptr = newnode;
        newlogon->down = newlogon->down;
```

```
| logon last->down = newlogon:
| logon_last = logon_last->down;
L---1)
```



```
    This batch process is called by the main function and it will separate
    the string send into syster recognizable form so that the various comand
    could te performed. It will simulate the eight file manipulation comands
    discussed in the thesis. There are
    1. Read a file i.e user r filename
    2. Write a file user w filename
    3. Execute a file user e filename
    4. Create a file user or filename
    5. Copy a file user cp sourcefilename targetfilename
    b. Delete a file user d filename
    7. List members user la
    8. List files user If
    7. Allow access for a file for individual member.
                    user ai targetuser filename access right.
        i.e user A allows user B to read his file name Fl.
            A ai BFl r
    10. Allow group access:
        This command allows the entire department or group to access his file
        comand is: user ag targetgroup filename access right.
        i.e. user root departeent Comp to read and execute library file F2.
        cominand : root ag Comp F2 r
    11. The cosmand to create a user in the system.
```



```
    12. Change Directory : This comwand is designed for the user in the higher
                hierarchy. It allows user in the higher hierarchy
                to go to a directory that belongs to his subject.
        i.e. usernamel cd username2
        In this case, userl is the superior node of user2, thus, useri
        could change directory to user2 directory.
```



```
    batch_process()
1-1%
            CHAR 5[80],name[HAXLEN],filenamel[MAXLEN],fileriame2[MAXLEN],
            loc[MAXLEN],ar:
            FEGISTEF INT i,j;
            i =1; j=0;
            strepy(s,str);
            WHILE {s[i] != ' ') \{ name[j] = 5[i]; i+t; j+t; \}
            name[j] = '0';
            strcpy(loc,namel;
    M-IF (lfch = fopen(loc, "a"))== NULL) \{
            printf("can't open file %=in",loc);
            exit(0);
    \-13
            strcatlloc,"tree.dat"/;
    1-IF (if) = fopen(luc,"a"))== NULL) \{
    | printf("can't open file %siri",loci;
```

```
        exit(0):
```

        exit(0):
    L-M
    L-M
    first = s[i+1];
    first = s[i+1];
    second = 5[j+2];
    second = 5[j+2];
    i += 4; j =0;
    i += 4; j =0;
    WHILE (!(s+i) != ' ') \
    WHILE (!(s+i) != ' ') \
    | V-IF (isalnum(tis+i)!) \{ \(filenamel+j)= \(5+j);
    | V-IF (isalnum(tis+i)!) \{ \(filenamel+j)= \(5+j);
        | i+t; j++;
        | i+t; j++;
        \1)
        \1)
        ELSE i++;
        ELSE i++;
    -1)
    -1)
    (filenamel+j) = ' }10\mathrm{ ';
    (filenamel+j) = ' }10\mathrm{ ';
    SWITCH(first) \
    SWITCH(first) \
        r-CASE 'c': SWITCH(second) \i
        r-CASE 'c': SWITCH(second) \i
        CASE 'r':
        CASE 'r':
                                    create_filelname,fileramel);
                                    create_filelname,fileramel);
                                    BFEAK;
                                    BFEAK;
                                CASE 'p': i += 1; j=0;
                                CASE 'p': i += 1; j=0;
                WHOLLE( \s+i) != '10')\{
                WHOLLE( \s+i) != '10')\{
                    |-IF {isalnu(\(s+i))\\{
                    |-IF {isalnu(\(s+i))\\{
                        (filename2+j)= (s+i);
                        (filename2+j)= (s+i);
                        i++; j+t;
                        i++; j+t;
                                ELSE i++;
                                ELSE i++;
    \(filename2+j) = ' }10\mathrm{ ';
    \(filename2+j) = ' }10\mathrm{ ';
        copy_file(name,filenamel,filename2);
        copy_file(name,filenamel,filename2);
                        BREAK:
                        BREAK:
                CASE 'd': change_diriname,filenamell;
                CASE 'd': change_diriname,filenamell;
                    BFEAK;:
                    BFEAK;:
                DEFAULT : fprintf(fch,"problem in inner switch ");
                DEFAULT : fprintf(fch,"problem in inner switch ");
                    printf("\n problem in inner switch "):
                    printf("\n problem in inner switch "):
                    exit(0):
                    exit(0):
        BREAK:
        BREAK:
        CASE 'r': execute_file(na\mp@code{ue,filenamel, 2i;}
        CASE 'r': execute_file(na\mp@code{ue,filenamel, 2i;}
                BFEAK;
                BFEAK;
        CASE 'W': execute_fileiname,filenamel,3!;
        CASE 'W': execute_fileiname,filenamel,3!;
            BREAK:
            BREAK:
        CASE 'e': execute_file(name,filenamel,l);
        CASE 'e': execute_file(name,filenamel,l);
        BREAK;
        BREAK;
        CASE 'l': IF (second == 'f') list_file(name);
        CASE 'l': IF (second == 'f') list_file(name);
            ELSE list_menber inamel:
            ELSE list_menber inamel:
            BREAK;
            BREAK;
        CASE 'd': printf("will delete file %s by user %sln", name,filenamel);
        CASE 'd': printf("will delete file %s by user %sln", name,filenamel);
        delete_file(name,filemanel);
        delete_file(name,filemanel);
        BFEAK;
        BFEAK;
    CASE 'a': i += i; j = 0;
    CASE 'a': i += i; j = 0;
        WHILE (s[i] != ' ') |{ filenamR2[j] = s[il; it+; j+t; \j
        WHILE (s[i] != ' ') |{ filenamR2[j] = s[il; it+; j+t; \j
        filename2[j] = '10'; ar = s[i+1];
        filename2[j] = '10'; ar = s[i+1];
        allow_accessiname, second,filenamel,filename2,arl;
        allow_accessiname, second,filenamel,filename2,arl;
        BFEAK:
        BFEAK:
    DEFAULT : fprintflfch,"problem in outer switch of tatch process in"l;
    ```
    DEFAULT : fprintflfch,"problem in outer switch of tatch process in"l;
```

| 478 | atf("problem in outer switch of batch process in'); |
| :---: | :---: |
| 479 | exitiol: |
| 480 | 14 |
| 481 | 1 fclose(fth); |
| 482 | fllose(fl); |
| 483 | $\underline{-13}$ |
| 484 |  |
| 485 | This function, upon receiving the separate string will check for the a |
| 486 | approprite password in the systen and call insertion to insert this file into |
| 487 | the glotal binary file. Then it will call calkey to calculate the key of this |
| 488 | new user and then call insertion again to insert the file into the directory |
| 469 | of the user. |
| 490 |  |
| 491 |  |
| 492 | CHAR in, if: |
| 493 | $\square$ |
| 494 | STRUCT logon icurlogon; |
| 495 | I STRUCT heirarchy tcurnode, theipt: |
| 496 | 1 CHAFi tintzbinli |
| 497 | 1 |
| 498 | curlogon $=10 \mathrm{log} n_{-}$start; |
| 499 | \| WHILE(strcmplcurlogon->username,n) $!=0$ iti curlogon->down ! = NULL) |
| 500 | - curlogon = curlogon->down; |
| 501 | 1 |
| 502 |  |
| 503 | ( insertionif, \&qlobalhead, heipt, 1); passed in for global bintree \$/ |
| 504 | - calkeyicurnode, 4,0, 01; |
| 505 | \| insertion(f, dicurnode->head), heipt, 01; /t insert in local bintree ${ }^{\text {(/ }}$ |
| 506 | 1 primeindex+t; |
| 507 | \| FEETUFN; |
| 508 | - |
| 509 |  |
| 510 | This calkey will receive the usernode from the calling function. It will |
| 511 | calculate the the key based on the Chinese Remainder Theorefif and use the file |
| 512 | (unique) numbers froin the file to calculate the Dj or the sumation of all |
| 513 | files in the directory. It started off by calculating $L$, the product of all |
| 514 | file numbers and stored $L$ in the string provided by usernode. Then using the |
| 515 | old key and the file numbers in the directory, it will calculate the access |
| 516 | rights of various files and stored them in the array of string. The Dj value |
| 517 | is also calculated at the same tine using $\mathrm{Dj}=\mathrm{L} / \mathrm{Lj}$ with L is the product |
| 518 | of all Lj stored theminto the array of string. The modulus of Dj, dj is also |
| 519 | calculated using dj $=\mathrm{Dj}$ mod Lj and stored into the dj array. The xj is then |
| 520 | calculated using the Eucledian alyorithm and stored in the xj array. Thus, the |
| 521 | key could be then calculated using key = Dj.xj.aij + Dk.xk.aik + ... mod L |
| 522 | where j,k,l, ¢i........... $=$ number of files in the directory. |
| 523 |  |
| 524 | calkey (en, accright, givenfilenum, fromgroupaccess) |
| 525 | STFUCT heirarchy \#En; |
| 526 | INT ascright, givenfilenum: |
| 527 | $\cdots$ |
| 558 | CHAR tresult, fn[mAK], sum[mAX], ismalldj, tempsum[MAX], |
| 527 |  |
| 530 | UNSIGNED LONG INT locdj, loclj, bin2int); |

```
| FEGISTER INT i,k:
    VOID calacc();
|-MF (en->head == NULL) \/
|| \IF (fromgroupaccess == 1) \
| ■-5WITCH(accright)\i
|| | | CASE 1: strcpyicn->key,"0001");
BREAK;
CASE 2: strepyien->key,"0010");
BREAK;
CASE 3: strcpy(cn-jkey,"0011");
BREAK;
DEFAULT: printf("error in calkey calculating fromgroupaccessin");
-13
    result = int2bin(givenfilenum);
    -H
    OELSE \{
    | strcpyien->key,"0100");
    result = int2bin(prime[priceindex]);
        -\
    i=0;
        WHILE (tiresult+i) != '10') \
                        cn->]arge[i] = (iresult+i);
                        i+t;
        L-4
        cm->large[i] = '10';
        RETUFN;
    1-\
    nu* =0;
    MF (accright != 0) \<
        -IF (fromgroupaccess == FALSE) \{
            result = int2biniprime[primeindex]l; /it convert the new filenum to bin wi
                i =0;
            WHILE (iresult+i) i= '(0') K
        | fr[i] = (result+i);
        i+t;
        L---13
        fn[i] = '10';
            M
            ELSE \{
            result = int2binigiventilenuml;
            i = 0;
                WHILE (t(result+j) != '10')\{
                        | fn[i] = ((result+i);
                        i i+t;
                --
                fn[i] = '10';
        H
        strcpy(temp,cn->large);
        strcpy(templ,fn);
        result = mul(tempi,temp);
        /* result = mul (fr, cn->large) cal the siụma L ##/
```

```
i i=0;
    WHILE (!(result+i) != '(0') \{
            cn->large[i] = (iresult+i);
            i++!
    L-H
    cn->larqe[i] = '10';
    strcpy(globallarge,cn->large);
    strcpy(globalkey,cn->key);
    |
    ELSE \{
        strcpy(globalkey,cn->kev);
        strcpy(globallarge,cn->large);
    -1)
    calacc(en->head);
MF (accright != 0) \{
        IF (accright == 4) strcpy(aij[nu(1), "0100");
        ELSE IF (accright == 3) strcpy(aij[num],: 0011");
        ELSE IF (accright == 2) strcpy(aij[num],"0010");
        ELSE IF (accright == |) strcpy(aij[num],"0001");
        strcpy(temp,en->large);
        strcpy(templ,fn);
        result = bdiv(templ,temp,1);
        i=0;
    WHILE (!(result+i)!= '(0')\{
    | dj[nu*][i] = t(result+i);
            i++;
        H
        dj[num][i] = '10';
        strcpy(temp,dj[num]);
        5%alldj = bdiv(templ,temp,0);
        i = 0;
    WHHILE( (5malldj+i) != '\0') \
                    temp[i] = :(54alldj+j);
            i++!
            H
    temp[i] =' }10\mp@subsup{0}{}{\prime}\mathrm{ ;
    locdj = bin2int(temp);
    strcpy(temp,fn);
    loclj = binzint(temp);
    result = int2binlgcd(locdj,loclj); /t cal xj and put to last array \/
    i=0;
    WHILE ( (iresult+i) != '10') \/
                    x[num][i] = (iresult+i);
                    i++;
            |
        yj[nu_in[i] = '10';
        nu䁏+:
        1)
    /木|#**** cal key now \#####i#y/
    strcpy(sum, "00");
FOF( (i=0; i<num; i++) \f
| strcpy(temp,dj[i]):
| strcpyltempl,aij[i]i;
```

```
| result = mul(teap,templ); fi# dj[i] multiply aij[i] #t/
        k=0;
    \squareWHILE ( (result+k)!= '\0') il
    | (te看 +k)= (result+k);
    l k++;
        i)
        |(temp+k) = '10';
                /* tempsum= wul(result, xj[i]); #/
    strcpy(templ,⿱口八土[{[i]);
    result = mulitemp,templ);
    k=0;
        -WHILE ( (iresult+k)!= '10') \{
        | (tempsum+k)= (result+k);
        k++;
        -u
    |(tempsum+k) = '10';
    H-IF (strcmp(tempsum, nn->large)>0) \{
| | strcpy(temp,cn->large);
            strcpylteapi,tempsumi;
                                    /\tempum = bdivicn-\large, tempsum, 0); $/
            result = bdivitemp,templ,0);
            k=0;
                    |-WHILE ( (result+k)!= '10') \{
                    | \(temp5um+k)= (result tk);
                    k k+i
                L---13
            \(tempsumak) = '10';
        /# find the modulus #/
            -1)
        result = add(sum, tempsum);
        k=0;
    T-WHILE (*(result+k) i= '\0') \f
    | (sum+k)=$(result tk);
    k+t;
    L-_-\\
    |(suT+k) = '10':
1-3-4
    strcpy(te解,c\pi->large);
    strcpy(templ, sum);
    result = bdiv(temp,te解1,0):
    k=0;
    WHILE (a(result +k) != '(0') \{
        (SuT+k)=t(result+k);
        k+t;
L.-.\
    t(sum+k) = '10';
    strcpyicn->key,su(il; /t new key is found $/
    FETUFN:
    -1)
```



```
    The use of this god is to calculate yj when it is called where
    djxj=1 mod Lj, This function will then return the value of xj into the
    calling furction.
```




```
    INT ocd(d,1)
```

    INT ocd(d,1)
    UNSIGNED LONG INT d,l:
    UNSIGNED LONG INT d,l:
    |-il
|-il
UNSIGNED LONG INT x;
UNSIGNED LONG INT x;
HFOF (x = 1; % <=1; %++) \/
HFOF (x = 1; % <=1; %++) \/
IF ((|dx) % | | == 1) RETURN(x);
IF ((|dx) % | | == 1) RETURN(x);
L
L
fprintflfch,"error in gcd with Dj = hld and Lj = 41d\n",d,l);
fprintflfch,"error in gcd with Dj = hld and Lj = 41d\n",d,l);
printf!"error in ged with dj == %ld and lj == 4ld in",d,ll;
printf!"error in ged with dj == %ld and lj == 4ld in",d,ll;
exit(0);
exit(0);
\)

```
            \)
```




```
    This function calacc will calculate the access rights of the various
```

    This function calacc will calculate the access rights of the various
    files in the directory. It receives the head node of the directory and
    files in the directory. It receives the head node of the directory and
    using recursive technique to calculate the access rights.
    ```
    using recursive technique to calculate the access rights.
```




```
    VOID calaccihead)
```

    VOID calaccihead)
    STRUCT tree_node_rec thead;
    STRUCT tree_node_rec thead;
    -1/
-1/
CHAF fn[MAK], temp[MAX], tresult,\#int2binO), tbdiv(), tsmalldj,
CHAF fn[MAK], temp[MAX], tresult,\#int2binO), tbdiv(), tsmalldj,
temp1[MAX],temp2[MAX];
temp1[MAX],temp2[MAX];
UNSIGNED LONG INT locdj,loclj;
UNSIGNED LONG INT locdj,loclj;
FEGISTER INT i;
FEGISTER INT i;
IF (!head) RETUFN;
IF (!head) RETUFN;
result = int2bin(head->+nu*);
result = int2bin(head->+nu*);
i =0;
i =0;
WHILE ( (result+i) != '10') \{
WHILE ( (result+i) != '10') \{
|(fn+i)=\(result+i):
|(fn+i)=\(result+i):
i++!
i++!
L-M
L-M
l(fn+i) = '10';
l(fn+i) = '10';
strcpy(tenp2,globalkey);
strcpy(tenp2,globalkey);
strcpy(templ,fn);
strcpy(templ,fn);
result = bdivitempi,temp2,0);
result = bdivitempi,temp2,0);
/\# aij[num] = bdiv(fn,glotalkey, 0); cal tig dj = L div Lj wit/
/\# aij[num] = bdiv(fn,glotalkey, 0); cal tig dj = L div Lj wit/
i = 0;
i = 0;
WHILE ( (result+i) != '10') \!
WHILE ( (result+i) != '10') \!
aij[nu(1][i] = (result+i);
aij[nu(1][i] = (result+i);
i+t;
i+t;
--
--
aij[num][i] = '10';
aij[num][i] = '10';
strcpy(tempi,fn);
strcpy(tempi,fn);
strcpy(temp2,glotallarge);
strcpy(temp2,glotallarge);
result = bdivitempl,temp2, 11;
result = bdivitempl,temp2, 11;
/{dj[num] = bdiv(fn, globallarge, l) cal swall dj = dj div filenuwit/
/{dj[num] = bdiv(fn, globallarge, l) cal swall dj = dj div filenuwit/
i=0;
i=0;
H-WHILE ( (result+i) != '\0') \
H-WHILE ( (result+i) != '\0') \
| dj[num][i] = (result+i);
| dj[num][i] = (result+i);
i+t:
i+t:
L--1)
L--1)
dj[num][i] = '10':

```
        dj[num][i] = '10':
```

```
| strcpy(templ,fn):
    strcpy(temp2,dj[num]);
                            it5malldj = tdivifn, dj[num], 0):\/
    5malldj = bdiv(templ,temp2);
    i = 0;
    -WHILE (\(5alldj+i) != '10') \{
    |(temp+i)= (swalldj+i);
    i++;
    L--1}
    l(temp+i) = ' }10'
    locdj = bin2int(temp); /# convert small dj to unsigned long int $/
    |
    strcpy(temp,fn):
    loclj = bin2int(temp);
    result = int2bin(gedllocdj,loclj));
    i = 0;
    WHILE ( \(result+i)!= '\0') \{
    | xj[nu*][i] = (Iresult+i);
    i++;
    -1)
        xj[num][i] = '\0';
        /% ूj[nu#] = int2bin(gcdilocdj, head->fnuw)) cal xj and store in the array %/
        num+t;
        calacc(head->lpt);
        calacc(head->rpt);
        RETURN;
    1)
```



```
    This execute_file will carry out the request by the user and perform the
    execute function. It first check the user's password for validity of the
    comand. Then it will find the usernode in the hierarchy structure. If this
    file is found in his own directory, then he can access it. Else it will
    go to the global binary file directory to check for this file and retrieve
    the address that points to the owner of this file. Comparison is wade ori the
    user and the owner of this file. If the owner of this file is the subject of
    this user, then usar has exclusive access rights on this file. Else, this
    the user request is rejected.
```



```
    eyecute_file(n,f, accright)
    CHAR #n,tf:
    INT accright;
    M
| STRUCT logon tcurlogon;
| STRUCT heirarchy #curnode;
| STRUCT tree_node_re[ #acces5node, $stack[MAKSTACK], #loc, #find_nodel);
| CHAR tresult,temp[MAX],templ[MAX],\bdiv(l, \int2binil;
I INT i, found, stack_top;
| FEGISTEF INT k;
|
    curlogon = logon_start;
    WHILE (strcmpicurlogon->username,n)!= 0 & curlogoi->down != NULL)
                        curlogon = curlogon-`down;
    curnode = curloqon->heirarchy_ptr;
```

```
acces5node = curnode->head;
1-IF (accessmiode == NULL) \{
| forintf(fch, "%s has no files in the directory (n",n);
l FETUFN;
L-1}
    loc = find_nodelacces5node,f, bfound, stack, bstack_top, 1);
-IF (found == TRUE) \I
| result = int2bin(loc->fnum); it convert filenum to string $/
l k=0;
    WHILE (|(result+k) != '10') \{
    | (temp+k) = (result+k);
    k++;
        L--\
        |}(\mathrm{ temptk) = '10';
        strcpy(templ,curnode-*key);
        result = bdivitemp,templ,0);
        / tdiviresult, curnode->key, 0) cal the acc right $/
        k=0;
            WHILE ( |(result+k) != '{0') \{
            |(temptk) = (iresult+k);
            k++!
        -- l
| l(temp+k) = '10';
        i = bin2intitempl; i* convert acc right to int $/
        MF (i %= accright) \{
        1 IF laccright == 1) strcpy(temp,"enecute");
        | ELSE IF laccright == 2) strcpy(temp, "read");
        ELSE IF (accright ==3) strcpy(temp, "write");
        printf("infile %s is allowed %s by u5er %s in",f,temp,n);
        FETUFN;
            |
            |-ELSE \/ printfluser is is not allowed enecute on file %s "n,fl;
            | RETURN;
        i--4
1--H
    OELSE |
            loc = find_nodeiglotalhead, f, &found, stack, &stack_top, i);
            M-IF (found == TRUE) \(
        | IF (icurnode-`deptname[0] == '$') && (curnode-`qroupname[0] == '$')| \f
        | | printf("user %s is allowed to access file %s with rights %d in",n,f,accright)
        i | | RETUFN;
        | L---i}
```



```
            | | deptname! == 0)\ \{
        printfl"user %s is allowed to access file %s with rights %d ln", n, f, accri
```



```
l l
```



```
    This copy file function is called by the batch_process and its wain
    function is to copy the filel to file2. After being invoked, it will
    search the list of all users in the systea, equivalent the etc/passud
    in the Unix system, after verifying the users and the password, the
    function will be using the names of filel to find the file in the local
    directory, if the file is found, then it will create another node in the
    local directory and call crete file function to create a node in the
    directory and perform key calculation by calling the calkey and insertion
    to insert the file in the local directory.
```



```
    copy_filein,f1,f2)
    CHAF :n,t+1,$+2;
1-M
    STRUCT logon tcurlogon;
    STRUCT heirarchy \curnode;
    STFUCT tree_node_rec #loc,\find_node(),#stack[HAXSTACK];
    INT found, stack_top;
        curlogon = logon_start;
```



```
            curlogon = curlogon->down;
        curnode = curlogon->heirarchy_ptr;
    -IF (curnode->head == NULL) \{
    | printf("No file in the dir of %/5 \n",n);
    | FETURN;
    L-M
        loc = find_nodeicurnode->head, f1, bfound, stack, &stack,top, 1l:
        printf("node copied is %sin",loc->infol;
        euit(0);
    -1)
    -IF (found==TRUE) Il
    | create_file(n,f2);
    | RETURN:
    Lu
    O-ELSE |
    | printf(" file %s not found in the directory (n",fl):
    FRETURN;
    L-M
    |
        |#####################################################################
    This list file function is to list the file that the user has in his
    directory. It will list the file naies that are accessible by the user
    as well as listing the access rights of the user towards that file. It did
    this by retrieving the key of the user, and retrieving the file number of the
```



```
    access right = key mod filenumber.
```

Then this listing is listed on the file.

list_file (n)
CHAF in: $^{2}$
-
STRUCT logon Icurlogon;
STRUCT heirarchy tcurnode:
curlogon $=$ logon_start; $^{2}$

curlogon = curlogon->down:
curnode $=$ curlogon-3heirarchy_ptr;
-IF (curnode-Mead $==$ NULL) 16
1 printf("mo files in the diractory of user \% $/ \mathrm{In}^{\mathrm{n}}$, nit
FETURN:
4
printtree (curnode-ihead, curnode-ikey);
FETURN:
11

This printtree is called by the list file function. If there are more file
in the binary local directory tree, then it will call itself recursively to
print more files names and access rights.

printtree (head, key)
STRUCT tree_node_rec thead;
CHAR *key;
$1-11$
CHAFi localkey[mAX], tresult, tboiv(), temp[MAX];
FEGGISTER INT i;
IF (thead) RETUFN:
result $=$ int2bin(head-ifnum);
$i=0 ;$

$1 \quad \|$ (tempti) $=\$($ result +i$)$;
1 it+;
$1-\quad-13$
1 (tempti) $={ }^{\prime} 10^{\prime}$;
strcpy llocalkey, key);
result = bdivitemp, localkey, 0);
itiresult = bdiviresult, key, of $\ddagger /$

strcpy (localkey,key);
printtreethead-ilpt,localkey;
printtree (head-irpt, localkey);
$-13$

This list menter function is called by the batch_process function, it
receives information on the name of the user. The function will then
987
980

```
search for the user in the logon file and verify the password．If it is correct，the function will then follow the addresses of the hierarchy and print the names of the user and their department．
```



```
list＿硯耍er（n）
CHAF In；
\(\mathrm{r}-11\)
I STRUCT logon tcurlogon；
1 STRUCT heirarchy tcurnode；
```

        curlogon = logon_start;
    ```
        curlogon = logon_start;
        WHILE( strcmp(curlogon->username,n) != 0 && curlugon->down!= NULL;
            curlogon = curlogon->domn;
        curnode = curlogon->heirarchy_ptr:
```



```
        | FETUFN;
        -3
        ---IF (curnode->groupname[0] == '$' 姑 curnode->deptname[0] == '$') \i
        | forintflfch,"listing all mewbers of system \n");
        | printing(curnode);
        | RETUFN:
        -H
        |-ELSE IF (curnode->groupname[0] == '$')\\
        | fprintf(fch, "listing all wembers of dept %/5 ln ",curnode->deptnawe);
                    printing(curnode);
                    RETURN;
    1-3
```



```
        fprintf(fch,"listing all members of group %s ln",curnode-`grouprame);
        curnode = curnode->down;
        WHILE(curnode != NULL) \{ printfi" %': \in",curnode-`username);
                                curnode = curnode->next;
            1-4
            FETURN;
        ij
    -\
    /#################################################################
    This change directory function is called by the batch process function and
    receive nawes of the superios node and name of the inferior node. If this
    relationship holds, the comeand would be obeyed.
```



```
    change_dir (r,mi)
    CHAF #n,inl;
|
            STFUCT heirarchy #useri, #user2;
            STFUCT logon #curlogon;
            curlogon = logon_start;
```



```
                    curlogon = curlogon->domn:
    userl = curlogon->heirarchy_ptr:
|
```

```
| curlogon = logon_start:
WHILE( strc㧛icurlogon->username,nl) != 0 && curlogon->down != NULL)
        curlogon = curlogon->down;
    user2 = curlogon->heirarchy_ptr;
-IF (useri->deptname[0] == '$' && u5eri-\groupname[0] == '$') \
        fprintf(fch,"allow change dir (n");
        userl = user 2; RETURN;
    L-1}
    T-ELSE IF (user1-igroupname[0] == '$' |& user2-igroupname[0] == '$') \{
        fprintf(fch,"change dir not allowed \n");
        FETUFN;
    L-M
        ELSE IF (user1->groupname[0] == '$' {& user2->groupnawe[0] != '$' 女母
            --strcmpluser 1->deptname,user2->deptname) == 01 \{
            | forintf(fch,"allow change dir }\\mp@subsup{|}{}{*})
            | FETURN;
        U
    - ELSE IF ( strcmp(user1-`username,user2->groupname) == 0) \i
    | fprintf(fch,"allowed accessed \n");
                RETUFN;
    -4
    ELSE \/ forintflfch," no such cases between %s and %s ln",n,nl!;
                RETUFN:
    L-13
```



```
    /###################################################################
    This delete_file function is called by the batch_process and will
    check for the user in the logon list to ensure security. Then it will
    search the file in the global directory. If the global directory contains
    the file, then this file will be deleted. Any aember that has this file will
    have their file deleted and their keys would be recalculated accordingly.
    It also perfor两 necessary checking on the validity of the user and whether
    the file is ouned by the user. If validity test fails, then the delete
    request is not honored.
```



```
    delete_file(m,f)
    CHAR #n,#f:
--M
| STRUCT logon #curlogon;
| STFUCT heirarchy Icurnode, #En;
| STFUCT tree_node_rec #loc, #stack[MAXSTACK];
| CHAF *result, llock, todivO,templock[mAK],templ[mAX],temp2[MAX];
| INT stack top, found, i;
| FEGISTEF INT k:
l curlogon = logon_start:
| WHILE (strcapicurlogon->username,n)!= 0 b& curlogon->down!= NULL)
                    curlogon = curlogon->down;
curnode = curlogon->heirarchy_ptr:
I
    loc = find_nodeiglobalhead, f, &found, stack, &5tack_top, ll;
```

```
1050 1 -T-IF (1found == TRUE) && (loc->ownerpt == curnode)\ \( 
1061 | | printf("user h's own5 file %s and deleting..... In",m,f);
1062 : | loc = find_nodelcurnode-chead, f, &found, stack, &stack_top, 11;
1064 | it find file in local bin tree $
1055 : l lock= int2bin(loc->fnu(1); convert fnum to bin $/
    k=0
    WHILE ($(lock+k)!= '10') \{
        | (templock+k)=1(lock+k);
        k++;
        L-1}
        *(templock+k) = '10';
        deletion(f, &(globalhead),1); / deleting the global file (/
        curlogon = logon_start:
        WHTLE(curlogon := NULL! \/
            cn = curlogon->heirarchy_ptr:
            strcpyite解,templock);
            strcpy(temp2,cn->large);
            result = bdivitempl,temp2,01;
            /tresult = bdiv(lock, cn->large, 0)$/
            i=0; found = FALSE;
            WHILE (\result+j) != '10')\{
            | IF (|(result+i) == '1') found = TRUE;
                    IF (found == TRUE) BREAK; /t to check whether divisible by fnum $/
                    i++;
            L---1
            --IF (found == FALSE) \{
                deletion(f, &icn-3head),01; /% remainder == 0 $/
                strcpyite解,templock;
                strcpy(temp2, cn->large);
                result = bdivitempl,temp2, 1);
                k=0;
                1-WHILE ( (result+k) != '10') \{
            | |(tenpl+k)=(\mp@code{result+k);};
                k++;
            -4
                * (templ+k) = '10';
                strcpyicn->large,templ);
                /tcurnode->large = bdiv(lock, curnode->large, lit/
                IF (en->head != NULL) calkey(cn, 0, 0, 0);
            - \
            curlogon = Eurlogon->down:
    1-M
    -1
    ELSE IF ( |found == TRUE ) 璔 (loc->ownerpt i= curnode)| |f
    loc = find_nodeicurnode->head, f, &found, stack, &stack_top, 11;
    T-IF (found == TRUE) \{
        deletion(f, & (curnode->head),0);
        strcpy(templ,templock);
        strcpyitemp 2,curnode-\largel;
        result = bdiv(templ,temp2,1);
        k=0;
```



| 1166 | 1 ghead = globaiheaut |
| :---: | :---: |
| 1167 | I loc = find_nodelghead, fneme, bfound, stack, bstack_top, il, |
| 1168 | - IF Ifound $=$ F FALSE \| If |
| 1165 | \| orintilafile ts not found in allow access in", framela |
| 1170 | : FETUFN, |
| 117 | 14 |
| 1172 |  |
| 1178 |  |
| 1174 | RETUFN: |
| 1175 | 1 1 |
| 1176 | I loc = find nodelcurnode-shead, frame, ffound, stack, stack, ton, il: |
| 1177 | - IF Hound $==$ FALGE $\mid$ I |
| 1178 | : printilifile tis is not found in the local directio, tramel; |
| 1177 | 1 - FETUFN: |
| 1180 | 14 |
| 1181 | Curlogon = logun start: |
| 1162 |  |
| 1183 | ! curlogon = curlogon-down; |
| 1184 |  |
| 1135 |  |
| 1186 | 1 ELSE forintitith, "no such individual in"; |
| 1187 | : FETUFin |
| 1108 | $1 \quad 13$ |
| 1189 | SWITCHIacessright \t |
| 1170 | 1 CASE 'e': nuif = i |
| 1191 | 11 BFEAK: |
| 1192 |  |
| 1175 | 1 - BFEAK: |
| 1194 | 1 CASE ' ${ }^{\prime}$ ': пU* $=3$; |
| 1195 | 1 BFEAK: |
| 1196 | 13 |
| 1177 | - usernode = curlogon->heirarchy_ptr; |
| 1198 | \| IF (gori $==$ 'g') grouparcess (usernode, num, loc->fnum, loc-7info, il: |
| 1197 | 1 ELSE groupactesslusernode, num, loc->fnum, loc->info, 01; |
| 1200 | - FETUFN: |
| 1201 | 4 - ${ }^{-15}$ |
| 129 |  |
| 120 | This groupactes 15 called by the allow access and it will determine the |
| 1204 | whether this is a proup actese or individual access. If individus actess is |
| 1205 | feduested, it mill fun once by calling insertion function to insert the file |
| 1206 | in the target user's directory and call calkey function to recalculate the |
| 1207 | bey of the user again. If group access is encuuntered, it will keep calling |
| 1208 | groupacess recursively to perforit the above funtion. |
| 1209 |  |
| 1210 | groupacesstroot,givenright, or fnumber, or fname, grpact |
| 1211 | STFUCT heirarchy froot: |
| 12.2 | INT guenright, or frusber, grpact: |
| 1213 | CHAFi \#or , inde |
| 1214 | $\cdots$ |
| 1215 | - STFUCT herarchy theipt: |
| 12 b |  |
| 1217 | - INT stack_top, found |
| 1218 | ! |


| 1219 | -IF I!rootly |
| :---: | :---: |
| 1220 | 11 printf(ainside root has nothing $\left(n^{\prime \prime}\right)$; |
| 1221 | 11 FETURN; |
| 1222 | 1 L 13 |
| 1223 | 1 heipt = root; |
| 1224 | $1-$ IF (root->head $==$ NULL) $\mid$ ( |
| 1225 | 1 \| calkeylroot,givenright,or_fnu ${ }^{\text {ber }}$, 1); |
| 1226 | 1 \| insertion(or_fname, *iroot-خhead), heipt, 0): |
| 1227 | \| | loc = find_node (root->head, or_fname, kfound, stack, dstack_top, 11; |
| 1228 | 1 \| loc-ifnum $=$ or_fnumber: |
| 1227 | $11 \square \mathrm{IF}$ (grpace $==$ TRUE) $\backslash 1$ |
| 1230 | 1 \| 1 groupaccessiroot->next,givenright,or_fnumber,or_fname, 1); |
| 1231 | 111 groupaccessiroot->down,givenright, or_fnumber,or_fname, 1); |
| 1232 | 113 |
| 1233 | 1 ELSE RETUFN; |
| 1234 | 14 |
| 1235 | 1 - ELSE \i |
| 1236 | 1 \| calkeyiroot, givenright, or_fnumber, 1): |
| 1237 | 1 1 insertion(or_fname, d(root->head), heipt, 0): |
| 1238 |  |
| 1239 | 11 loc->fnum $=$ or_fnumber; |
| 1240 | $11 \quad 1 \mathrm{IF}$ (grpace $==$ TRUE) if |
| 1241 | $1 \quad \mid \quad$ \| printf("inside the groupaccess of more than one filein") |
| 1242 | 1 \| | printf(auser name is \%sin", root->username); |
| 1243 | 1 \| | groupaccessiroot-inext, givenright, or_fnumber, or_fname, 1) |
| 1244 | 1 \| 1 groupaccess iroot->down, givenright, or_fnumber, or friame, 1); |
| 1245 | 114 |
| 1246 | 1 - |
| 1247 | - -13 |
| 1248 |  |
| 1249 | This printing is called by the main program to print all users in the |
| 1250 | hierarchy for their nawe department name and group name. It will call itself |
| 1251 | recursively. |
| 1252 |  |
| 1253 | printing(root) |
| 1254 | STFUCT heirarchy troot; |
| 1255 | 16 |
| 1256 | I IF (!root) RETUFN: |
| 1257 |  |
| 1258 | \| fprintfifch, "The deptname is \%s $\mathrm{ln}^{\text { }}$, root->deptname); |
| 1259 |  |
| 1260 |  |
| 1261 | \| printing(root->down); |
| 1262 | \| printing(root->next); |
| 1263 | - -13 |
| 1264 |  |
| 1265 | This print logon function is called by the main program and it will print |
| 1266 | out all the users name and password in the \dev\passwd directory. It is only |
| 1267 | supposed to be called by the system administrator. |
| 1268 |  |
| 1269 | print_logon(root) |
| 1270 | STFUCT logon troot: |
| 1271 | 14 |


| 1272 | STRUCT logon turlogon: |
| :---: | :---: |
| 1273 | 1 IF (!root) FiETURN: |
| 1274 | \| curlogon = root; |
| 1275 | $1 \times \mathrm{DO}$ \1 |
| 1276 | 1\| fprintfifch, "name is \%s $\mathrm{ln}^{\prime \prime}$, curlogon->usernamel; |
| 1277 | \|| fprintf(fch, "password is \%s in", curlogon->password); |
| 1278 | 11 fprintflich, "username is \%s in", curlogon->heirarchy_ptr->usernamel; |
| 1279 |  |
| 1280 | \|| fprintf(fch, "groupname is \%s $\mathrm{ln}^{\prime \prime}$, curlogon->heirarchy_ptr->groupname); |
| 1281 | \|| fprintfifth, "key is \%1d $\mathrm{ln}^{\prime \prime}$, curlogon->heirarchy_ptr->key); |
| 1282 | \|| curlogon = curlogon->down; |
| 1283 |  |
| 1284 | 13 |
| 1205 |  |
| 1286 | This print function is called by various tree manipulation function in the |
| 1287 | program. It will print the name of the files in the local as well as glotal |
| 1288 | directory if call appropritely. |
| 1289 |  |
| 1290 | print (s,global) |
| 1291 | CHAR ${ }^{5}$; |
| 1292 | H-M REGISTER INT i; |
| 1293 | 1 FILE 1 fout; |
| 1294 | 1 |
| 1295 | 1 IF (qlotal $==$ TruE) fout $=$ fop; |
| 1296 | $1 \quad$ ELSE fout $=\mathrm{fl}$; |
| 1297 | $1 \quad \mathrm{i}=0$; |
| 1298 | $1-$ WHILE $15[i]!=$ ' 10 ' $1 /$ |
| 1299 | 1 l ¢printf (fout, "\%c", $5[\mathrm{i}]$ ); |
| 1300 | $1 \quad i+=1 ;$ |
| 1301 | $1-13$ |
| 1302 | 1 fprintf(fout, " $\mathrm{In}^{\text {" }}$ ) ${ }^{\text {P }}$ |
| 1303 | FETURN: |
| 1304 | $\square 11$ |
| 1305 |  |
| 1306 | This find_node function is called by various tree manipulation function and |
| 1307 | return a file node record type once it is found. When this function is called |
| 1308 | the calling function will pass the name of the file, and the stack to store the |
| 1309 | pointer for the file. The head is the pointer of the head node in the tree, |
| 1310 | whether it is a glotal binary tree or local biriary tree. |
| 1311 |  |
| 1312 | STFUCT tree_node_rec $\ddagger$ find_node (head, info, found, stack, stack_top, ori) |
| 1313 | CHAR infol]; |
| 1314 | INT $\ddagger$ found: |
| 1315 | STFUCT tree_node_rec tstack[], *head; |
| 1316 | INT \$stack_top: |
| 1317 | INT ori; |
| 1318 | H-HSTRUCT treen node_rec \#pre, \#cur: |
| 1317 | 1 STRUCT tree_node_rec itemp_stack[MAXSTACK]; |
| 1320 | 1 INT i, temp_top,temp_found; |
| 1321 | 1 |
| 1322 | 1. pre = cur = head; |
| 1323 | 1 temp_top $=-1$; |
| 1324 | \| teip_found = FALSE; |


| 1325 |  |
| :---: | :---: |
| 1326 | 11 teap_topt+; |
| 1327 | 1 \| temp_stack[tenp_top] = cur: |
| 1328 | 11 IF (strimplcur->info, info) == 0) teap_found = TRUE; |
| 1329 | $1 \mid$ - ELSE \/ |
| 1330 | 111 pre = cur |
| 1331 | 1 \| | IF (strcop (cur->info,info) < 0 ) cur = cur->rpt; |
| 1332 | $1 \mid$ \| ELSE cur = cur->lpt; |
| 1333 | $11-13$ |
| 1334 | 1 L-3--7) / while loop \$/ |
| 1335 | 1 found = temp found; |
| 1336 | 1 tstack_top = teap_top: |
| 1337 | 1 FOR (i=0; $1<=$ temp_top; $\mathrm{i}+\mathrm{+})$ stack[i] = tempstack[i]; |
| 1338 |  |
| 1339 | ! ELSE RETUFN(pre); |
| 1340 | - ${ }^{\text {a }}$ / 1 end of find_node $\$$ |
| 1341 |  |
| 1342 | This insertion function is called by various file manipulation function. The |
| 1343 | parameter that passed in is the name of the file, 5. The head of the tree and |
| 1344 | the pointer that points to the user node. For global file insertion, it will |
| 1345 | store the pointer in the global file node. |
| 1346 |  |
| 1547 | insertion (5, head, heipt,giobaltin) |
| 1348 | CHAF ${ }^{\text {\% }}$ |
| 1347 | STRUCT tree_node_rec thead: |
| 1350 | STFUCT heirarchy theipt; |
| 1351 | INT glotaltin; |
| 1352 | H- US STRUCT tree_node_rec ifind_noden, then node, lloc, tstack[MAXSTACK]; |
| 1353 | 1 INT critical, found, critical_node, stack_top; |
| 1354 | FILE tfout; |
| 1355 | I |
| 1356 | 1 IF (glotalbin $==$ TRUE) fout $=$ fgi |
| 1357 | ELSE fout $=71$; |
| 1358 | \| loc = find_node (thead, s, \&found, stack, bstack_top, 0]; |
| 1359 |  |
| 1360 | 1 - ELSE \} |
| 1361 | 1 \| new_node = SSTFUCT tree_node_rec imallocisizeof itree_node_typel); |
| 1362 |  |
| 1365 | \| 1 | fprintfifout, "out of wemory in insertion $\ln 1 n^{\prime \prime}$ ); |
| 1364 | 111 exitio); |
| 1355 | 11.13 |
| 1366 | \| | strcpy (newnode-iinfo, 5); |
| 1367 | 1 \| new_node->lot = NULL |
| 1368 | 1 \| new_node-rrpt = NULL; |
| 1369 | $11 \quad$ new_node->tag $=0$; |
| 1370 |  |
| 1371 | 111 new_node->ownerpt = heipt; |
| 1372 | $1 \mid 1 \quad$ neb_node->inumilion |
| 1375 | 114 |
| 1374 | 11 - 1 ELSE \/ |
| 1375 | 1 \| 1 nen_node->ownerpt = NULL; |
| 1376 |  |
| 1377 | 1113 |

```
| I IF (thead == NULL) thead = newnode;
| OELSE \f
| | IF {strc解 (loc->info, s) < 0) loc->rpt = new_node:
1 1 ELSE loc->lpt = new_node:
1 1 stack_topt+;
1 1 stack[stack_top] = new_node;
| | modify_taq (head, INS, zcritical, stack, stack_top, &critical_node);
1 1 IF (critical == TRUE)
| I IF (glotalbin == 1) balance_tree (head, lNS, stack, critical_node,1);
| ELSE balance_tree{head, INS, stack, critical_node,0);
388
1389
1390
1391
1372
1393
1394
1395
1396
1397
1398
1399
1400
1401
1402
1403
1404
1405
1406
1407
1408
1409
1410
1411 | pre = stack_top;
1412 | temp_top = stack_top-1;
1413 | temp_critical = FALSE;
1414 | stop = FALSE;
1415 loopagain: I the famous loop starts here !!!! :/
1416 | IF (iprocess == DEL) && (stack[temptop])->tag== 0) stop = TRUE;
1417 | , IF (strcmplstack[temp_top]->info, stack[pre]->info)>0) \{
1418
1417
1420
1421
1422
1423
1424
1425 1 - IF (abs(stack[temp_top]-\tag) > 1)|
1426 | | temp_critical_node = temp_top;
1427
1428
14%9
1430
1379
1379
1380
1381
1382
1383
1384
1385
1386
1387
1388
1389
1390
1391
1392
1393
1394
1395
1396
1397
1398
1399
    | IF (process == INS) (stack[temp_topl)->tagu--:
    | ELSE (stack[temp_top])->tağ++;
    --4
    OELSEI:
        | IF (process == INS) (stack[temp_top])->tagt+;
        | ELSE lstack[temptopll->tag--;
        4
        | temp_critical = TRUE;
            L_-\
            IF (istop == TRUE) | (temforitical == TRUE) || (stack[temp_top] == head)
            || (|stack[temp_top]->tag == 0) & (process == INS)|)
```

| 1431 | GOTO retval; |
| :---: | :---: |
| 1432 | $\bigcirc$ ELSE \/ |
| 1433 | pre $=$ tesp_top: |
| 1434 | 11 temp_top--: |
| 1435 | $1 \mid$ GOTO loopagain: |
| 1436 | 1 L--13 |
| 1437 | 1 retval: teritical = teap_critical; |
| 1438 | 1 \critical_node = teap_critical_node; |
| 1439 | 1 FEETURN: |
| 1440 |  |
| 1441 |  |
| 1442 | The single left tree rotation function is one of the tree manipulation |
| 1443 | function that is called by balance tree. If the balance tree function |
| 1444 | determines that the tree is not balance, then it needs to be rotated. |
| 1445 |  |
| 1446 | single_left thead, stack, critical node) |
| 1447 | STFUCT tree_node_rec \$stack[], \%head; |
| 1448 | INT critical node; |
| 1449 | $1-16$ |
| 1450 | 1 INT pivot; |
| 1451 | 1 STRUCT tree_node_rec ipivot_right; |
| 1452 | 1 |
| 1453 | - pivot = critical_node + 1; |
| 1454 | \| pivot_right = stack[pivot]->rpt; |
| 1455 | ! stack[pivot]->rpt = stack[critical_node]; |
| 1456 | \| stack[critical_node]->lpt = pivot_right: |
| 1457 | 1 IF (stack[critical node] == thead) thead = stack[pivot]; |
| 1458 | 1 ELSE IF (stack[critical node - 1]->lpt $==$ stack[critical node]) |
| 1459 | \| 5tack[critical_node - 1]->lpt = stack[pivot]: |
| 1460 | 1 ELSE stack[critical_node - 1]-̇rpt = stack[pivot]; |
| 1461 | \| / and if \$/ |
| 1462 | \| stack[critical_node]-tag $=0$; |
| 1453 | \| stackipivot]-itag $=0$; |
| 1464 | - ${ }^{-1 / 2}$ /t end of single_left \$/ |
| 1465 |  |
| 1466 | The single right rotation function will rotate the tree once it is out of |
| 1467 | balance. It will bring the parent node and put into the right child. |
| 1468 |  |
| 1469 | single_right thead, stack, critical_node) |
| 1470 | STFUCT tree_node_rec tstack[], whead; |
| 1471 | INT critical_node; |
| 1472 |  |
| 1473 | \| INT pivot: |
| 1474 | - STRUCT tree_node_rec \#pivot_left; |
| 1475 | 1 |
| 1476 | ! pivot = critical_node + 1: |
| 1477 | 1 pivot_left = stack[pivot]->1pt; |
| 1478 | \| stack[pivot]->]pt = stack[critical_node]; |
| 1479 | \| stack[critical node]->rpt = pivot_left: |
| 1480 | IF (stack[critical_node] = thead) thead = stack[pivot]; |
| 1481 | 1 ELSE IF (stack[critical_node - 1]-خlpt == stack[critical_node]) |
| 1482 | 1 stack[critical_node - 1]->lpt = stack[pivot]; |
| 1483 | 1 ELSE stack[critical_node - 1]-irpt = stack[pivot]; |

```
            /t End if li
| stackicritical nodel->tag= 0;
| stack[pivot]->tay = 0;
1.-)
```



```
    The doutle left rotation will rotate once and then call the single left
    Fotition to continue rotating. The variable that sent in and out are the
    stack of tree node pointers that point to the peth of affected nodes.
```



```
    doutle_lett thead, stack, critical_node)
    STFUCT tree_node_ret istaclli, whead:
    INT critical_node:
<-
            INT pivot, zeroed, i:
            STFUCT tree_node_ret #pivat_right;
            STFUCT tree node_ rec lloc stack[mASTACN!
            pivot = critical node + If
            pivot right = stach[pivot]-rpt;
            FOF II = 0; 1 < MAMSTACK; i++ loc_Stack[i] = stack[i];
            IF (pivot == wULL zeroed = FALSE;
            ELSE IF (fpivot_right := NuL| && foivot right-itag == l|) zeroed = TRUE;
            ELSE zerved = FALSE;
            /f end if l/
            stack[eritical node]-lpt = pivot right:
            stack[pivot]-rot = plwot_right-\lpt;
            pivet right-llpt = stack[pivot];
            loc_stacs[givet] = pivot_right;
            lot stack[pivot+!) = stack[givot]
            single_left itead, loc_gtack, critical nodel;
```



```
            stachrcritical nodej->tag = 1;
            ELSE IF (istachleritical_nodel-%pt == NULL) && (stack[critical_node]-\lpt != NUL|)
                stack[critical_node]-\tay = -i;
            ELSE stact[critical_nucel-tag = 0;
            | End if #%
```



```
        stack[0ivot]->tag = 1;
            ELSE IF (istack[pivot]->tag == |) &% (stack[pivot]->lpt := NULL) &&
                    (stack[pivot]->lot->taụ != 0|)
                5tack[pivet]->tay = -1;
```



```
                stack[pivot]-itag = - 1;
            ELSE IF (istack[pivot]->tag== 1) & (zeroed == TRUE)
```



```
                    stack[pivot]->taụ = -1:
            ELSE stack[plvot]-大tag = 0;
| it end if \/
-u i| end of duble left i/
```



```
    This double right rotation will rotate once and then call single right
```


## 1543

## 

```
This balance tree is called by the modify tay and then it will call the
the aporoprite rotation function to perforif the balancing act．
```



```
balance＿tree thead，process，stack，critical＿node，globall
INT process，critical node，global；
```

```
    rotation to continue the second rotation. The stack of pointers that point
```

    rotation to continue the second rotation. The stack of pointers that point
    to the affected tree node are passed in and out.
    ```
    to the affected tree node are passed in and out.
```




```
    double_right (head, stack, critical node)
```

    double_right (head, stack, critical node)
    STRUCT tree_node_rec $stack[], thead;
    STRUCT tree_node_rec $stack[], thead;
    INT critical_node:
    INT critical_node:
    |
|
INT pivot, zeroed,i;
INT pivot, zeroed,i;
STFUCT tree_node_rec tpivot_left;
STFUCT tree_node_rec tpivot_left;
STFUCT tree_node_rec \#loc_stack[mAXSTACK];
STFUCT tree_node_rec \#loc_stack[mAXSTACK];
pivot = critical_node + 1;
pivot = critical_node + 1;
pivot_left = stack[pivot]->lpt;
pivot_left = stack[pivot]->lpt;
FOFi (i = 0; i < MAXSTACK; i++) lor_stack[i] = stack[i];
FOFi (i = 0; i < MAXSTACK; i++) lor_stack[i] = stack[i];
IF (pivat == NULL) zeroed = FALSE;
IF (pivat == NULL) zeroed = FALSE;
ELSE IF (ipivot_left != NULL) \&f: (pivot_left->taq== -1)
ELSE IF (ipivot_left != NULL) \&f: (pivot_left->taq== -1)
zeroed = TRUE;
zeroed = TRUE;
ELSE zeroed = FALSE;
ELSE zeroed = FALSE;
l end if \/
l end if \/
stack[critical_node]->rpt = pivot_left;
stack[critical_node]->rpt = pivot_left;
5tack[pivot]->lpt = pivot_left-irpt;
5tack[pivot]->lpt = pivot_left-irpt;
pivot_left-irpt = stack[pivot];
pivot_left-irpt = stack[pivot];
loc_stack[pivot] = pivot_leit;
loc_stack[pivot] = pivot_leit;
loc_stack[pivot+1] = stack[pivot];
loc_stack[pivot+1] = stack[pivot];
single_right thead, loc_stack, critical_nodel;
single_right thead, loc_stack, critical_nodel;
IF {lstack[critical_node]-`rpt != NULL) && istack[critical_node]-\lpt == NULU)!     IF {lstack[critical_node]-`rpt != NULL) \&\& istack[critical_node]-\lpt == NULU)!
stack[critical_node]->tag = 1;
stack[critical_node]->tag = 1;
ELSE IF (!stack[critica!_node]-irpt == NULL) \&\& (stack[critical_node]-\]pt != NULL))

        ELSE IF (!stack[critica!_node]-irpt == NULL) && (stack[critical_node]-\]pt != NULL))
        stack[critical_node]-itag = -1;
        stack[critical_node]-itag = -1;
            ELSE stack[critical_node]->tag = 0;
            ELSE stack[critical_node]->tag = 0;
            /b end if i/
            /b end if i/
            IF (|stack[pivot]->1pt == NULL) te (stack[pivot]->rpt != NULL))
            IF (|stack[pivot]->1pt == NULL) te (stack[pivot]->rpt != NULL))
        stack[pivot]->taý = 1;
        stack[pivot]->taý = 1;
            ELSE IF ((stack[pivot]->tag == -1) 椄(stack[pivot]->rpt != NULL) &&
            ELSE IF ((stack[pivot]->tag == -1) 椄(stack[pivot]->rpt != NULL) &&
            (stack[pivot]->rpt->tag!= 0))
            (stack[pivot]->rpt->tag!= 0))
        stack[pivot]-\tag = 1;
        stack[pivot]-\tag = 1;
            ELSE IF (\stack[pivot]->lpt := MUL) 㛺 (stack[pivot]->rpt == NULL))
            ELSE IF (\stack[pivot]->lpt := MUL) 㛺 (stack[pivot]->rpt == NULL))
        stack[pivot]-就= - 1!
        stack[pivot]-就= - 1!
            ELSE IF (istack[pivot]->tag== -1) &id (zeroed == TRUE) 弤
            ELSE IF (istack[pivot]->tag== -1) &id (zeroed == TRUE) 弤
                (stack[pivot]->rpt != NULL) && (stack[pivot]-irpt->tag == 0)
                (stack[pivot]->rpt != NULL) && (stack[pivot]-irpt->tag == 0)
        stack[pivot]-\tay= 1!
        stack[pivot]-\tay= 1!
            ELSE stackpivot]->tag= 0;
            ELSE stackpivot]->tag= 0;
            /# end if \
            /# end if \
    O-W /\$ end of double_right i/

```
O-W /$ end of double_right i/
```

| 1590 | STRUCT tree＿node＿rec istack［］，thead； |
| :---: | :---: |
| 1591 | －í INT loc＿cri，loc＿node，som，grandsonit |
| 1592 | 1 FILE tout； |
| 1593 | I |
| 1594 | 1 IF（global $=$＝TRUE）fout $=$ fat |
| 1595 | 1 ELSE fout＝fl； |
| 1596 | 1 son＝critical node＋1！ |
| 1597 | 1 grandson＝critical＿node $+2 ;$ |
| 1598 | 1 IF（［stack［critical node］－\lpt＝＝stack［son］）女d |
| 1599 | ｜- （stack［son］－＞lpt $==$ stack［grandson］）${ }^{\text {（ }}$ |
| 1600 |  |
| 1601 | 1 ｜single＿left（head，stack，critical node）； |
| 1602 | 13 |
| 1603 |  |
| 1604 | －［stack［son］－＞rpt $==$ stack［grandson］）$)$（if |
| 1605 | 1 forintf（fout，＂single right rotation． $\ln$ ln＂）； |
| 1606 | 1 single＿right thead，stack，critical＿nodei； |
| 1607 | 113 |
| 1608 | ｜ELSE IF（istack［critical＿node］－＞1pt＝＝stack［son］）䋝 |
| 1609 | $1 \quad \square i s t a c k[50 n]-$－rpt $==$ stack［grandson］］）\i |
| 1610 | 1 fprintf（fout，＂double left rotation． $\mathrm{In}^{(n)}$＂）； |
| 1611 | ｜double＿left thead，stack，critical node）； |
| 1612 | 13 |
| 1613 | 1 「－ELSE｜i |
| 1614 | 1 ｜†printf（fout，＂double right rotation． $\ln$ in＂i； |
| 1615 | $\mid$｜double＿right（head，stack，critical＿node）； |
| 1616 | $1-13$ |
| 1617 | 1 ／ 1 end if \＄／ |
| 1619 | 1 IF（ 1 process＝＝DEL）\＆（critical＿node＞1 $)$ ） |
| 1619 | 1 modify＿tag（thead，process，bloc＿cri，stack，critical＿node，wloc＿node）； |
| 1620 | ／ 4 end if \＄／ |
| 1521 | 1 FEETURN； |
| 1622 | －${ }^{1}$ it end of balance＿tree \＄／ |
| 1623 |  |
| 1624 |  |
| 1625 | This deletion will reaove the approprite tree node from the directory．First |
| 1626 | it use the string that pass in and call find node to find approprite location |
| 1627 | of the node in the directory．If it is found，it is then resove the node and |
| 1623 | call balance tree to rebalance the tree．This routine is useally called by |
| 1629 | the delete node in the fain program． |
| 1630 |  |
| 1631 | deletion（s，head，global） |
| 1632 | CHAF ${ }^{\text {5 }}$ |
| 1633 | STRUCT tree＿node＿rec thead； |
| 1634 | INT global； |
| 1635 | 1 －is STFUCT tree＿node＿rec tfind＿node（），lloc，tstack［MAXSTACK］； |
| 16.36 | ｜INT critical，found，critical＿node，stack＿top， |
| 1637 | ｜bef＿del，del＿loc，bef＿sur，suc，glo； |
| 1638 | 1 FILE tout： |
| 1639 | 1 |
| 1640 | 1 IF iglotal $==$ TRUE）fout $=$ fg； |
| 1641 | $1 \quad$ ELSE fout $=$ fl |
| 1642 | 1 glo＝global： |




```
|-\{ print_tree (num_blank + 10, tree_node->rot,loc);
```

|-\{ print_tree (num_blank + 10, tree_node->rot,loc);
| FOFi (i = 1; i (= num_tlank; ++i)
| FOFi (i = 1; i (= num_tlank; ++i)
1 1 fprintf ifout, "%c", BLANK:
1 1 fprintf ifout, "%c", BLANK:
| | print (tree_node->info,loc);
| | print (tree_node->info,loc);
| | print_tree inum_blank + 10, tree_node-Sipt,loci;
| | print_tree inum_blank + 10, tree_node-Sipt,loci;
L_-1} /t end of print_tree \/

```
L_-1} /t end of print_tree \/
```




```
    This mul.c is stored as another file and it will be linked to main.c.
```

    This mul.c is stored as another file and it will be linked to main.c.
    The purpose of this multiplication function is to simulate the binary
    The purpose of this multiplication function is to simulate the binary
    working of the actual hardware wultiplication during the calculation of the
    working of the actual hardware wultiplication during the calculation of the
    systef key using the Chinese Rewainder Theorem.
    ```
    systef key using the Chinese Rewainder Theorem.
```




```
    #include "header.h"
```

    #include "header.h"
    CHAF \uill (om,oq)
    CHAF \uill (om,oq)
    CHAF: \om, $04:
    CHAF: \om, $04:
    H
H
CHAF a[mAXIMUM],q1,result[MAXIMUM],[O\#_m[MAXIMUM],carry,\#q,\#\#;
CHAF a[mAXIMUM],q1,result[MAXIMUM],[O\#_m[MAXIMUM],carry,\#q,\#\#;
FEGISTEF INT cycle,indz,i,j,k,jndxw,indrap:
FEGISTEF INT cycle,indz,i,j,k,jndxw,indrap:
Q= OQ: = OM;
Q= OQ: = OM;
ind"m = indug = 0;
ind"m = indug = 0;
indua = strlen(m); indxq = strlen(q);
indua = strlen(m); indxq = strlen(q);
indx: = 1; indxq -= 1;
indx: = 1; indxq -= 1;
\square-IF (indy苗!= indxq) \{
\square-IF (indy苗!= indxq) \{
|-IF (indxq > indx早)<br>
|-IF (indxq > indx早)<br>
| I IF (IIndxq+1) >MmxImum) \{ printf("number in div is too large (n"); exiti0!; |
| I IF (IIndxq+1) >MmxImum) \{ printf("number in div is too large (n"); exiti0!; |
k = indya; m[k+1] = '10';

```
                    k = indya; m[k+1] = '10';
```




```
                            | m[k]= 目[]; k--;
```

                            | m[k]= 目[]; k--;
                L-H
                L-H
                FOR (i= (ind*q-indx(1); i>=1; i--) m[i] = '0';
                FOR (i= (ind*q-indx(1); i>=1; i--) m[i] = '0';
                    ind% = indxa;
                    ind% = indxa;
            4
            4
            H-ELSE IF (indx角 > induq) \(
    ```
            H-ELSE IF (indx角 > induq) \(
```




```
                        : printf("number in div is too large \n"); exiti0); \
```

                        : printf("number in div is too large \n"); exiti0); \
                        k = indmm; q[k+1] = '10';
                        k = indmm; q[k+1] = '10';
                        FOF(i=indma; i>=1; i--)\{
                        FOF(i=indma; i>=1; i--)\{
                        | q[k] = q[i]; k--;
                        | q[k] = q[i]; k--;
                        O-1;
                        O-1;
                                FOR (i=(indym-indxq); i>=1; i--) q[i] = '0';
                                FOR (i=(indym-indxq); i>=1; i--) q[i] = '0';
                                indx = indxm;
                                indx = indxm;
    \--i}
    \--i}
    ELSE ind: = ind:m:
    ELSE ind: = ind:m:
    com_mlindx+1] = '10';
    com_mlindx+1] = '10';
    FOF( i i=0; i<=indx; i+ti a[i] = '0';
    FOF( i i=0; i<=indx; i+ti a[i] = '0';
            a[i] = ' }10\mathrm{ ';
            a[i] = ' }10\mathrm{ ';
    MFOR (j=indx; j==0; j--) \{
    MFOR (j=indx; j==0; j--) \{
            IF (m[j] == '0') [0角_[j] = '0';
            IF (m[j] == '0') [0角_[j] = '0';
            ELSE BREAK:
            ELSE BREAK:
            B
    ```
            B
```



```
1006 1 L _ - \
l:l
1809 1 FOF (cycle=0; cycle<= indx; cycle++)
1810 1 - \
1811 | | IF (q[indx] == q!) /t either 11 or 00 t/
1812 | |-M
1013 | | | q1 = q[indr];
1814 | | | FOR {j=indx; j)=1; j--) q[j]=q[j-11;
1015 | | | q[0] = a[indx];
1816 | | | FOF (j=indx: j>=1; j--) a[j] = a[j-1];
1817 | | | IF (a[i] =''1') a[0] = '1'; ELSE a[0] = '0';
```



```
1820 | | ,
1821 ! | | result[indy+1]='\0'; carry = '0';
1822 | | | | FOR {i=indx; i>=0; i--\ |i
1823 | | | | - IF (a[i]!= m[i])\{
```



```
1826 | | | L - |-i
1827 | | |
1828
```



```
1856
1857
1858
1859
1860
1861
1862
1863
1864
1865
1866
1857
1868
1867
1870
1871
1872
1873
1874
1875
1876
1877
1878
1879
1880
1881
1882
1883
1884
1885
1886
1905 || | IF (lindxa+1) = MAXIMUM) |f printf("number in div is too large ln"); eait(0); l;
906 || | k = indxa; m[k+1] = '10';
```




```
2014 | #include "header.h"
2015 - CHAF \add(a,堷
2016 | CHAF %a,姘;
2017 1 r-M
2018 | | CHAR result[HAXIMUM],carry;
2019 | | REGISTER INT indx,i,k,indxm,indxa;
2020 | |
| indym= strlen(o); indxa= strlen(a);
| | indx角 = 1; indxa = 1;
||
||-IF (indzym!= indxa) \{
|| r-IF (indxa > indy*)\{
|| | |-IF ((indxa+1) ; MáxImum)\\
|| | Loprintf("number in div is toolarge ln"); exitiol; U
|| | k= indya; m[k+1] = '10':
```



```
|| | m[k]=m[i] k--:
```



```
|| FOF(i= (Indxa-indx自; i>=1; i--) [i] = '0';
|| in indu= indxa;
1| L- 1)
|| ELSE IF (indy臬% indxa) \i
|| ! -IF (\indxm+1) > MAXIMUM)\{
|| ! boprintf("number in div is too large in); exit(0); US
|| | k=indxm; a[k+1]='10';
|| | rFOR (i=indxa; j)=1; j--) |i
|| | | a[k]=a[j];k--;
111 ! !
FOF (i={indx-indxal; i>=1; i--) a[i] = '0';
                                i* printf("A --> %s and M --) %s |n",a,臬);
                                |/
|| | indx = indx年;
1114
114- i
        ELSE indy = indxm:
        |
        | result[indx+1] = '10'; carry = '0';
        1| FOR (i=ind; i i=0; i--)|
        || -TF (a[i] != m[i])|
        ||| IF (carry == '0') \{ carry = '0'; result[i]='1'; |
        || ELSE \I carry = '1'! result[i] = '0';0
    111 < - = 
    || OELSE |
    || | IF (a[i] == '1' && [arry == '1')\{'carry = '1'; result[i]= '1': \
    |!| | ELSE IF {a[i] == '1' 新 carry == '0')\{
    || ! | carry = 'l'! result[i] ='0';
    |
    111
    1|
    1|
    ||!
    111
    1||
    L--
    -ELSE IF (ali] == '0' & carry == '1') \\
        l carry = '0'; result[i] = '1';
        M-1
```



```
            carry = '0'; result[i] = '0';
            L-M
```

```
2067 1|| ᄂ- \
206日 1 | - \ }
2069 1| / printf("result of addition before noving %s \n",result);
2070 | | |/
2071 || r-IF iresult[0] == '1' \{
2072 || | result[indx+2] = '10';
2073 | | FOR {i=indx; i>=0; i--) result[i+1] = result[i];
2074 1| | result[0] = '0';
2075 11 L--\
2076 || /{ printf("result of addition --> 4.5 \na,result);
2077 | | $
2078 ! ! FEETUFN(result;
2079 | 1--1
2080 1 /#################################################################
2081 I This binary to integer routine will receive the binary character from the
2082 | calling routine and convert it to unsigned long integer.
```



```
2084 | UNSIGNED LDNG INT bin2int(s)
2085 | CHAR $5;
2086 1 - \{
20a7 | | FEGISTER INT i,j,len,time;
208g || UNSIGNED LONG INT locval,y:
2089 11
2090 1) len = strlen(s); len == 1;
2091 | | j =0; locval =0;
2072 | 1
2073
2094
2095 || | IF (j == 0) locval += 1;
2096 ||| | |-ELSE \/
2097 | | | | y =1;
2098 ||| | | FOR (time=1; time<=j; time+t) y = 2;
2099 || | | locval = locval + Y;
2 1 0 0
2 1 0 !
2 1 0 2
2 1 0 3
2104
2105 | L- l
```



```
2107 | This integer to binary function get integer input and convert it into
2108 | binary number in character and return them as a pointer to string.
```



```
2110 i #include "header.h"
2111 - CHAR \int2bin(n)
2112 | INT n!
2113 1 F--16
2114 || CHAF s[MAXIMUM],5trI[MAXIMUM];
2115 | | INT index,i,k:
2116 | 1
2117 | i = 0;
211日 | | IF in == 0) \i printf("value send in is 0\n"); exiti0i; |
2119 || H-IF (n == 1) |
```

```
2120 || s[0] ='0'; s[1] = '1'; s[2] = '10'; RETUFN(si;
2121 | | - = 0
2122 || - DO \
2123 | || IF( in % 2) == 1) 5[i] = '1';
2124 ||| ELSE 5[i] = '0';
2125 ||| 
2126 || L-printf("too large array in int2binin"); exitl0); |
2127 || OWHILE ( n!= 1 );
2128 | |
2129 || s[i] = '1'; s[i+1] = '10'; inde% = i; k= 1; stri[0] = '0';
2130 | | FOR (i = inder; i>=0; i--) \{ strl[k] = s[i]; k++; |
2131 || str[[k] = '10'; FiETURN(str1);
2132 | - - U
```



```
2134 |
2135 !
```
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