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CHAPTER I 

INTRODUCTION 

Storage subsystems provide two capabilities that nearly 

every computer system requires [15,18] :. ·· 

• permanent data storage 

• timely data retrieval 

Some effort usually is required to configure a storage 

subsystem that cost effectively provides these capabili

ties. For small, single user systems, configuring a sub

system is typically a matter of obtaining the fastest 

devices that satisfy the storage space requirements 

without exceeding the budget. For large, multi-user sys

tems, however, configuring a storage subsystem is much 

more difficult. With these systems, capacity planners 

must expend considerable effort to configure a storage 

subsystem that. matches the anticipated loads with the 

capacities of the storage devices while maintaining rea

sonable costs. Numerous models have been developed to 

analyze the performance of proposed configurations in 

order to determine whether they will perform adequately. 

Using these models, a variety of configurations are evalu-

1 



ated until a configuration is found that meets the space, 

' 
performance, and cost criteria specified for the storage 

subsystem. 

Obtaining and maintaining the performance predicted by 

a model, however, is a very difficult task. This is pri-

marily due to the continuous~r changing demands experi

enced by storage subsystems~ The changing demands result 
'" 

from the ever changing'business environment. As business 
. -

conditions change, data requirements also change. Thus, 

data is added to ,the system;-data -is removed from the sys

tem; data is a?cessed more frequently; ~ata is accessed 

less frequently. These changing demands can result in 

conditions that do,not permit the storage subsystem to 

function efficiently, affecting both I/O performance and 

storage space. These conditions are discussed in the fol-

lowing sections. 

Literat.,ure Review 

I/O Performance and DASD Skew 

One of the most important conditions created by chang

ing I/O demand that affects I/O ,performance fo~ direct 

access storage devices (DASD) i~ known as "DASD I/O rate 

skew" [20] or simply DASD skew. DASD skew is the dispro-

2 

portionate distribution of access demand among the-storage 

devices within a storage subsystem. This means that 

within a group of similar storage devices, only a few of 



the devices handle a large percentage of the access load. 

The remainder of the devices handle a much smaller per

centage of the load. As a result, the heavily utilized 

devices become bottlenecks to system performance because 

the devices cannot handle the access demands adequately. 

The usual_indications of this condition include long I/O 

request queue times, increased path and channel conten

tion, increased rotatiopal position sensing (RPS) misses, 

and increased seek times due to concurrent activity on 

more than one data set, all of which result in longer I/0 

service times. 

3 

Because of its prevalence and potentially serious 

impact on storage subsystem performance, DASD skew is a 

major problem that must be managed in all large storage 

subsystems. The existence of DASD skew and its impact on 

DASD performance has been observed by many individuals who 

have studied DASD performance problems. Suggestions for 

dealing with the problem are also numerous. These sug

gestions usually involve, investigation of current activity 

rates on the devices in the subsystem, then locating the 

most active devices and data sets, and finally moving the 

highly active data sets to less active devices. This more 

evenly distributes the load, allowing each device to be 

utilized better. 

Following is a summary of the information provided by 

others relating to DASD skew. Some authors simply discuss 

the nature of DASD skew and its impact on storage subsys-
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terns in general, frequently as part of a discussion of 

other topics which are also affected by DASD skew. This 

information is described first. Others discuss the topic 

more directly, usually providing suggestions about how to 

handle the problem as part of a discussion of tuning 

strategies. 

The Nature and Impact of DASD Skew .. McNutt [20] prob-

ably provides the most thorough ·analysis of. the DASD skew. 

The intent of ·his r·esearch, however/ ±s not to reduce DASD 

skew but to predict its behavior. He defines a technique 

for generating 'skew profiles for use in capacity planning 

so that I/O loads for individual devices can be determined 

given an overall I/O load. Hi~ premise is that DASD skew 

exists in nearly all storage subsystems and must be con

sidered when modeling systems 'because of its significant 

impact on performance. He identifies three major 

categories of data with distinctively different skew char-

acteristics due to the·methods used to manag~ the skew. 

These are 1) dynamic services such as paging, spooling, 

and scratch space, 2) fixed services, or "key system 

data", such as resident system volumes, catalog data, 
.' 

etc., and 3) user data for applications such a~ TSO~ data-

bases, etc. The dynamic services c~tegory consists of 

temporary data sets created and managed by the operating 

system as needed. The operating system dynamically deter-

mines file placement and skew problems with dynamic data 
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sets are not generally a problem because of the highly 

dynamic nature of these data sets. Fixed services data 

sets are generally monitored by the support staff, and the 

data sets are moved to different volumes when problems 

occur. User data usually receives little skew control 

because of'the volu:q1e and volatility of usage patterns. 
' ; ' ' 

In a later study, McNutt [21] also addresses the ques

tion of performance when loading data from .lower capacity 

storage devices to·· higher capacity ·Storage. devices. He 

concludes that standard M/M/1 queueing models do not 

reflect the actual patterns of I/O demand for application 

data stored on DASD. Based on his earlier-studies of 

skewed data discussed previously, he concludes that there 

will only be a marginal increase in the I/O rate on the 

busiest volume, which will cause only a small decrease in 

performance. This does not mean that skewed loads will 

not occur on higher capacity devices. In fact, McNutt 

points out that it is possible for two highly active data 

sets to end up on the same volume, a condition that would 

require the attention of a DASD tuning specialist. 

Mungal [23] discusses the importance of skewed loads on 

the performance of I/0 subsystems and the need to give 

careful consideration to the impact of skewed loads when 

configuring a storage subsystem. He mentions the use of 

access density as an "interesting way to view I/O actuator 

loading," which can be used to determine storage "pools" 

within the storage subsystem. 
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Friedman [11] , in looking at DASD access patterns while 

studying caching opportunities, noted the presen'ce of 

highly skewed access patterns in at least two of the sub-

systems on whic~ he performed cache simulations. The 

first sub~yst~m had two~thirds ,of the I/O activity 

performed by o4e-t,hird of :the devices, while the second 

subsystem had three-quarters of the I/O activity performed 
, ' 

by one-third of the devices. 

Duhl [10] an,alyzed' the eff.ects of the introduction of 

DASD devices with twice the 'storage capacity. of the· origi

nal DASD devices. Simulating 'the disk performance for 10 

gigabytes of storage, with a skew ~f 70 percent of the I/O 

requests being handied by half the devices and 30 percent 

of the I/O requests being handled by the other half of the 

devices, and varying the I/O 'load from 50 to 200 I/O 

requests per second,, . both the single capacity and the 

double capacity devices showed increased response times 

with skewed loading versus an evenly balanced load. The 
' ,•, ' ; 

higher loads showed a more significant difference with the 

double capacity devices being more severely impacted. 

This indicates that alleviating skew can improve'response 

time performance, especially at higher I/O rates.'· 

Brandwajn [7] make13 the follow.~:qg statement regarding 

the importance of considering DASD skew in his development 

of a model of Dl~.SD Dynamic Reconnect ion: "Note also that 

measurements of actual DASD. subsystems show that there is 

often a considerable imbalance in the load, i.e., rates of 



7 

I/O's and, possibly, other I/O characteristics, among 

strings of disks, as well as among devices of a single 

string. This can be the case when a small subset of 

drives accc;mnts for much of the string activity ("dominant 

devices"), and could also be expected in strings mixing 

single and multiple capacity DASD's. Therefore, it is 
,'• 

important to be able to accurately represent multipath 

DASD path reconnection configurations. with imbalanced 

load." 

Wilmot [34]. evaluates the skewness of the access rates 

for all of the data sets in the ·overall storage subsystem, 

noting that "extreme skewness of_ file usage appears to be 

ubiquitous in the file systems we have so far examined." 

However, he does not look at the skew experienced among 

the different devices of the system. It is actually the 

skewness of data set access rates that leads to device 

skew problems. If all of the data were about the same 

size and had the same access rates, then access skew would 

not be a problem. However, because of these differences 

it is easy for one device to have a large number of active 

files while another device has none. 

DASD Skew Reduction. The following provide a variety 

of suggestions for reducing DASD skew in a storage subsys-

tern. 

Piepmeier [29] describes a mathematical method for 

determining the proper distribution of I/O loads over mul-
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tiple devices. Minimizing the "total response time" 

resulted in evenly distributed access loads for devices 

with like access capabilities. The total load is distrib

uted proportionately across the sets of. devices with dif

ferent capacities. The proportion of the load managed by 

the higher capacity devices,, however, is not equivalent to 

the ratio of the access speeds.of the.different type 

devices. Higher capacity devices are able to handle a 

load somewhat greater than the load determined :f'rom a sim

ple ratio of the access speeds. Generalized examples 

illustrated that better performance is obtainable with 

access loads evenly distributed across all devices in 

accordance with their capacities. 

Beretvas [6] , in a general discussion of performance 

tuning problems and techniques· within the IBM OS/VS2 MVS 

operating system, indicates that when I/O performance 

problems occur, the I/0 load may be "incorrectly distrib

uted. . . . Bad data s'et placement in any operating system 

makes it impossible for the system to achieve its full 

potential .... and may therefore require load balancing, 

which begins with the' time honored task of data set place

ment. Data set placement is distribution of data sets 

such that no channels, c0ntrol units, and I/O devices are 

excessively used." He continues with a description of how 

to determine where bottlenecks exist and then, among other 

things, discusses the possible need to spread "TSO user 



catalogues, spool data sets, user data bases, and scratch 

space ... across volumes, control units, and channels to 

minimize contention and enhance availability." 

9 

Schardt [30] , in a description of his approach to IBM 

MVS operating 'system tuning, indicates that when a device 

is dominating a,control unit, it may be necessary to move 

some data sets to different devices with .less active con

trol units; that is, it may'be necessary to distribute the 

load. This may also 'be necessary when excessive seek 

times are being caused by multiple active data sets resid

ing on the same volume. 

Surveying I/O optimization procedures and problems at 

the time, Smith [33] reiterat~s the recommendations of 

Berevtas [6] and Piepmeier [29] -- data sets that are used 

concurrently should be located on different volumes "to 

reduce congestion and improve 'access time." 

Barkatski [3] states in his report of performance prob

lems on a Sperry system that several system files with 

high access demands were stored on only two of the drives. 

It was proposed that the files be evenly distributed among 

the available disk units. The implementation of this rec

ommendation plus others did improve both the mean response 

time and the response time variance, however, the 

improvements were not able to eliminate user complaints. 

The reasons are not clear and the author indicates that 

further studies are needed. 
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Singh et. Al. [32], discussing the performance manage-

ment of MVS systems, indicate that the I/O system requires 

tuning and optimization to achieve its full potential. 

One of the important aspects of the tuning effort is to 

assure that the I/O load is reasonably balanced across all 

the devices·within the system;· 

Beretva~ [5] concludes as the. result of m9deling stu-

dies of both MVS S/370 and MVS X/A that it is "important 

to balance the load among actuators." These studies 
'• 

showed skewed ·loading has a very negative i~pact on chan-

nel utilization, with path utilizations dropping from 

forty percent to'fifteen percent in 'the ,particular 

modeling conditions used. 

Wong and Chanson [35] desGribe a general purpose soft-

ware package called OPTIMAL that is designed to determine 

the optimal upgrade equipment that would improve the 

performance of a computer system. A first step in the 

upgrade optimization process, is the balancing of loads 

across the· I/O devices. By reducing the load on highly 

utilized devices, system bottlenecks may be eliminated and 

the need for upgrades may be eliminated. 

Papy [26] provides a case study in which improvements 

to the load balance among the various storage devices of 

the system were essential in to resolve the performance 

problems being experienced. The actions taken included 

moving a highly active device to a different string, mov-

ing some high activity data sets to different devices, and 



breaking up some data sets into multiple data sets and 

then redistributing the new data sets onto different 

devices. All of these efforts were directed toward bal

ancing the loads of the storage subsystem more evenly 

across all of the devices. 

11 

Papy [27] also addresses some of the general principles 

involved in resolving performance problems in the storage 

subsystem. He suggests that the principal techniques for 

tuning a storage subsystem are data set placement within a 

device, data set placement between devices, and volume 

placement between strings. He also indicates that deter

mination of which volumes and data sets are problems is 

not the only critical element to the resolution of the 

problem. Another important requirement is to determine 

where a volume or data set is to be moved. All of these 

are directly related to the elimination of DASD skew. 

Baker [2], in a review of the fundamentals of DASD tun

ing, includes in his recommended tuning procedures, the 

balancing of I/0 loads between over-utilized and 

under-utilized devices. He also suggests this as means of 

resolving path contention in the subsystem. 

Buzen and Shum [8] , in their review of various trade

offs involved in I/0 performance tuning, point out that 

DASD skew reduction is the most important tuning strategy. 

Griffith [14] , though not discussing the problems of 

skewed access loads directly, recognizes the problem in 

his discussion of combining loads from two or more smaller 
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capacity devices to a single higher capacity device. He 

suggests combining high activity volumes with low activity 

volumes in order to "spread the activity more evenly" to 

prevent lengthy queues. 

Space Utilization 

Space utilization is a~other important consideration in 

the management of,storage supsystems. The principal prob

lem with space u'tilization is large amounts of unutilized 
' . 

space. [9,12,161 This does not create problems for the 

user, but it does indicate resource~ hav~ been purchased 

that may not be necessary. For most people this is an 

unacceptable conditipn and shou+d be avoided. Therefore, 

the storage subsystem manager-must work toward efficient 

utilization of storage space. 

When maximizing the utilization of space, however, 

there are some restrictions th~t must be considered. Of 

course, it is physically impo~sible to exceed the capacity 

of a storage device. The phys,:Lcal capacity of the device 

is an absolute limit. Thi~ is' in contrast to the I/O 

capacity which can be exceeded because o.f the capability 

of storage subsystems to queue access requests. However, 

it is not feasible to fully utilize all of the available 

space. A certain amount of free space is required for 

temporary files and for future srowth. Capacity planners 

determine the amount of free space required from their 

modeling of the expected loads that the storage subsystem 
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must be able to handle. Levy describes a method for 

determining the amount of free space that should be avail-

able [17]. Tuning personnel'must resolve the problem of 

how this free space should be allocated ~mong the 

different storage devices. 
' ' 

Initially, the particular device on which the free 
' 

space is located may not appear to 'be jmpor~ant. However, 

because the·~tilization of free space ~lso has an asso-

ciated access requirement, the ac~e~s }pads on the devices 

will be affected by the allocation of free space among the 

devices. As has already been discussed, system perform-

ance is improved by distributing the access load across 

the available devices. Therefore, to provide better 

access performance, distribution of free space is also 

important. 

Another consideration affec~ing the distribution of 

free space in the subsystem:is that some devices may have 

different access capacities. Therefore, depending on the 

nature of the _typical acces's requirements for temporary 

data, providing free space on all of the different device 

types could improve performance ·~y providing the access 

capability that best fits the requirement of the temporary 

data. 

Storage Subsystem Tuning 

It is apparent from the recommendations of others who 

have studied the problems of DASD skew.and space utiliza-
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tion that steps must be taken to assure that the system 

continues to previae the space and access capabilities 

required by the users of the system. This necessitates 

some type of periodic tuning of the system to make adjust

ments for problems that' have been detected in capacity, 

' performance, or cost efficiency. 

The challenge of, tuning a storage subsystem is to pro-

vide sufficient storage space and access capacit¥ as cost 

effectively as possible without creating unacceptable 

performance delays. This requires optimization of both 

the access and space capabilities of the subsystem. That 

is, both the system's storage capacity must be utilized 

fully to reduce the cost per megabyte of storage, and the 

system's access capacity must,be utilized fully to reduce 

the cost per access without,creating excessively long ser-

vice times. 

Optimizing these capabilities is difficult because 

optimization of one capability can oppose optimization of 

the other. For example, if a device has available storage 

space, placing more data on the device can increase the 

access demand on the device and possibly iiJ.crease the I/0 

response time. Alternatively, if a device is experiencing 

excessive delays in handling I/O requests, moving data 

from the device to reduce the I/O demand also reduces the 

storage space utilization. This results in wasted storage 

space and an increased cost per megabyte to store the 

remaining data. 
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Tuning for I/O performance also has additional con-

flicting objectives. There are two principal DASD access 

performance measures that must be considered: 

1) throughput,, qr the total number of accesses performed 

during a specif~ed periqd, aqd.2)service time, the time 

required to perform an individual access request. 
~ ' ~ ' ' 

Throughput optimization maximizes utilization of a device 

by reducing the device i_.s idle time ~nd by removing system 

inefficiencies that increase the time nec~ssary to com-

plete an I/O request. These include long seek times and 

RPS misses. Idle time is reduced by assuril?-g that an 

access request is always available .to a device. However, 

because the arrival of I/O reques~s is not constant, main-

taining access demand requires the development of long 

queues. Long queues, however, cause unacceptably long I/O 

service times, leaving many users of the system dissatis-

fied even though a large vo,lume of I/O is performed. 

Optimization of service times attempts to reduce the 

time required to proces's an' I/O request to a minimum. 

When waiting is eliminated, an I/O request is performed in 

the minimum amount of time. Optimization.techniques to 

reduce I/O service times include elimination of I/O 

request queues, reduction of seek times within DASD 

devices, and reduction of RPS delays while waiting for 

available data paths. These assure that excessive I/O 

request queues do not develop, and they minimize wait 

times for the ~/0 service to be performed. Reducing ser-
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vice times, however, can result in less I/O being accom-

plished per unit of hardware and thus increase the amount 

of hardware required for the system. Therefore, because 

of these opposing objectives, the tuning process must 

attempt to reduce the· response time for. each I/O while at 

the same time ma'ximizing the' tot'al .quantity of I/O per-,. 

formed by each unit qf hardware. 
' ' ' 

Olcott [25] ·divides current tuning methods into three 

categories: rules of thumb, applicatic;:m performance stan-

dards, and modeling. 

The first category uses "Rules of Thumb" which specify 

maximum loads for various component~- of the system. The 

loads on each of these components 'are monitored and 
' ' 

adjustments are made periodically when the loads on a com-

ponent 'exceed these limits. 'It is assumed that these 

adjustments will provide ac-ceptable pe~formance for the 

system's users. 

The second category ,set~· standards for acceptable per

formance from the application or· user persp~ctive. If a 

particular application is experiencing unacceptable 

delays, a study is·initiated to find both the souice of 

the problem and the actions that should be taken to 

resolve the problem. 

The third category seeks to determine a system configu-

ration and proper loading levels for each device in the 

system based on a model of the system. The model provides 

system specific load limits that are then monitored. If a 
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problem develops, the model is altered to reflect the 

actual operating conditions. Subsequently, alternatives 

for resolving the problem are evaluated. When a solution 

is dec~ded upon, "the actual system is reconfigured and 

possibly new rules are impleme~ted. 

'P~oblem Statement 

One of the major problems with these tuning techniques 

is that they rely on manual methods. In l~rger'multi-user 

systems with numerous storage_ devices, (sometimes numbering 

in the hundreds), several people may manage the storage 

subsystems. Gelb [12] describes some of the problems as 

follows: "The determination of which data sets are to be 

placed bn which devices is often a difficult and time-con-

suming manual process. In ~ddition, the placement is· fre-

quently performed after-the-fact. That is, data are moved 

because a problem has ~lready-occurred, which often 

creates new performance and contention problems. It is 

virtually impossible for m~n4ally driven or applica-

tion-driven procedures to optimally place data in a timely 

manner." Major [19] also notes that "tuning tends. to be 

costly in skilled people resources as well as in hardware. 

Tuning is an ongoing effort, and the results are often 

unstable. Human resoHrces are growing more costly, 
I ' 

whereas hardware is decreasing in cost. Therefore, tuning 

should not be an objective; rather, it should merely be an 

unavoidable temporary measure." 
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Because of the time and expense of manual tuning meth-

ads, only the most serious problems are given attention. 

And usually these are the problems dealing with 

performance. ·oth~r problems, such as under-utilization of 

resources, get far.less attention because they do not gen-
. ' 

erate immediate complaints.; ~hus, current.methods fre

quently see~ to optimize acce~s capabilities at the 

expense of space utilization:· resulting in wasted storage. 

space and extra costs. 

Ideally, a computer system should, as Merrill [22] sug-

gests, "dynamically manage" its own storage subsystems, 

freeing system managers from this time consuming and 

expensive task. In 1983, the GUIDE IBM user group sug-

gested, among other things, that "productivity of support 

personnel must exceed storage growth rate," and "that the 

subsystem must be self-adjusting to a changing environ-

ment." [12] Of course, implicit in these suggestions is 

the need for automation of.the storage subsystem tuning 

process. 

Turning the tuning function over to the computer system 

is not a simple task, but efforts are being made to do it. 

IBM has, over the last few years, introduced System Man-

aged Storage in their large computer systems in an effort 

to simplify the tasks of allocating storage space and 

dealing with inactive data. At the time a data set is 

created, the expected access requirement is specified by 

the user. Then the data set is located automatically on 
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the device that has the capacity to handle the specified 

access requirement. Additionally, as data sets become 

inactive, they migrate to off-line storage with an auto-

matic recall capability over an extended,period of time. 

Of course, migrating inactive.data to off-line storage has 

a tendency to .increase ·the access load on a device which 

increases th~ potential 'for performance problems on the 

device. Also, System Managed Storage does not tune the 

system once a 'data set has been allocated. Adjustments 

are not made if the user did not de.fine t,he access or 

space requirementB properly or if. the .requirements change ' 

aver time . [ 2 8 ] 

The objective of this study is to define a method for 

automating the tuning of storage subsystems that minimizes 

DASD skew and, in turn, provides efficient utilization of 

the space and access capabilities of the subsystem. The 
' ' 

method described significantly ~educes the requirement for 

manual tuning of storage subsyste~s by maintaining the 

subsystem in a balanced condition; the I/0 loads and free 

space are equally distributed across all devices according 

to their capa,city. As subsystem loads change, the system 

automatically adjusts to the changes. DASD skew is con

trolled so that no manual i~tervention.is r~quired to 

eliminate the problems introduced by skewed I/O and space 

utilization within the system. 

The tuning method proposed is based on the use of vee-

tor representations of storage subsystem capacities and 
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loads to balance the loads across all of the devices in 

the storage subsystem. These vectors are referred to as 

storage factors. Storage factors are the vector represen

tation of the concept of access density which was first 

defined by Hill in the IBM te~hnical report Access 

Density--A Data Storage Fig~re of Merit [15]. Storage 

factors provide an effective means to conceptualize and 

correlate mathematically the space and access capacities 

of a set of storage devices with the space and access 

requirements of the data being stored. Theoretically, it 

is possible to balance a storage subsystem by equalizing 

the storage factor representing the Load for each device 

with the storage factor representing the capacity of each 

device in the subsystem. By moving data sets to different 

devices, the difference between the load and capacity 

storage factors of each device is reduced as much as pos

sible. 

Although a statistical analysis of the effectiveness of 

using storage factors would have been preferable, a legit

imate statistical analysis was not feasible for this study 

because data were not available from a statistically 

representative sample of large storage subsystems. Addi

tionally, the volume of data necessary to complete a sta

tistical analysis with the measurement tools currently 

available would have resulted in processing costs that 

were unacceptably high. Alternatively, a simulated tuning 

effort using actual data from a large storage subsystem is 



presented to demonstrate the use of the method and to 

explore any potential problems. 
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A detailed description of the proposed method follows. 

In chapter 2, storage factors are defined in detail. In 

chapter 3, the proposed tuning method is described in a 

step-by-step procedure. Next, :a case study is presented 

in chapter 4, followed in thapter 5 by an analysis of the 

results obtained in the case study. Conclusions and sug

gestions for future study are discussed in chapter 6. 

The terminology and examples refer primarily to IBM 

storage subsystem architecture and devices. This is 

because of IBM's dominance among large computer systems 

and the prevalence of information about these systems. 

However, the problems discussed here and solutions pro

posed apply to any storage subsystem with a large number 

of storage devices that experience variable access 

requirements among a large group of data storage devices. 



CHAPTER II 

STORAGE FACTORS 
•, 

Access density space is described by Hill [15] as "the 

Cartesia~ coordinate space described by volume of capacity 

as the ordinate and accesses per second. . . . as the 

abscissa," where volume of capacity is generally measured 

in megabytes of storage space and accesses per second is 

the number of times per second that a read or write opera-

tion is performed on a block of data. Within this coordi-

nate system, the number of· accesses per second relative to 

the amount of data stored is depicted by plotting the 

storage space along the abscissa and the accesses per unit 

of time along the ordinate. The ratio of the access rate 

to the space, which is.the slope of the plot, is defined 

by Hill [15] as access density as shown in Equation 1. 

ACCESS DENSITY=. ACCESSES PER SECOND 
, MEGABYT~S OF STORAG-E 

(1) 

Hill later observed that a plot of this type is similar 

to a vector and that storage requirements could be 

represented using vectors. Based on this observation, he 

22 
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suggested that vector analysis may be a useful tool for 

automating the balancing of a storage subsystem, which is 

the thesis of this paper. 

Meaningful vector analysis requires that the dimen-

sional units be--consistent. Since storage space and 

access requirement~ are me<?-'sured _in ~if~erent units, it is 

not possible to vectorize the storage characteristics in 

terms of their actual'units. However, by scaling the 

actual units it, is possible to conver't to common units 

that allow the storage requirements to be represented as 

vectors. The access scale factor must be proportional to 

the accesses per ~econd, and the space scale factor must 

be proportional to the storage space. For example, an 

access scale factor may be 2~00 inches/access/second, and 

a space scale factor may be 0.002 inches/megabyte. 

Once the storage characteristics have been scaled, a 

space vector with _a magnitude equal to the scaled mega

bytes of storage can be pl~~ted along the abscissa, and an 

access vector with a magnitude equal to the scaled 

accesses per second can be plotted along the ordinate. 

The su~ of the ~pace vector and the access vector defines 

a third vector known 'as the storage factor vector. This 

is shown in Figure 1. 

The direction of the storage factor vector is related 

to the access density as shown' in Equation 2. Therefore, 

access density is also used to refer to the direction of 

the storage factor vector. 
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(2) 

The magnitude of the storage factor vector is defined 

as the storage load. Using vector algebra, it is 

calculated as shown .in Equation 3 [31] . 

STORAGE LOAD=~ (MB*SF space)-2 + (ACC/SEC*SF accesses) 2 . 

Since the magnitud'e of a storage factor vector is .. 

(3) 

dependent on the values of the space scale 'factor and the 

access scale factor, the selection of storage factors can 

make a significant difference when comparing storage 

loads. Selection of scaling factors is discuss~d later 

under Determining Scaled Factors for Balancing in Chapter 

III. 

Storage factors quantitatively express the relationship 

between the space and access requirements of data storage. 

They allow access and space problems to be analyzed and 

resolved simultaneously while giving each problem equal, 

consideration. Since storage factors are vectors, vector 

mathematics can be used to analyze a storage subsystem's 

condition and verify the suitability of possible solutions 

to loading and capacity problems. Also, vectors are well 

suited to graphical presentation; therefore, storage fac-

tors, when plotted, can provide an easily understood 
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depiction of a storage subsystem's condition. 

Hardware vs. Data Storage Factors 

Storage factors can be used to characterize both stor-

age hardware and st()red data .. .Hardware includes physical 

storage devices such as disk,. Q.rives· (floppy disks, hard 
' ' 

> 

disks, optical disks, 'etc.), tape drives, and solid state 

devices ( c~ches, RAM, ROM, :etc.) .' Sto:r;-,ed data includes 

any collection of related pieces of i~formation identified 
' ' -

as a single entity. These data collections are referred 

to as a file or data set. In this paper, ·the term data 

set is used. However, a stored data entity also can be a 

collection of all the data set~ stored on a device or in a 

storage subsystem. Or, if a ·data set is stored on more 

than one device, the stored data entity could be only that 

portion of the data set stored on the device being ana-

lyzed. 

The storage factor is useful for tuning storage subsys

tems because a vector can ~im~~taneously represent both 

the access and the space requirements of the storage 

problem, both for stored data as well as for storage hard-

ware. By correlating the storage factors_ of the hardware 

and the data, utilization of the storage and access 

capabilities can be improved while maintaining a reason-

able assurance that access bottlenecks will not occur. 

Determining the storage factor for data sets and for 

storage devices is described in the' next two sections. 
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Data Set Storage Factors 

The storage factor of a data set is defined by the 

amount of data stored in the data set and the access rate 

that must be provided to the data set. 

The amount of data stored in a data set is the storage 

space allocated for the data set. The unit of measure is 

usually megabytes, but gigabytes can be used also. 

The calculation of a data set's access rate is shown in 

Equation 4. 

( 4) 

The READ/wRITE REQUESTS is the predicted number of 

times that a block of data will be read from or written to 

the data set during a specified TIME PERIOD. This 

prediction is made by monitoring the data set activity and 

recording the I/0 requests during the TIME PERIOD. On 

large IBM systems, the SMF monitoring system is available 

for this purpose. However, this type of monitoring 

generates very large volumes of data that must be 

condensed and analyzed to be useful. It would be 

preferable to incorporate in the operating system a method 

of continuously capturing, analyzing, and condensing this 

data and storing it in the Volume Table of Contents (VTOC) 

with the other data set information. 
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A conservative algorithm for determining the character

istic access rate of a data set/ which could be incorpo

rated into the operating system/ is shown in Figure 2. An 

EXCP refers to the IBM MVS command issued to initiate an 

I/0 request. 

By defining a time period.for evaluating access skew/ 

such as w~ekl'y 1• monthly 1 bimonthly 1 or quarterly 1 it is 

possible to determine Cl,·data set with a declining access 

rate. This is necessary td prevent the data·from becoming 

skewed to the high side over time. Thus 1 at some regular 

interval of time designated.for'monitoring access skew/ 

the characteristic EXCP count is updated with the maximum 

EXCP count since the last time period. 

By storing the characteristic access rate for a data 

set/ it would always be readily available. This would 

allow the system to rebalance the .storage loads regularly/ 

as time and resources are a~ailable 1 possibly on a daily 

or weekly basis. Of course; this approach assumes that 

activity in the future will'be similar to the activity in 

the past. This assumption/ however 1 may not be valid. 

Therefore/ if conditions are known that will modify the 

access requirements of the data set 1 adjustments should be 

made to the predicted access rates. 

The TIME PERIOD is the length of time used to define the 

data set access characteristics. Access requests vary not 

only from device to device but also in time. [20] Some 

periods of the day have much higher activity rates than 



lastskew = last skew check period 
currsxew = current skew check period 
counthr = hour for which EXCP's were counted 
currhr = current hour 
excpct = EXCP count 
maxexcp(counthr) = maximum EXCP count for 

the data set for the 
count hour during the 
latest skew period 

characct(counthr) characteristic EXCP 
count for the count hour 

if currhr > counthr then 
if excpct > maxexcp(counthr) then 

maxexcp(counthr) = excpct 
if excpct > characct(counthr) then 

characct(counthr) = excpct 
endif 

endif 
if currskew > lastskew then 

characct(counthr) =max
excp(counthr) 

endif 

maxexcp(counthr) = 0 
lastskew = currskew 

endif 
excpct = 0' 
counthr = currhr 

excpct = excpct + 1 

Figure 2. An Algorithm to Calculate the Characteristic 
Access Rate 

other periods. [2] The busiest times of the day are usu-

ally when problems resulting from DASD skew are encoun-

tered. Therefore, since the intent of tuning the 

subsystem is to eliminate these problems and prevent 

29 
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future problems, tuning should be performed for the high 

access periods. Tuning for other time periods will have 

little or no benefit if the accesses fall well below the 

device's capabilities. Typically, the high access periods 

occur sometime during the morning and then again in the 

afternoon 9n regular busi~~ss days [2 1 26]. 

For this study, one hou':r:, p~riods are used. Over sev-
' ' 

eral days or weeka, an~lyzing data ~ccesses within one 

hour periods allows meaningful access patterns to be 

determined. These access patterns are then compared and 

tuning is performed for those periods with the highest I/O 

activity since they will have the most significant impact 

on system performance. 

When comparing data set ,storage factors, larger magni-

tude storage factors indicate larger amounts of data are 

being stored, more accesses per second are required, or 
' ' 

both. A data set with a i~rge access density indicates 

that the data being stored is iccessed at a high rate rel-

ative to the amount of data $tored. A small access den-

sity indicates that a large amount of data is stored in 

the data set relative to the number of accesses to the 

data. 

Table 1 lists some example data,sets and their charac

teristics. These a~e plotted in Figure 3. 

Device Storage Factors 

The storage factor of a storage device (hardware) 
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TABLE 1 

DATA SET CHARACTERISTICS 

Average 
Data Set Read/Write Time Period Accesses Megabytes 

Name Requests (Seconds) /Second Stored 

DATA SET 151.DD 36DO.OO 0.042 7.12 

DATA SET 2 80.80 3600.00 0.022 3.75 

DATA SET 3 226.00 3600.00 0.063 9.49 

DATA SET 4 191.00 3600.00 0.053 3.75 

DATA SET 5 266.00 3600.00 0.074 3.75 

DATA SET 6 403.00 3600.00 0.112 3.84 

DATA SET 7 207.00 3600.00 0.058 1.80 

relates a device's ability to store data and its ability 

to access data. A device's storage factor is defined by 

the amount of data it can store (usually specified in 

megabytes) and the number of blocks of data it can read 

from or write to the device in one second--the sustainable 

access rate. 

The maximum access rate that can be sustained by a 

device is calculated in Equation 5. 

ACCESSES PER SEC= SER VI~E TIME *QUEUEING FACTOR 
(5) 

There are many factors that determine the access rate 
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that can be sustained by a rotating disk device. These 

vary from subsystem to subsystem and are dependent on the 

exact configuration of the subsystem. Beretvas [4] and 

Gray [13] provide a thorough discussion of these factors. 

SERVICE TIME is the time required for a storage device 

to process a request to either read or write a block of 

data. A simplified calculation of the SERVICE TIME for a 

rotating disk device is shown in Equation 6. 

where 

SERVICE TIME= A VG SEEK TIME+ A VG LATENCY TIME 

+A VG DATA TRANSFER TIME 

A VG DATA TRANSFER TIME= TRANSF~R RATE* A VG BLOCK SIZE 

( 6) 

The A VG SEEK TIME is the average number of milliseconds 

it takes to move the read/write head to the track or 

cylinder where the data to be retrieved is stored. The 

AVG LATENCY TIME is the average number of milliseconds 

required for the proper block of data to rotate under the 

read/write head. The AVG DATA TRANSFER TIME is the 

number of milliseconds required to move an average size 

block of data to or from the device once the read/write 

head is positioned properly. A device's average block 

size is the average of the block sizes of all the data 

sets stored on the device. A larger block size will 
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increase the transfer time per access because more data is 

transferred during each access. Although the average 

block size for a device may vary somewhat, the difference 

it causes in the AVG DATA TRANSFER TIME is usually 

insignificant when compared to the seek time or latency 

time. If desired, the average block size can be easily 

adjusted since it is readily'available,on the VTOC. 

Of course, the average seek time also may vary depend

ing on the locality of reference and the cylinder place

ment of more active data sets. This can be alleviated 

to some extent by placing higher access density data sets 

on those cylinders that minimize read/write head move

ments. 

The QUEUEING FACTOR is required because input/ output 

requests are not received by the device at a constant 

rate. This is because the CPU .can process data at a much 

faster rate than an I/0 device. Therefore, an I/0 device 

often receives access requests much faster than its capac

ity to handle them. When this occurs, a queue of I/0 

requests is generated. At other times, the I/O device 

receives requests at a rate well below its capacity. Dur

ing this lower activity period, the requests in the queue 

can be processed until ·the queue is empty. 

The queueing theory steady state. equation for the wait 

time in a queue for ~n M/M/1 queueing system [1] shows the 

relationship between the arrival rate and the service 

rate. If it is assumed that an I/O device is an M/M/1 
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queueing system (arrival rate and service rate follow a 

Poisson distribution) and that an acceptable wait time for 

service is 50 percent of the service time, then by the 

wait time equation just mentior+ed, the average service 

rate of a device should be approximately 30 percent of its 

maximum service rate. ,Otherwise, excessive delays will 

occur because of the time required for the server to ser

vice a request. 

McNutt [21]. has suggested that the M/M/1 model may not 

be appropriate for storage devices that·are not being used 

by a large number of users with relatively high access 

demands because'the requests for service probably do not 

follow a Poisson arrival process. He found that for TSO 

and large databases, no degradation in service occurred 

for service request rates up to sixty percent of the maxi

mum and, in some instances, ~p to eighty or ninety percent 

of the maximum service rates. Thus, if it is found tha,t 

the access requests ar$,nbt arriving according to the pre

dictions of the Poisson arrival process, it would be fea

sible to adjust the queueing factor appropriately. 

Example Device Calculations 

The calculations to determine an allowable access rate 

for the 3380 Model AK4/BK4 are illustrated in the follow

ing equations. First the Service Time is calculated in 

Equation 7. Technical specifications were obtained from 
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IBM literature [36] . Then the Accesses per Second is cal-

culated in Equation 8. 

SERVICE TIME= A VG SEEK TIME+ A VG LATENCY TIME (7) 

+DATA TRANSFER TIME 

SERVICE TIME= l6x l 0-'3 sees/access+ 8.3~ l 0- 3 secs/access 

,+ ( l sec/Jx l 0 6 *6500bytes/access) 

= 26.47x l 0- 3 secs/access 

ACCESSES/SEC= SER VI~E TIME:* QUEUEIN~ FACTOR 
( 8) 

; *.3 
26.47x l o- ,sees/access 

= 37.77 accesses/sec*. 3 
-

= ll.33accesses/sec 

The MEGABYTES OF STORAGE- for a device is the maximum 

number of megabytes to •be f?t.ored on the device. This will 

not be the maximum physical+y possible to store on the 

device because some fre.e space is required to allow 

for data set growth and temporary data sets. Typically, 

the desirable maximum allowab,le storage, size is eighty-

five to ninety percent of the physical capacity of the 

device. Of course, it is possi~le to characterize 

temporary storage demands just as permanent data sets are 

characterized. 
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When comparing two devices, the device with the larger 

storage load has more capability for accessing data, stor-

ing data, or both. The device with the larger access den-

sity has a greater capacity to retrieve data relative to 

the amount of data stor~d than the device with the smaller 

access density. 

As an example, Table 2 prov,ides' a comparison of the 

characteristics of various models of IBM Direct Access 

Storage Devices. Figure 4 portrays the ~torage factor for 

each device [36] . 

TABLE 2 

EXAMPLE STORAGE DEVICE CHARACTERISTICS 

Sustainable 
Model Access Rate Storage 

Device Number ' (Accesses/sec) MB ' 

3380 AK4/BK4 11 .34 1606.500 

3380 AJ4/BJ4 13.35 535.500 

3380 A04/AA4/B04· 11.34 535.500 

3380 AD4/BD4 11.78 535.500 

3380 AE4/BE4 10.92 1071.000 

3350 8.19 269.875 

After comparing the access densities of these devices, 

it is clear that the 3380 Model AK4/BK4 has the least 

access capacity relative to the amount of data s,tored, 
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while the 3350 Model has the largest access capacity rela-

tive to the amount of data stored. This means that a 3350 

device is suited to storing higher acc_ess density data 

sets better than a 3380 device because the access density 

of a 3350-devi6e is hi~her than·the ~cc~ss density of a 

3380 device. On the· other ·hand', a 3380 device would be 

suited to stor"ing>a large amount of data with low access 

requirements bet~er than would a 3350 device. 

Caching Effects 

It is beyond the scope of·t?is paper to discuss I/O 

caches in detail. However, since caching is prevalent in 

large storage subsystems t~day, their impact on the .stor-

age devices that they service is discussed briefly. An 

I/O cache is in reality a storage device with different 

storage characteristic~_than the storage. devices they ser

vice. It generally has a'very high access capacity and a 

much smaller storage space .. That is, its access density 

is much higher. It also do~s not provide permanent stor-

age. 

Cache is non-permanent storage. Therefore, it must be 

considered separately from permanent storage since any 
' ' 

cached data also must be provided storage space and access 

capacity on a permanent storage device. However, since 

data is moved from permanent storage to cache when the 

data set is accessed, the cache can reduce the amount of 

I/O that the permanent storage device must support. This 
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reduces the access density of the data set with respect to 

the permanent storage device. Since the access density 

affects how the system manages a data set, a cache can 

affect the placement of the data set on the permanent 

storage devices. In a non-cached sys~em the same data set 
. ' ' 

with the same access demand can have a completely differ-.. , 
' 

ent access requirement ~t the. perma!lent .,.f?1:7orage device 

level. Therefore, it is import~nt that acce~s demand be 

measured at the queueing level of the device t·hat is being 

analyzed. 

Aggregate Storage ·Factors 

An aggregate_storage factor'is the characteristic of a 

set of data sets or devices when viewed as a whole. Thus, 

for data, the data set divi~lons are ignored and all the 

data is viewed as one entity. Usually the data sets 

include all the data sets on a 'device or all the data sets 

in a subsystem. For hardwar.,e, .the physical device separa

tions are ignored and all a·evice capabilities are consid-

ered as one device. Usin~ vector algebra, the calculation 

of the aggregate s~orage factor is shown in Equations 9 

and 10 where n equals the number devices or data sets. 

n ' I ACC/SEC,*SF accesses 

AGGREGATE ACCESS DENSITY= -'=-1 -------
n 

I MB,*SF space 
t= l 

(9) 



41 

AGGREGATE STORAGE LOAD= (10) 

A comparison of tqe aggregate d~vice access density and 

the aggregate data access density will ,show any ineffi

ciencies in the.utiliz.atio'n· of the .storage subsystem. If 

the aggregate data' access qensity is sig~ificantly 

different from the aggregate device access de'nsity of the 
,. 

devices, then the devices a~e not well. suited to storing 

the data. If the aggregate data access,density is 

considerably larger than the aggregate device access 

density, there must be a large amount of unutilized 

storage space if the access capabilities of the devices 

are not exceeded. An example is shown in Figure 5. 

If the device "storage capacity is being utilized fully, 
' ' 

then the device ac~ess capabilities are being exceeded, 

and a bottleneck is created .. This is illustrated in 

Figure 6 .. Of course, other·conditions can exist, but 

under no circumstances can the storage subsystem be oper-

ated without inefficiencies·in either the access rates, 

the quantity of stored data, or .both. 

Residual ~torage Factors 

The residual· storage factor is the difference between 

the aggregate device storage factor and the aggregate data 

storage factor as shown in Equation 11. 
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RESIDUAL STORAGE FACTOR= ( 11) 

DEVICE STORAGE FACTOR-DATA STORAGE FACTOR 

In reality, the residual. st'orag~ factor defines a 

virtual device consisting b'f the unutilized storage capa

bilities of the storage devic~. Figure 7 shows a residual 

storage factor. 

The residual storage factor .shows the condition of the 

storage subsyseem being analyzed. The larger the magni

tude of the residual storage factor, the more out of bal

ance is the system. A zero magnitude residual storage 

factor indicates a perfectly balanced system; the data 

storage requirements equal the data storage capabilities. 

This is the most economic 'condition, and therefore, it, 

defines the desired result of most tuning efforts. 



CHAPTER III 

TUNING PROCEDURES 

As discussed previously, in the ideal storage subsystem 

the storage and access capacities of the subsystem are 

utilized fully without degrading its performance. Because 

conditions frequently change within a subsystem, periodic 

tuning is necessary to main~ain balanced utilization of 

the subsystem's resources and thus prevent performance 

problems resulting from an out-of-balance condition, or 

DASD skew. 

Tuning a storage subsys.tem first requires verification 

that the storage subsystem'has the capacities necessary to 

handle-the storage requirements of the system. Next, the 

space and the access loads on each of the storage devices 

within the subsystem must be balanced with the device's 

capacities. Balancing the loads is accomplished by moving 

an appropriate group of data sets from those storage 

devices that are overloaded to those devices that are 

under-utilized. The tuning procedures developed during 

this study are summarized in the following outline of the 

balancing algorithm. Each step is then explained in 

detail in the following sections. 
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Outline of the Balancing Algorithm 

Step 1: Calculation of storage factors 

The following storage factors are determined: 

Data set storage factors by time period 
Device storage factors 
Device .load storage_·factors by time period 
Subsystem capacity 'storage factor 
Subsystem load storage f~ctor by time period 

Step 2: Selection of the critical time period 

This is the time period with the greatest magni
tude .Subsystem Load Storage Factor. 

Step 3: Evaluation of the hardware compatibility 

If the subsystem capacity storage factor and the 
subsystem ·load storage factor are significantly 
different in magnitude or direction, a change in 
hardware configuration may be required. 

Step 4: Determination of the virtual device storage fac
tors 

These are the desirable.balanced loads for each 
device based on a weighted average of the total 
loads. 

Step 5: Determine the scale factors for balancing, and 
scale the appropriate storage factors 
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Select a scale which equalizes the magnitudes of 
the components of the virtual device storage fac
tor. Scale the virtual device storage-factor, the 
device load storage factors, and the data set 
storage factors. 

Step 6: Calculate the residual· s~orage factor for each 
device. 

Step 7: Balancing the loads (moving data sets) 

Step 7A: Determination of a data set to move 

Determine the device with the largest magni
tude residual storage factor. 



Step 7B: 

Step 7C: 

Condition 1 

If the access load < virtual access capacity 
and the space load < virtual space capacity 
then 

No data sets are moved--access and space 
capaci~y remains on the device 

EJ;se Condition 2 

If the access lo~~ < vi~tual ~ccess· capacity 
and the space lpad > virtual space capacity 
then 

The data set with the lowest access density 
is selected 

Else Condition 3 

If the access load > virtua+ access capacity 
and·the space load >virtual space capacity 
then · 

The data set with an access density closest 
to the residual access density is selected 

Else Condition 4 

If the access load·> virtual access capacity 
and the space load < virtual space capacity 
then 

The data set with the largest access den
sity is selected 

A check is made that removal of the data set 
will reduce the residual storage load. 

If removing the data set will increase the 
residual storage load, the move is canceled 
and the next data set is selected. 

Determination of the device to receive the 
moved data set. 

The device with the residual access density 
closest to the data set access density is 
determined; 

If adding the data set increases the magnitude 
of the residual storage factor, the device 
with the next closest residual access density 
is tried. This is repeated until a device is 
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found to receive the data set. If no device 
is found, the move is cancelled, and the next 
data set is tried. 

Step 7D: Move the data set. 

Step 7E: Goto Step 7A and repeat until all devices are 
balanced or no more data sets can be moved. 

Calculation of. th~ Stor~ge F~ctors 

The first step in tuning a storage subsystem is to cal-

culate the following storage-factors: the dp.ta set stor-

age factors, the device storage factors, the device load 

storage factors, the subsystem capacity storage factor, 

and the subsystem load storage factor. They are described 

briefly below. 

The data set storage factors are defined by the charac-

teristic access requirement .by time period and the allo

cated storage space of each data set. This information 

should be contained in the VTOC. If it is not, it must be 

calculated from monitoring data. A data set storage fac-

tor must be determined· for each data set in the subsystem 

for each time period to be analyzed. 

The device storage factors are defined by the ma~imum 

sustainable access capacity,and the storage space capacity 

available on each device, less any required space for 

future growth and temporary data sets. A device storage 

factor must be determined for each device in the subsys-

tern. 
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The device load storage factor is the aggregate storage 

factor of all the data sets stored on a single device. A 

device load storage factor must be determined for each 

device in the subsystem for each time period. 

The subsystem device storage factor is the aggregate 

storage factor of all the devices in the subsystem. 

The subsystem load storage,factor iE; the aggregate 

storage factor of all the data-sets stored in the subsys

tem. A sub-system load storage factor must. be determined 

for each time period. 

Selection of the Critical Time Period 

The second step in the tuning'procedure is to determine 

the time period that has the_ greatest demand for 

resources. The critical time period is the hour with the 

largest system data storage-factor access density, or the 

hour with the largest accesses per second requirement. 

The space requirement is not a factor in determining the 

critical time period because the quantity of data stored 

remains constant through all the time periods. 

'Evaluation of the_ Hardware Requirements 

After determining the critical time period, the subsys-

tern is evaluated as a whole; that is, total capacities are 
-, 

compared to total demands for the critical time period. 

This is accomplished by plotting the system data storage 
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factor versus the system device storage factor for the 

critical time period. By comparing these two storage fac-

tors, it can be determined whether modifications to the 

number or type of hardware devices are necessary in order 

to provide the required· storage capabilities economically. 

If there is unutili4ed storage and access capacity 

equal to trie storag~ and access capaciti~s of one or more 

of the devices.in the subsystem, then it is possible to 

remove one or more devices fran: the subsystem without 

affecting its performance. If either the storage capacity 

or the access ca~acity, but not both, is under-util~zed, 

the existing storage devices may ne~d to be replaced with 

devices that have a ·storage factor similar to the storage 

factor of the data. This should allow better utilization 

of the devices. 

Acquiring other equipm~nt also may be necessary if 
'' 

access or spac.e demands exceed the capacities of the pres-

ent devices. If the total access demand exceeds the total 

access capacity of all .the devices, there probably are 

performance problems in the system. If there is not 

enough free space for growth and temporary·data sets, then 

jobs requiring additional storage space will fail because 

of out-of-space errors. If either of these conditions 

exists, new storage capacity must be acquired. Again, 

only devices with storage factors as close to the device 

load storage factors as possible should be obtained. This 

assures that unnecessary capab~lities are not purchased. 
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Determining the Virtual Device Storage Factors 

Once it has been determined that the existing equipment 

meets the current and projected future data storage 

requiremepts, the next step is to define the storage loads 

that each device should handl~~ 0~ cou~se, since the 

object of-tuning the storage subsystem is to assure that 

the access and space requirements of the data are matched 
' '. 

as closely as possible to the capacities of the device on 
~ I ~ J 

which the data is stored, it may seem logical to use the 

device storage factors as the tuning objective. Neverthe-

less, because the total storage.loads rarely exactly match 

the total subsystem capacities, ~t is preferable to use a 

weighted distribution of the total storage load as the 

desired balanced load rather than the actual device capac

ities. The weights are based ·an the capacities of the 

devices. In this way, all the devices carry a load 

proportional to their capa~ities. 

For example, if· the total' demand is for 1200 megabytes 

of data and 30 access per second, Table 3 illustrates the 

calculated distribut1on of· the load fpr balancing the sub-

system. Thus, devices 1 and 2 ·would be expected to store 

67 percent more: data and p~ov.ide 25 percent more accesses 

than devices 3 and 4 because devices 1 and 2 have 67 per-

cent more space capacity and 25 percent more access capac-

ity than devices 3 and 4. 
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Distributing the loads in this manner can be viewed as 

defining a virtual device, then attempting to maximize the 

loads on each virtual device during the balancing process. 

The storage factor associated with each of these virtual 

devices is referred to as the virtual device storage fac-

tor. 

TABLE 3 

EXAMPLE -- DESIRABLE DEVICE LOADING 

Accesses Weighted Weighted 
Megabytes jSec. Load Average 

Device Capacity Capacity Megabytes Acc./Sec. 

Device 1 500 10 375 8.33 
Device 2 500 10 375 8.33 
Device 3 300 8 225 6.67 
Device 4 300 8 225 6.67 

Total 1600 36 1200 30.00 

Determining Scale .Factors for Balancing 

The balancing procedure should give highest priority to 

the condition that is most out of balance. Thus, when 

balancing a device with an access requirement that exceeds 

the desirable by 25 percent and a space requirement that 

exceeds the desirable by 10 percent, a higher priority 

should be given to reducing the access requirement over 

reducing the space utilization. 
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To assure that this prioritization occurs, the storage 

factors must be scaled appropriately. For example, a 

device may have a desirable load of 1500 megabytes of 

storage space and 15 accesses per second. If 1700 mega-

bytes of data are actually store~ op the device and 18 

accesses per second are required, a ve,ctor analysis of the 

difference between the desirable and -the actual loads, 

' using scale factors of 'one, results in a vector ~ith 200 

units for the space component and 3 units for the accesses 

per second component. The magnitude of this vector, is 

almost completely the result of the space component. Con

sequently, the-balancing effort would first try to remove 

the excess storage load, even though the access 

requirement is 20 percent out~of-balance, and the storage 

requirement is only 13.percent out-of-balance. 

To overcome this problem, a scale that plots the sub-

system device storage factor at 45 degrees is necessary. 

That is, the access rate· and space components of the 

subsystem storage capacity Vector should have equal magni-

tudes. This will give equal consideration to the space 

and access characteristics during the .balancing effort. 
' ' ' 

Thus, using the previous example, if the megabytes are 

scaled by a factor of 0~0~, then the 1700 megabytes load 

becomes 17 and the accesses per second remains at 18. 

Now, when the vector representing the difference between 

the actual and desirable loads is calculated, the magni-

tude of the access component is 3 and the magnitude of the 



space component is only 2. In this case the access 

component is more critical, as it should be since the 

access component is more out-of-balance. 

Once a scale is selected, the virtual device storage 

factor, the device load storag~· factors, and each of the 

data set storage factors ar.e rescaled accordingly. 

Balancing th~ Loads (Moving Data Sets) 

The next 'step is to balance the loads on the virtual 
' ' 
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storage devicef:!. This is achieved by seeking to equalize 

the device load storage factor and the virtual device 

storage factor for each of the devices in the subsystem. 

When both storage, factors are equal for a device, the 

demand on the device is balanced with the device's capa-

bilities. This ass~res that the device's capabilities are 

fully utilized without creating performance delays. If 

the data and device storage factors·are not equal, then 

the storage device is bein~.under-utilized, or a potential 

access bottleneck exists for the device. 

To determine whether the loads on a set of storage 

devices require adjustment, the device load storage factor 

for each device is calculated and compared to the related 

virtual device storage factor. For devices that are not 

properly balanced, data must be moved from the overloaded 

devices to the under-utilized devices~ Improperly loaded 

devices are recognizable immediately when the device load 

storage factors are plotted as shown in Figure 8. Devices 
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A and B have excess capacity and devices C & D are over-

loaded. Data must be taken from devices C and D and 

placed on A and B until all the loads are balanced. 

To determine which data sets should be moved, the 

residual stor~ge factor is calculated for each device by 

taking the_difference betwe~n- the device load storage fac-
,, 

tor and the virtual device st9rage factor. A larger 

residual s·t9rage load indicates .a more significant 

out-of-balance condition. Therefore, a data set is moved 

from the device with the largest residual storage load. 

It is then added to the under-utilized device that has a 

residual access density that most nearly matches the 

access density of the data set being moved. 

Balancing a set of storage devices requires that the 

residual storage load for each device be reduced to as 

near zero as possible. This is accomplished by continuing 

to remove data sets from dverloaded devices and then 

adding them to under-utilized devices while assuring that 

the residual storage load for.each of the devices involved 

in the move is reduced. When no data sets can be moved so 

that the residual storage loads'are reduced, the subsystem 

balance has been improved as much as possible. 

The specific data set to move is dependent on the 

nature of the out-of-balance condition as determined by 

comparing the data loads to the virtual storage device 

capacities. Four different conditions are possible as 

shown in Table 4. 
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TABLE 4 

OUT-OF-BALANCE CONDITIONS 
RELATIVE TO THE VIRTUAL STORAGE DEVICE CAPACITIES 

Condition. Space, Accesses/Second 

Data Load Data Load 
Condition 1 < < 

Device Capacity Device Capacity 

Data Load Data Load 
Condition 2 > < 

Device Capacity Device Capacity 

Data Load Data Load 
Condition 3 > > 

Device Capacity Device Capacity 

Data Load Data Load 
Condition 3 < > 

Device Capacity Device Capacity 

These conditions are represented graphically by divid

ing the space surrounding the endpoint of the virtual 

device storage factor into four areas as shown in 

Figure 9. The area where a storage factor terminates 

identifies the out-of-balance condition for that device. 

The out-of-balance conqition determines the criteria used 

to select a data set for movement. Following is a 

de~cription of each condition and th~ cr~teri~ used to 

select a data set for movement. 

Condition one exists when the data access requirements 

and the data space requirements are less than the capacity 

of the virtual storage device. In other words, additional 

access capacity and storage capacity exist on the device. 
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Reduction of the residual storage load for these devices 

requires the addition of other data sets to the device. 

This occurs as data sets are moved from other devices. 

Since moving data sets off a device with this out-of

balance condition would create a larger residual storage 

load, moving data sets from these devices is not 

permitted. 
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Condition two exists when the amount of data stored on 

a device exceeds the capacity of the ~irtual storage 

device and the data access requirements are less than the 

capacity of the virtual storage device. In other words, 

too much data is stored on the device, while additional 

capacity remains for accessing data. In this case, data 

sets with the smallest-access densities should be removed 

from the device and added to another device since their 

removal will reduce the amount of data stored as much as 

possible while minimizing the reduction in the access 

load. 

Condition three exists when the amount of data stored 

and the data acces~ .require~ents for a device exceed the 

capacity of the virtual storage device. In other words, 

too much data is stored -on the device, and too many 

accesses per second are requir~d. The data sets with 

access densities closest to the'residual access density 

should be removed from the device since their removal will 

reduce both the access and space requirements as much as 

possible. 
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Condition four exists when the data access requirements 

for a device exceed the capacity of the virtual storage 

device and the data space requirements are less than the 

capacity of the virtual storage device. In other words, 

too many accesses per second are required, but additional 

storage capacity remains on the device. Data sets with 

the largest access densities should be, removed since their 

removal will reduce the, ~ccess requireme~ts'as much as 

possible while.minimizing the reduction in the amount of 

data stored. 

The device from which a data set should be removed is 

the device with the largest residual storage load and with 

an out-of-balance condition of two, three, or four. A 

data set being moved should then be added to the device 

with a residual storage factor access density that is 

closest to the acc~ss densi~~ of the data set being moved. 

The receiving devic.e will always be a device with an out

of-balance condition of condition one, condition two, or 

condition four. 

Before moving a data set, however, two requirements 

must be met. The first requirement, is that the residual 

storage load of the device from which the data set is 

removed must be reduced. This is illustrated for condi-

tion two in Figure 10, condition three in Figure 11, and 

Condition 4 in ~igure 12. If removal of the selected data 

set can be plotted within the cross hatched area for the 

applicable condition, then the data set is eligible for 
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removal. If not, another data set must be selected. Of 

course, the size of the cross hatched area is a function 

of the termination point of the device load storage fac

tor. 
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The second requirement that must be satisfied is that 

the residual storage load of the device receiving the data 

set must be reduced. This is illustrated in Figure 13. 

The receiving device is determined by finding the 

device with a residual access density that most nearly 

equals the access density of the data set being moved. The 

residual storage load that would result if the data set 

was actually moved to this device is then calculated. If 

placement of the data set on the device would result in a 

larger residual storage load, the device with the next 

closest residual access density is tried. This is 

repeated until a device is found that can accept the data 

set or until all devices are eliminated as possible desti

nations. 

These conditions are necessary to assure termination of 

the balancing process. Otherwise, it is possible that a 

loop in which a set of data sets is moved back and forth 

between the same set of devices could 09cur and the bal

ancing process would continue indefinitely. 

The movement of data sets is continued until the magni

tude of all of the residual storage factors is reduced to 

zero or until no more data sets can be moved. 
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Proof 

The following is a proof of the validity of using 

residual storage factors to balance a storage subsystem. 

It must be considered as theoretical because it assumes no 

granularity of the data. In practical applications, th~ 

ability to move data sets is limited by the requirement to 
"· 

maintain the integrity of the. data sets. 

A general depiction of DASD skew using sto~age factors 

is shown in Figure 14. 

Given that: 

n =the total number of dev1ces 

y =the magnitude of the accesses per second 

x =the magnitude of the space requnements 

y r = the residual accesses per second 

xr=the residual space.:requnments 

y a= the aver<::J.ge accesses p-er second across all the devices 

x a= the average space requ1remen t across all the devtces 

The average accesses per seco~d is calculated as shown 

in Equation 12. 

Yl+yz+y3+ ... +yn (12) 
Ya= 

n 

The residual accesses per second for each device is 

calculated as shown in Equation 13. 
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Y r2 = Y 2- Y a 

(13) 

Y rn = Y n- Ya ' 

As Equation 14 shows, the sum of the resi,dual accesses 

per second is equal to zero. 

n 

L Y n = Y r 1 + Y r2 + Y r3 + o o o + Y rn 
t= l 

=(y _'!.._}__Yz_Y3 _ _ Yn)'+ +(y _'!.._}__Yz_Y3 _ _ Yn) 
l · ooo ooo n ooo 

n n n n. n n n n 

=0 

(14) 

If all the devices with.a residual access load greater 

than or equal to zero are labeled from 1 to k, then, as 

shown in Equation 15, the sum of the residual access loads 

for the remaining devices from k+l ton must equal the 

negative of the sum of the residual access loads for the 

devices form 1 to k. This follows fro~ the fact that the 

sum of all the residual access loads must equal zero. 
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k n 

Q= LYn+ L Yn 
t=l t=k+l 

(15) 
n k 

I Yn =-I Yr, 
t=k+l t=l 

It is also apparent that when some access load Ym is 

removed from one device and added to a different device, 

the sum of all of the residual storage factors remains 

zero. 

Since it has been shown that the residual access load 

consists of two equal but opposite components and that an 

access load can be removed from one device and added back 

to a different device without affecting the sum of the 

residual access loads, then it follows that if the resid-

ual access loads greater than zero are removed from their 

respective devices and are added to the devices with a 

residual access load less than zero, then the residual 

access loads on all devices will equal zero. 

This same logic can be applied to the storage space of 

the devices. In the previous equations, x and xr can be 

substituted for y and Yr· It is then easily shown that 

moving the positive residual space loads to the devices 

with negative residual space loads adjusts the residual 

storage space load to zero on each device. 

When the residual loads are adjusted to zero, the sys-

tern is balanced. Therefore, given the ability to move the 

loads as desired, it is possible to balance a storage 

subsystem using the procedures outlined previously. 



71 

Balancing Constraints 

The physical requirement of maintaining data sets as a 

single entity stored on a single device constrains the 

movement of both the a~cess and spa9e loads from one 

device to another device. -A d~ta set cannot be divided 

arbitrarily according to the residual conditions. At the 

time of balancing, the size. and access demand of the data 

are fixed. Therefore, as data sets are moved during the 

tuning process and as a device approaches its calculated 

desirable loaqs, it may not be possible to find a data set 

with the exact characteristics necessary to match the 

device characteristics perfectly,. Usually, a compromise 

must be made because an exact match cannot be found. This 

situation is aggravated by larger data sets and data sets 
,. 

with larger access demands. 

Thus, if a device is loaded to within 0.1 megabytes of 

the desirable total megabytes and 0.08 accesses per second 

of the desirable total accesses per second, there may not 

be a data set available for movement that matches this 

condition. And, of course, the larger the data .sets' to be 

moved, both in terms of access demand and the data set 

size, the more difficult it will be to find a device that 

can accommodate its. requirements. Thus, depending on the 

size of the demands, the ideal condition will most likely 

not be achievable. Therefore, termination of the balanc-
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ing effort will very likely be the result of an inability 

to move more data sets rather than the achievement of a 

perfectly balanced subsystem. 



CHAPTER IV 

CASE STUDY· 

Data Set Information 

To demonstrate the use of storage·factors for tuning 
' 

storage subsystems, access and storage space information 

was collected from a large corporate information center 

using the IBM System Management Facilities (SMF) . The 

center uses IBM 3090 mainframes with an extensive array of 

3380 model AK4/BK4 disk storage·devices. The device star-

age factors section contains a description of these 

devices. Because of the large ·quantity of data stored in 

this subsystem, the data gathered was restricted to a 

single string of sixteen d~vices over one 24 hour period. 

The device string contains sixteen 3380 model AK4/BK4 

storage devices or volumes·. Because SMF provides inaccu-

rate access counts (EXCP's) for Virtual Storage Access 

Methods (VSAM) [22,34], a device string on which 14 of the 

16 devices were designated for TSO storage and the other 

two were assigned to specific user groups for special 

storage requirements was used. This should have elimi-

nated the problems with the VSAM access methods because 

73 
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TSO data sets usually do not use this access method. Over 

41,000 data sets were stored on these 16 volumes. 

The SMF counts EXCP's without regard to any I/0 caches 

that may exist in the system. This is because the SMF is 

not designed to differentiate between cached and non-

cached devices. In the system from which the data for 

this study was obtained, each channel was cached for reads 

only. Therefore, many of the EXCP's would have been han-

dled by the cache. For this investigation, however, 

cacheing was ignored and it was assumed that the disk 

storage devices were required to handle the full I/0 

demand. These assumptions should not adversely affect the 

results of this study since the purpose of the data was to 

provide a realistic demand scenario for a large storage 

subsystem. 

The SMF writes I/0 information each time a data set is 

closed within a step. These records are referred to by 

the SMF as Type 14 or Type 15 records, depending on 

whether the data set was opened for input, output, or 

update, etc. These Type 14/15 records include the fol-

lowing pertinent information: 

• The data set name. 

• The volume that the data set is stored on. 

• The time that the data set was opened. 

• The time that the data set was closed. 

• The number of EXCP requests initiated for the data 
set while the data set was opened. 

A large amount of additional information is also logged on 

the Type 14 and Type 15 records but is not relevant to 



this analysis and was ignored. Merrill and IBM [22,24] 

provide a complete description of the Type 14 and Type 15 

records from the SMF system. 
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Since the purpose of this analysis was to evaluate the 

use of storage factors to balance storage subsystem loads, 

it was as~umed that the data gathered represented a char

acteristic access ~eq~irement for ·each data set. In real

ity, a monitoring system such as the one described in the 

data set storage factors section would be required to 

determine a tr:t,le characteristic access requirement. How

ever, this data provides a sampling of a large number of 

data sets from an actual working environment, and 

therefore, should provide a realistic simulation of the 

tuning problem. 

bata Reduction 

For the 24 hours during which data was gathered on the 

16 volumes, over 129,000 Type 14/15 records were produced. 

However, not all these records contained useful informa

tion. As explained by Merrill [22], this is because the 

SMF writes a record each time the data set is closed;' but, 

the true EXCP count is only written when the last close is 

executed during a job step. In examining the SMF data 

after it was sorted by the volume label, the data set 

name, and the time the data set was opened, it appeared 

that this condition occurred (multiple open/closes within 

the same step) when there was a record with open and close 
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times that included the open and close times for several 

of the records that followed. Therefore, records that had 

open and close times between the open and close times of a 

previous record for the same data set were excluded from 

the EXCP count. Table 5 provides a typical example of the 

data produced by the SMF when this condition occurred. 

Only the first line of data contains reliable information. 

All the other information was discarded because the open 

and close times fall within the open and close times of 

the first line of data. 

TABLE 5 

SAMPLE SMF DATA--MULTIPLE RECORDS 
WITH UNRELIABLE EXCP COUNTS 

Data Set Name Open Time Close Time EXCP Count 

USER.XYZ.DATA 12:22:40.77 12:28:49.99 16 

USER.XYZ.DATA 12:28:41.88 12:28:42.11 11 

USER.XYZ.DATA 12:28:42.11 12:28:42.26 13 

USER.XYZ.DATA 12:28:42.31 12:28:42.42 6 

USER.XYZ.DATA 12:28:42.48 12:28:42.88 10 

USER.XYZ.DATA 12:28:47.80 12:28:47.95 19 

USER.XYZ.DATA 12:28:47.96 12:28:48.09 21 

USER.XYZ.DATA 12:28:48.14 12:28:48.32 14 . 

USER.XYZ.DATA 12:28:48.32 12:28:48.45 16 

With this fact in mind, all of the Type 14/15 records 

were analyzed to provide an EXCP count for each data set 

opened during the time period analyzed. Each record was 
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read and checked to assure that it contained reliable data 

as explained above. The EXCP count was then added to the 

total for the data set. When a data set was opened in one 

time period and closed in the next, the EXCP count was 

pro-rated to the time period being analyzed based on the 

ratio of the amount of time the data set was opened within 

a time period relative to the total time the data set was 
' ' 

open. Usually, a data set used several times during the 

day had different access requirements depending on the 

time of day. Thus, a data set used between 9:00 and 10:00 

a.m., 10:00 and 11:00 a.m., and 12:00 and 1:00 p.m. would 

probably have a different access requirement for each time 

period. 

The size of the data set was determined from the space 

allocated as specified in the VTOC of the device where the 

data set was stored. 

Once the access requirement and size of a data set were 

determined, the data set's storage factor was also 

defined. The data set storage factors were the key ele

ment in analyzing and balancing the storage subsystem. 

Selecting the Analysis Time Period 

Using the storage factor for each data set, a subsystem 

load storage factor was calculated for each one hour time 

period during the day. The critical time periods are 

those with the maximum access demands 1 or 1 using storage 

factors, those time periods with the largest subsystem 
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load access densities. The storage space does not have an 

impact because the storage space required for all the data 

sets stored in the subsystem is conside~ed constant when 

the subsystem is analyzed. Table 6 lists the data for 

each time period, and Figure 15 displays the subsystem 

load storage factors. 15:00 - ~6:00 p.m. was selected as 

the time period to be analyz~d for this study. 

TABLK 6 

SUBSYSTEM LOAD STORAGE FACTORS BY TIME PERIOD 

Accesses per Megabytes of 
Time Period Second Storage 

'' 

00:00 to 01:00 8.423 22,272 

01:00 to 02:00 7.368 22,272 

02:00 to 03:00 1.340 22,272 

03:00 to 04:00 5.112 22,272 

04:00 to 05:00 3. 724 22,272 
05:00 to 06:00 1. 214 22,272 

06:00 to 07:00 4.024 22,272 

07:00 to 08:00 19.439 22,272 

08:00 to 09:00 56.055 22,272 

09:00 to 10:00 46.487 22,272 

10:00 to 11:00 78.008 22,272 
11:00 to 12:00 37.086 22,272 

12:00 to 13:00 29.418 22,272 

13:00 to 14:00 50.824 22,272 

14:00 to 15:00 49.570 22,272 
15: oo·· to 16: oo 83.952 22,272 

16:00 to 17:00 46.827 22,272 

17:00 to 18:00 25'.839 22,272 
18:00 to 19:00 8.175 22,272 

19:00 to 20:00 10.345 22,272 
20:00 to 21:00 7.121 22,272 

21:00 to 22:00 0. 752 22,272 

22:00 to 23:00 1.002 22,272 

23:00 to 24:00 2.689 22,272 
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Hardware Analysis 

After determining the time period to be analyzed, the 

subsystem's hardware was evaluated by comparing the total 

hardware capacities to the total data storage require-

ments. The subsystem load storage factor was calculated 

previously when determining ~he"time period to be 

analyzed. The subsystem capacity s~orage factor was 

determined by summing the device storage factors for each 

device. This provided a picture of th~ tot~l capabilities 

of the system. Table 7 and Figure,16 summarize the sub-

system being analyzed. 

TABLE 7 

SUBSYSTEM STORAGE FACTORS COMPARISON 
FOR 15:00 - 16:00 P.M. 

Accesses per Megabytes of 
Storage Factor lype Second Storage 

Subsystem Capacity 181 25,696 
Subsystem Load 84 22,272 

Subsystem Residual 97 3,424 

Comparing these storage factors indicates that the num-

ber of devices can be reduced and that the type of devices 

can be modified to handle the data requirements more 

economically. By subtracting two device storage factors 
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from the subsystem capacity storage factor, it is apparent 

that there is adequate capacity to handle the system data 

storage factor. Thus, it is feasible to remove two 

devices from the system and have the system function ade-

quately. This is illustrated in'Figure 17. 

Also, other adjustment~ ~ay be justified economically. 

There is still a s'ignifican,t' ·~mount of additional capacity 

for accesses p~r second··provided by the existing hardware, 

even after removal of two devices. This suggests that 

other hardware devices with lower access de?sity specifi

cations may be· more economical 'since they would provide 

less access capacity relative to th~ amount of data 

stored, a theoretically less costly device. For this 

analysis, however, no adjustments were made to the hard-

ware configuration. 

Determining Virtual Device Storage Factors 

After evaluating the subsystem as a whole and making 

any hardware adjustments necessary, data loads must then 

be adjusted on each de~ice so that the loads are more 

evenly distributed across all the devices in the subsys-

tern. This is necessary. to eliminat'e any loads that may 

exceed the capacity of a device. Also, it reduces the 

probability that any of the devices in the subsystem will 

become overloaded in the future. 

To balance the storage loads, the device load storage 

factor is first calculated for each device in the 
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subsystem. This is the sum of the data set storage fac-

tors for all of the data sets stored on a device for the 

time period being analyzed. Table 8 summarizes this data 

for the subsystem being analyzed. Figure 18 also displays 

the device load storage factor for each device, clearly 

showing that there is a wide'diversit~ in the direction 

and magnitude of the device. load storage factors. Since 

all of the. ·dev.ices in the s.ubsystem are the same, this 

indicates that during the 15:00-16:00 p.m. time period, 

considerable ·DASD skew exists in the subsystem and that 

balancing of the· subsystem is required. 

TABLE 8 

DEVICE LOAD STORAGE FACTORS BEFORE BALANCING 
15:00 - 16:00 P.M. TIME PERIOD 

Accesses Megabytes 
Volume per Second of Storage 

RES018 16.626 1230.50 

TSHOOO 4.259 1618.88 

TSH001 4'.272 1141.89 
TSH002 2.765 1361.78 

TSH003 11.195 1506.37 

TSH004 8.243 1401.85 

TSH005 6.441 1290.69 

TSH006 2.853 1568.64 
TSH007 4.434 1423.16 

TSH008 2.663 1391.16 

TSH009 1. 703 1503.97 
TSH010 2.709 1387.71 

TSH011 2.880 1587.67 

TSH013 3.572 1238.44 

TSH014 2.288 1276.59 
USDD01 7.048 1343.14 
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To balance the subsystem, the target load, or virtual 

device storage factor, is calculated for each device using 

the subsystem capacity load storage factor and the device 

storage factors. In this study, because all the devices 

are the same, it is easily calculated by dividing the sub-

system device load storage· .factor by 16-- the number of 
,,., I 

' ,. 

devices in the system,. The ref:iult was an, access rate of 

5. 25 acces·ses· per secoqd and 1392 megabytes of ,storage 

space. These are the target loa~s defining the virtual 

device storage factor for the 15:,00 to 16:00 p.m. time 

period. 

Determining the Scale Factors 

The virtual device storage factor has an access compo-

nent of 5.25-accesses per second and a space component of 

1392 megabytes. ~hese were· scaled to plot three inches in 

length. Therefore~ 'the scale factor for accesses per sec-

ond is 0.57142 and'the seal~ factor for megabytes of stor-

age is 0.002155. 

Balancing the Loads 

As previously described,' balancing the load's on a 

string of storage devices requires the magnitude of the 

residual storage factor for each device to be reduced to 

as near zero as possible. This is accomplished by moving 

data sets from those devices that are overloaded to those 

devices that are under-utilizing their capacities. To 
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balance the system analyzed in this study, a computer pro

gram was written that determines which data sets should be 

moved and on which device they should be placed. The 

program automates the procedures described in the previous 

chapter for moving data sets. The process is briefly 

described below. 

The program calculates the residual. storage factor for 

each device in the system. A data set is then selected 

for movement from the device having the largest residual 

storage load that is also overloaded. The data set 

selected is determined by the rules that apply to the spe

cific out-of-balance condition. If movement of the data 

set will reduce the residual storage load of the device 

where the data set currently resides, a device is selected 

for placement of the data set. If removal of the data set 

will increase the residual storage load, then the data set 

with the next closest access density characteristic for 

the out-of-balance condition of the device is analyzed to 

see if it can be moved. This is repeated until a data set 

that can be moved is found, or, if none is found, the 

device with the next largest device load access density is 

checked for a data set to move. 

The device on which to place a data set is determined 

by finding the device with a residual access density that 

is closest to the data set access density. If movement of 

the data set to the selected device reduces the residual 

storage load of that device, then the data set is moved to 
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the selected device. If the placement of the data set on 

the selected device would increase the magnitude of the 

residual storage load of the device, the placement is 

tried on the device with the next closest residual access 

density. This is repeated until a device is found for 

placing the data set. If no device can be found on which 

to place the data set, then the data set must remain on 

its current device. 

Each time a data set is moved, the device load storage 

factors for the "from" and "to" devices are recalculated, 

as are the residual storage factors. Data sets are' moved 

until no more data sets whose movement will reduce the 

residual storage load of both the "from" device and the 

"to" device can be found. Termination is guaranteed 

because a data set cannot be moved unless the residual 

storage loads of the affected devices are reduced. 



CHAPTER V 

RESULTS OF THE CASE STUDY 

The data used for this' study was taken from a large 

corporate mainframe in its normal production environment. 

Because of the expense and impracticality of experimenting 

with a produbtion system, it was not possible to balance 

the subsystem and monitor the results in the actual pro

duction system. Therefore, to evaluate the effect of bal

ancing the subsystem using the procedures described 

previously, analytical and simulated results are used. 

The results of the subsystem balancing are summarized 

in Table 9 and the accompanying Figure 19. Appendix B 

contains a plot of the storage factors for each device 

showing the before and after balancing condition. When 

compared to the pre-balanced condition as shown in 

Figure 18, it is apparent from the greater clustering of 

the device load storage factors that the amount of DASD 

skew has been reduced. Table 10 summarizes the changes in 

the magnitude of the residual storage factor for each 

device. The changes ranged from 0 percent to 98 percent 

with an average change of 40 percent. 

89 



TABLE 9 

DEVICE LOAD STORAGE FACTORS 
AFTER BALANCING -- 15:00-16:00 P.M. 

Accesses Megabytes 
Volume per Second of Storage 

'RES018 16.111 1222.32 
TSHOOO ' 5.089 1577.61 
TSH001 5.262 1224.51 
TSH002 5.235 1378.82 
TSH003 5.244 1424.10 
TSH004 7.091 1385.35 
TSH005 5.258 1290.54 
TSH006 '2.851 1563.75' 
TSH007 4.434 1422.59 
TSH008 2.732 1392.16 
TSH009 1. 703 1500.65 
TSH010 4.164 1392.1~ 

TSH011 2.875 1579.69 
TSH013 5.259 .1278.81 
TSH014 5.256 1311.28 
USDD01 5.388 1328.13 

TABLE 10 

RESIDUAL STORAGE LOADS BEFORE AND AFTER BALANCING 
15:00-16:00 P.M. 

Residual Residual 
Storage Load Storage, Load Residual % Residual 

Before After Storage Load Storage Load 
Volume Balancing Balancing Difference Difference 

TSH002 1.420 0.029 1.390 97.9% 
TSH003 3.408 0.069' 3.338 98.0% 
USDD01 1.035 0.138 0.897 86. ?"!. 
TSH014 1. 709 0.139 1.571 91.9% 
TSH005 0.716 0:219 0.498 69.5% 
TSH013 1.013 0.244 0.768 ' 75.9% 
TSH001 0.775 0.361 0.414 53.4% 
TSHOOO 0.747 0.410 0.337 45.1% 
TSH007 0.469 0.469 0.000 0.0% 
TSH010 1.450 0.619 0.831 57.3% 
TSH004 1. 712 1.054 0.658 38.5% 
TSH011 1.417 1 .414 0.002 0.2% 
TSH006 1.420 1.418 0.001 0.1% 
TSH008 1.477 1.437' 0.040 2.7% 
TSH009 2.040 2.039 0.001 0.0% 
RES018 6.512 6.219 0.293 4.5% 

Average 1. 707 1. 017 0.690 40.4% 

90 



91 

10.51 - Data st/r. Fact. ---~--- Vir t. Stor. Fact. 

RE8018 
To I 12 2 2 8, 1 6 1 I 

A 8.75 
c 
c 
e 
s 
s 7 TSHOOLJ e 
s 

lSH001 
TSH013 

p TSH005 

e 5.25 I 
USD001 

r TSH014 
TSH002 
TSH003 

s ISHOOO 

e TSH007 
TSH010 c 3.5 TSH008 

0 
n 

~~/ 
TSH006 

d T S I-I 011 

1.75 
~TSH009 

~~ 
------------

0 L 

0 464 928 1392 1856 2320 

Megabytes 

Figure 19. Balanced Device Load Storage Factors 



92 

The average 40 percent reduction in the residual stor

age factor was significantly smaller than anticipated. 

However, the reason for this relatively small reduction in 

the DASD skew became apparent when the data set storage 

factors were investigated for those devices that were most 

out of balance. 

From Figure 18, RES018 had the greatest imbalance. The 

balancing procedure result~d in one data set stored on the 

RES018 device that was accessed during the 15:00 to 16:00 

p.m. time period. This data set had an access rate of 

16.11 accesses per second. However, due to the loads 

already existing on the other devices, it was impossible 

to add the data set to any other device and reduce the 

DASD skew. This left a residual access rate exceeding the 

virtual storage device by 11.36 accesses per second. 

Therefore, because the sum of all residual capacities must 

equal zero, a total of at least 11.36 access per second of 

unutilized residual accesses per second remains on the 

other devices. This at, least partially accounts for the 

low utilization of the access capacity of the devices 

labeled TSH009, TSH001, TSH006, TSH010, and TSH007. It is 

not possible to add any additional access load to these 

devices because the access load must come from another 

device, and the access load cannot be moved from the over

loaded devices. 

Nearly the same condition exists on the device labeled 

TSH004. Two data sets with I/O activity occurring during 
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the 15:00 to 16:00 p.m. time period remain on this device. 

One of these data sets had a very high access rate of 

7.051 accesses per second. In this case, however, removal 

of the _data set would have increased the magnitude of the 

residual 'storage f~ctor of the device on which it was 

loaded. .Therefore,' it was .. \mpossible to remove the data 
,, 

set, which left, a residual ·a.ccess rate of 1. 804 accesses 

per second on the,device. ·Thi~ would have added to the 

unutilized access capacity for the devices mentioned pre-

viously. 

Although much less severe in this particular case, 

imbalances in t,he storage space utilization also· contrib-

uted to the remaining DASD skew. The devices labeled 

TSH009, TSH011, TSH006, and TSHOOO showed the largest 

excess utilization of storage ~pace relative to the vir-

tual storage device. To corre,ct this probl~m, removal of 

the data sets with l'ow acc'ess densities is required since 

removal of higher access density data sets has a greater 

tendency to reduce the acce:ss' utilization of the device. 

Of course, this is undesirable in this case since the 

access capacity of the devices is already under-utilized. 

After reviewing the data sets assigned to these devices, 

it was apparent that all of the lowest access density data 

sets were removed from the devices. T~e higher access 

density data sets would each cause an increased residual 

storage factor if they were removed from their respective 

devices. 
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It should be noted, however, that numerous unutilized 

data sets were stored on these devices. For this study, 

they were combined to form one pseudo data set of 

extremely large size in order to reduce the amount of data 

to be handled .. For example, the TSH009.device had a total 

of 1493 megabytes of'data that was not accessed during the 

time period studied. rf.these data sets had been left 

separate, the stor~ge space imbalance would'very likely 

have been reduced further since some of the smaller inac

tive data sets could have been moved from_a device that 

was over-utilized to one that was under-utilized. 

From these results, it is apparent that the devices 

were not completely balanced because of the granularity of 

the data sets. Granularity refers to the fixed size and 

access requirement of each dat~ set. This would not be a 

problem if data sets could be divided arbitrarily into 

separate smaller data sets and moved according to the 

imbalances indicated by the residual storage factors of 

the subsystem. Howeve'r, ·it is not generally desirable to 

divide a data set into separate smaller data sets. This 

is because dividing a data set does not necessarily allo

cate the access load among the different divisions in the 

desired manner since one portion of a·data set may be more 

frequently accessed than another portion. 

Therefore, since division of data sets is not a viable 

option, data set granularity requires that the movement of 

loads must be made in increments according to the data set 
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characteristics, rather than by simply moving the loads 

indicated by the residual storage factor. Consequently, 

there are some loading conditions for which a data set 

with a small enough space or access characteristic cannot 

be found to allow movement of ,the loads from an overloaded 

device to an u'nder-utilized device'. 

As illustrated by t~e probl~m data sets on RES018 and 
' ' 

TSH004, one of these conditions occurs when a data set has 

an access rate that exceeds'the access rate of the bal-

anced condition. In these situations it is obviously 

impossible to reduce the access load to the balanced level 

because the data set must be maintained as a single 

entity. Therefore, no matter which device the data set is 

placed on, the device'will be out of balance by the amount 

of the data set's excessive access load. When this 

occurs, it is an indication that the data set is placed on 

a device with in~ompatible characteristics. A device with 

larger access capacity is required to handle this type of 

data set effec~ively. 

Two other related loading conditions-restrict data set 

movement. These occur when the storage' space is slightly 

over-utilized and the excess access capacity is relatively 

high, or when the access capacity is slightly over-

utilized and the excess stdrage ~pace is relatively high. 

These conditiops are illustrated in Figure 20 and 

Figure 21. The cross-hatched area represents the region 

where the removal of a data set must plot in order to 
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reduce the magnitude of the residual storage factor. As 

the over-utilized characteristic is brought closer and 

closer to the balanced condition by removing loads from 

the device, the-size of this area approaches zero. The 

size of the.area is calculated as shown in 

Equation 16 [31] . 

] 2 - . 

Area= 2R (8-: sm8) 
(16) 

where e is double the residual storage angle and R is the 

magnitude of the residual storage factor. This can also 

be expressed in terms of the residual access rate as shown 

in Equation 17 [31] 

• 2 --I Y r ~ 2 2 Area= R Cos . R- y r R - y r 

(17) 

where R is the magnitude of the residual access rate and 

Yris the magnitude of the residual access rate. If R is 

held constant then the area becomes a function of e. A 

plot of the function e-s1n8 is plotted in Figure 22. As 

th~ta approaches zero --t~at is, either the acc~ss rate or 

the space characteristic becomes balanced--the size of the 

area asymptotically approaches zero. Thus the ability to 

remove a data set becomes increasingly difficult as one of 

the loads approaches the balanced condition. Then, the 

only means for improving the balance of the other load is 

to add a data set to the device. 
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Zero, the Potential for Data Set Removal, a Function 

of Theta- Sin(Theta), Asymptotically Approaches Zero. 

The device labeled TSH011 is an example of a device 

with a slightly over-utilized space characteristic and a 

relatively high available access capacity. The 1580 mega-

bytes stored on the device after balancing is approxi-

mately 188 megabytes more than the ideal 1392 megabtyes, 

or 13.5 percent more than the balanced condition. The 

2.88 accesses per second are 2.37 accesses per second less 

than the ideal 5.247 accesses per second, or 45 percent 
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less than the balanced condition. The balanced condition 

could not be improved because none of the remaining data 

sets on this device could be moved. 

To illustrate the effect of the granularity of the data 

sets on the balancing, the data set on the RES018 device 

with an extremely high access rate was divided artifi

cially into twenty separate dat~ sets, each with equal 

space and load requirements. The E;y'stem was then 

balanced, and the results are showri in Table 11 and 12 and 

Figure 23. Reducing the granularity of this data set to a 

level well below the amount of the virtual storage device 

improved the balancing significantly. The average reduc

tion in the magnitude of the residual storage factor more 

than doubled to almost 83 percent. As expected, the data 

set on the TSH004 device cqnti~ued to cause a problem. 

However, all other access loads appear to be very nearly 

balanced. 

To aid in deter~ining the changes to the actual access 

patterns that would ha.ve occurred if the data sets were 

actually moved, the accesses to each data set were simu

lated as though the data sets were stored on'the devices 

assigned by the balancing procedure. Histogram plots of 

the access rates produced for each 15 second interval dur

ing the 15:00 to 16:00 p.m. time period were produced for 

each volume for both the prebalanced storage loads and the 

after-balancing storage loads. These are contained in 

Appendix C. 



TABLE 11 

DEVICE LOAD STORAGE FACTORS WITH 
SPLIT DATA SET AFTER BALANCING 

15:00-16:00 P.M. TIME PERIOD 

Accesses Megabytes 
Volume per Second of Storage 

RES018 5.275 1242.24 
TSHOOO 5.235 1565.79 
TSH001 5.'265 1279.99 
TSH002 5.253 1368.57 
TSH003 - 5.247 ; 1424.19 
TSH004 7.091 1385.35 
TSH005 5.260 1200.19 
TSH006 5.235 1492.57 
TSH007 5.195 1403.89 
TSH008 3.468 1392.19 
TSH009 5.050 1512.39 
TSH010 5.247 1391.84 
TSH011 5.232 1542.96 
TSH013 5.258 1313.27 
TSH014 5.254 1328.83 

. USDD01 5.388 1328.13 

TABLE 12 

RESIDUAL STORAGE LOADS WITH SPLIT DATA SET 
BEFORE AND,AFTER BALANCING 

15:00-16:00 P.M. 

Residual Res1dual 
Storage Load Storage Load Residual % Residual 

Before After Storage Load Storage Load 
Volume Balancing Balancing Difference Difference 

TSH010 1.450 0.000 1.450 100.0% 
TSH007 0.469 o'.o39 0.430 91.6% 
TSH002 1.420 0.051 1.369 96.4% 
TSH003 3.408 0.069 ; 3.338 98.0% 
TSH014 1. 709 0.136 1.573 92.0% 
USDD01 1.035 0.160 0.875 84.6% 
TSH013 1.013 0.170 0.843 83.2% 
TSH005 0.716 0.198 0.518 72.4% 
TSH006 1.420 0.217 1.203 84. 7"1. 
TSH001 0.775 0.242 0.534 68.8% 
TSH009 2.040 0.238 1. 757 86.1% 
RES018 6.512 0.323 6.188 95.0% 
TSH011 1.417 0.325 1.091 77.0% 
TSHOOO 0. 747 0.375 0.372 49.9% 
TSH008 1.477 1. 017 0.460 31.2% 
TSH004 1. 712 1.054 0.658 38.5% 

Average 1. 707 0.291 1.416 82.9% 
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Figure 23. Balanced Storage Factors with Split Data Set 
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When the plots for the unbalanced loads are compared to 

the plots for the balanced loads, it appears that changes 

in the histograms were, as expected, dependent on the 

degree and direction of the out of balance condition and 

on the granularity of the data_. · T-he device labeled 

TSH014, for example, was lightly.loaded prior to balanc

ing. To increase its l.o'ad, several data sets with very 

high access densities were 'moved· to this volume. At the 

same time, all of the data sets with lower access densi

ties have been removed from volume TSH003 to bring its 

overall access rate in line with the average. This left 

only a few high access density data sets on volume TSH003. 

Of course, storing only a few high access density data 

sets would assist in assuring· reasonable response times 

since the full access capacity for the device would be 

dedicated to servicing the.data sets that require most, if 

not all, of the access capabilities of the device. 

Thus, the data set movements did not eliminate the 

irregularity of the access demand across the time period. 

But, as was its intent, the total demand was balanced with 

the capabilities of the device. Where large access 

requirements were necessary for a small number of data 

sets, these needs were accommodated by eliminating smaller 

access requirements and allowing some longer periods when 

the device was almost idle. This is somewhat disturbing 

at first, but when evaluated, is reasonable because it is 

not possible to predict the exact time when the high 



access capabilities will be required; therefore, the 

capacity must remain available if delays are to be 

avoided. 
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CHAPTER VI 

CONCLUSIONS AND SUGGESTIONS FOR fUTURE STUDY 

The method proposed'in this the~is for balancing stor

age subsystems has.the theoreticai capability of eliminat

ing DASD skew within ~ storage subsystem. This was shown 

in the proof in -chapter 3. The method, however, is 

constrained by the granularity of the,data sets stored in 

the subsystem. Th~ larger the space and access require

ments of a data set, the more difficult it can be to elim

inate imbalances in the system. In fact, if the 

granularity is large enough, it may be impossible to 

balance the system totally. However, the methods proposed 

here will deal with these constraints as effectively as 

possible. This was demonstrated in the case study by the 

handling of the TSH004 and RES018 devices. Both devices 

had very high access loads, and thoug~ these lo~ds were 

created by single data sets on each devi~e, the balancing 

procedure removed nearly every other data set from these 

devices in an effort td bring the ~~~ess load to a bal

anced condition. 

Also of significance is that the tuning method is 

automated. It can be integrated into an operating system, 
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which, during idle periods, can then analyze the storage 

subsystem, and then, using these methods, improve the bal

ance of the loads across all of the devices in the storage 

subsystem. Au'tomating these procedures should 

significantly reduce the neep for manual tuning efforts 

and thus 'reduce costs. It should. ,also increase the per

formance of the system py all~wing the ·system· to maintain 

itself in a more optimally configured state. As the 

system loads' and the system configuration change, the sys

fem then can ~djust itself to these changing conditions 

automatically. 

There are, however, some·difficulties that need further 

study. One of the most difficult problems is characteriz

ing the access requirements of data sets. For large pro

duction systems such as banking systems, reservations 

systems, tracking systems, etc., or high usage data sets 

such as indexes, etc., usag'e patterns are somewhat cons is

tent. Other data sets,, ho~eve:r', may be more difficult to 

analyze. On TSO, for example, usage patterns for data 

sets often fluctuate dramatically. Thus, a data set may 

have had ~ accesses per second most of the time but on a 

couple of occasions may have had 25 accesses/second. 

Also, some data sets may only be used once a month, others 

several times a month, and a few may be used every day. 

This variation in usage must be reduced statistical~y to a 

single access characteristic. 



107 

Though a simple algorithm has been suggested for deter-

mining a data set's access characteristic, additional work 

must be done to determine whether there are better methods 

for characterizing the access requirements of a data set. 

Several storagE': subsystems must be analyzed over a period 

of several we~ks or months · tq' dete.rmine, whether the data · 

exhibits statistically predictable usage patterns. Using 

statistical prediction·s with defined confidence limits 
' ' ' 

would allow system managers, to designate the level of per

formance that must be assured. However, high confidence 

levels would tend to increase the requfred access capacity 

for the data and, thus, increase the capacity requirements 

of the subsystem. Of course, more reliable predictions of 

data set usage will produce more reliable results from the 

balancing work. 

Additional work also must be done with balancing the 

system over more than one t~me period. This study only 

looked at the 15:00 to 16:00 p.m~ time period. 

10:00-11:00 a.m. was also a high use period. The algo-

rithms developed here must be refined to include the 

effects of balancing on other time periods. For example, 

moving a data set to a different device may not only 

affect performance for the period be,ing analyzed, but it 

also may have an impact on a different time period since 

the data set may have been accessed during that time 

period also. This could complicate the balancing effort 

considerably. Perhaps one approach could be to balance a 
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time period until it no longer has the largest residual 

storage factor then switch to the time period that has 

become the most out-of-balance and balance it until it's 

out-of-balance condition is reduced below another device. 

This could be repeated until no further balancing is pos

sible. 

Another area that needs further study is the balancing 

algorithm itself. The suggested algorithm is a "greedy" 

type algorithm. The data set with an access density 

closest to that specified for the out-of-balance condition 

is selected for movement. It is not clear whether this 

results in the best solution in terms of minimizing the 

out-of-balance condition with'in the constraints of the 

granularity of the data. In the case study, the solution 

appears to be optimal since the balancing result was con

strained by two data sets that exceeded the capacity of 

the virtual device. But, this may not be the case under 

all circumstances. 

One possible alternative algorithm that may result in a 

better solution is to consider the movement of several 

data sets as though they are one data set. Multiple data 

sets may have an aggregate characteristic completely dif

ferent than the characteristics of each individual data 

set. An algorithm using this technique may be able to 

provide movement options which otherwise would be invali

dated because movement of one of the individual data sets 

would increase the out-of-balance condition. 
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It is also unclear whether the suggested algorithm uses 

the least possible number of data set moves to achieve a 

balanced subsystem. Most desirable would be an algorithm 

that determined which data set moves would require the 

minimum number of moves to produce the maximum reduction 

in the residual storage f~ct~~~ This approach would 

assure that data sets did not move more than once and that 

only the minimum number of data .sets were moved .. 

With this_ objective· in mind, an a:Lt~rnative algorithm 

was investigated briefly. In this algorithm, the data set 

that resulted in the greatest reduction in the residual 

storage factor was moved. Ho'Ylever ,· this approach produced 

significantly longer processing times due to the 

exhaustive search required to determine the data set that 

should be moved. Consequently, the effort was abandoned. 

Despite these difficulties, storage factors provide a 

significant opportunity to improve the tuning of large 

storage subsystems. Effective balanci~g of both the space 

requirements and the access requirements with the capaci

ties of the storage devices is achievable using the tech

niques proposed here. Additionally, the balancin-g- can be 

managed by the computer system itself, allowing the system 

to adjust automatically to changing conditions, and thus, 

improve performance and reduce co~ts. Witp balanced 

loads, problems created by DASD skew are eliminated pro

ducing a highly efficient and cost effective storage sub

system. 
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GLOSSARY 

Access Density -- The relationship of the accesses per 
second to the storage capacity of a device or a data 
set expressed as Accesses/Sec/ME. 

Aggregate Access Density -- The access density of a group 
of devices or data sets expresses the slope of the 
storage facto'r vector representing a group of storage 
devices or a group of data sets~ 

Aggregate Storage Load -- The aggregate storage load is 
the magnitude of the storage factor vector representing 
a group of storage devices or a group of data sets. 
The storage factor vector is det'ermined by summing the 
storage factor vectors for each member of the group. 

DASD -- Direct Access Storage Device. Usually refers to 
disk storage devices but can refer to solid state stor
age devices as well. 

Device Storage Fac~or -- The vector representing the maxi
mum sustainable access capacity and the storage space 
capacity available on each device, less any required 
space for future growth and temporary data sets. 

Device Load Storage Factor -- The aggregate storage factor 
of all the data sets stored on a single device. 

EXCP -- Execute Channel Program. In large IBM systems, 
command issued by the CPU that initiates an I/0 
request. 

Granularity,of Data Sets -- Differences in data set access 
and space characteristics occur in incremental steps 
rather than according to functions based on smooth 
curves. 

IBM International Business Machines Corporation. 

I/0 Input/Output. Usually refers to the reading and 
writing of data from a peripheral storage device. 
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Latency Time -- Time required for the proper data sector 
to rotate under the read/write head during an I/O oper
ation. This is a function of the rotational speed of 
the disk. 

M/M/1 -- A symbolic representation of a queueing system. 
This represents a queue with an exponential interarri
val time distribution, an exponential service time dis
tribution, and one server. 

MVS -- Multiple Virtual Stprage. An operating system for 
large systems ielated t~ the OS/VS2 operating system. 

MVS S/370 --Multiple Virtual'Storage, System 370. An MVS 
operating system used on the IBM System 370. 

MVS X/A -- Multiple Virtual Storage, Extended Architec
ture. A more advanced version of t-he MVS operating 
system from·IBM. 

OS/VS2 -- Operating System/Virtual Storage 2. A virtual 
storage operating system from IBM used on their large 
systems. 

Queueing Factor -- Based on queueing theory, a factor that 
reduces a storage device's sustainable access rate from 
the maximum capability of the device. This reflects 
the distributed arrival rate of I/O requests and the 
need to maintain acceptable service times. 

Queueing Models -- Mathematical descriptions of a server. 
Includes expected arrival rate distribution function, 
queue lengths, service times, etc. 

Residual Storage Factor --,The difference between the 
aggregate device storag~ factor and the aggregate data 
storage factor. 

RPS -- Rotational Position Sensing. The process of 
releasing the path during head positioning on a rotat
ing disk device and then reconnecting to the path as 
proper positioning approaches. 

RPS Miss - The path is busy during the process of 
attempting to reconnect to the path as part of the 
Rotational Position Sensing. The disk must then rotate 
one full revolution before an attempt to reconnect can 
be made again. 
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Scratch Space -- Space available on a storage device for 
use as temporary storage space during a process. 

Seek Time -- The time required to move a read/write heaQ 
to the proper track on a rotating disk storage device, 
usually expressed in milliseconds. 

Skew -- Describes the wide variation of utilization of the 
storage devices in the sto,rage subsystem. 

SMF -- System Management Facili ti.es. An IBM system pro
viding performance information for evaluating large IBM 
computer systems. 

SMS -- System Managed Storage. Refers to a group of IBM 
software products that are designed to perform certain 
management functions within the storage subsystems of 
its large mainframe systems. 

Storage Device -- The storage media, access mechanisms, 
and controlling electronics that, when combined appro
priately, can store and retrieve data. In this paper, 
a storage device usually refers. to a disk storage 
device. Frequently, these are referred to as actua
tors. Users usually refer to these as volumes. IBM 
often includes multiple volumes or actuators in a 
single box. 

Storage Factor -- The vecto~ representation of the storage 
characteristics of a storage device or a data set. The 
components of the vector are the amount of storage 
space and the access rate. 

Subsystem Load Storage Factor The aggregate storage 
factor of all the data sets stored in the subsystem. 

Subsystem Capacity Storage Factor -- The aggregate storage 
factor for each device in the storage subsystem. 

TSO -- Time Sharing Option. This is ·the interactive 
multi-user option on large IBM systems. 

Storage Subsystem Tuning -- The process of modifying sys
tem configuration and data set placement to improve 
storage subsystem performance and reduce costs. 

Virtual Device Storage Factor -- The storage factor based 
on the weighted distribution of the total storage load 
which defines the desired balanced load rather than the 
actual device capacities. 
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Volume -- A term synonymous with storage device. 

VSAM -- Virtual Storage Access Method. An access method 
used by IBM on direct access storage devices which 
allows organization of the data set by key field, 
sequentially/ or by relative record number. 

VTOC -- Volume Table of Contents. A table on a storage 
device that stores information about each data set on 
the device. 
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STORAGE FACTORS BEFORE AND AFTER BALANCING BY DEVICE 

15:00-16:00 P.M. 
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