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CHAPTER I

INTRODUCTION

1.1 Problem

Nutrient deficiencies in soil can be corrected simply by applying appropriate

fertilizers, but it is neither practicable nor economic to attempt to eliminate all

deficiencies and maximize crop production by massive applications of fertilizer. Also,

application of excess nutrients can result in environmental risk. The appropriate amount

of fertilizer, after all such consideration, is tenned optimal, meaning that it works the best

under all the relevant circumstances.

OSU Soil, Water and Forage Analytical Laboratory (SWFAL) established by the

Oklahoma Cooperative Extension Service provides quality soil, forage and water testing

for the state of Oklahoma. Each year over 35,000 samples are analyzed for thousands of

fanners, ranchers, homeowners, government agencies, and researchers. In order to

increase fertilizer use efficiency and to protect the environment, SWFAL gives farmers

recommendations on the optimal rate of fertilizer applications based on their soil testing

results and yield-goal demands.

It is practically impossible for fertility experts to work out thousands of

recommendations manually, so computer software that can generate recommendations

automatically is needed by the laboratory to support Oklahoma farmers in making



agronomically, economically, and environmentally correct ground fertilizer application

decisions. This software is called a Decision Support System (DSS). It consists of a user

interface for communicating with a user, a database for storing soil test data, and an

expert system for generating recommendations for optimal fertilizer use. The most

important part in an expert system is knowledge acquisition. There are a few methods

available to complete this task. Among them, Artificial Neural Network (ANN) has been

adopted extensively.

1.2 Objectives

The objectives of the study are:

(1) To design and implement a DSS, named FUDSS 1.0 (Decision Support

System for Fertilizer Use version 1.0), for OSU Soil, Water and Forage

Analytical Laboratory to give fanners a decision making aid in managing

fertilizer use.

(2) To investigate and compare the ability of two disti net ANN training

algorithms in learning the rule of optimal fertilizer application.

1.3 Organization

In this chapter we introduce the problem in decision making on fertilizer use and

the limitation of generating recommendations of optimal fertilizer application manually.

We suggest the benefits of employing computer software to help generate

recommendations. In chapter two we review the role and effect of using a decision

support system as well as expert system as an aid of decision making. We describe the
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principle of ANN and the relationship between ANN and statistical methods in detail.

The relational database system is discussed in this chapter as well. Chapter three presents

concrete design and implementation of DSS for fertilizer use. Also, in this chapter, we

expound the methods of knowledge acquisition and describe two distinct ANN training

algorithms, a Genetic Algorithm (GA) and the QuickProp algorithm. Chapter four

provides an analysis of different ANN training algorithms and compares their

perfonnance on learning the rule of optimal fertilizer use. The functions of an expert

system with a user friendly interactive interface is tested in this chapter as well. Chapter

fi ve summarizes the study and draws conclusions.
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CHAPTER II

LITERATURE REVIEW

2.1 Decision Support System

A Decision Support System (OSS) is a computer program that provides

information, in a given domain of application by means of analytical decision models and

access to a database in order to support a decision maker effectively in making decisions

for complex and ill-structured (non-programmable) tasks (Klein, Michel, 1995).

Decision support systems (DDSs) help their users by answering complicated

questions and providing information required for effective planning and organizing

(Simon, H., 1980).

Historically oriented to business managers, a wider range of people use OSSs

today to reach decisions in ambiguous and complex environments. OSSs provide current

data to use in problem analysis as well as forecasts of future conditions. OSSs grant their

users the ability to analyze alternative choices quantitatively. By modeling a complex set

of circum~tances,the analyst or decision maker can manipulate various parameters to

assess the impact of diverse conditions.

The benefits of DSSs include improved decision making through better

understanding of the organization, an increased number of decision alternatives

examined, the ability to implement ad hoc analysis, and faster response to expected
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situations. DSSs are expected to result in improved communication, more effective

teamwork, better control, and time and cost savings.

Traditionally, a full-featured decision support system consists of three major

components:

(1) databases,

(2) model bases,

(3) user intenaces.

The databases provide access to internal and external data that may influence or be

affected by decisions under consideration. DSSs also use data from the databases to form

a baseline that statistical models used extrapolate (and otherwise project) from past to

present to future conditions. The DSS also may use these data to determine or estimate

parameters of models used for forecasting. Such a DSS would feature a wide ranging and

large number of discrete but interrelated databases. These databases would be developed

and managed by a diverse set of owners. Ideally, the DSS would access databases stored

on a network of servers. This approach offers the most efficient method if the database

contains non-replicated data, carries minimized redundancy, and pursues a principle of

leaving the source database at the site of the owner for ease of maintenance and updating.

The DSS can be integrated with an Expert System (ES) to extend its capabilities

(Efraim Turban, 1985). Its knowledge base provides information about the relationships

among data that are too complex for a database to represent. The knowledge base

consists of rules that can constrain possible solutions as well as alternative solutions and

methods for evaluating them. Today, these relationships are increasingly housed within

the model base and/or table-oriented databases.
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A DSS model base has been defined to include an array of spreadsheets,

simulation packages, forecasting tools, and statistical packages. While this framework

continues in DSS constructions today, more attention is given to sets of alternative cause

and effect models which integrate all of these types of tools. The user has access to

models that have been developed previously and that can be reused.

The DSS must include a sophisticated user interface, which allows users to

control which data and models to include in their analyses. The DSS must be designed to

support the greater freedom users experience in manipulating data and processing

information. A DSS should allow easy data and knowledge assembly from a variety of

sources as well as using as inputs to previously developed models or models that

currently analyze many alternatives and extensive data about each alternative. A high­

quality DSS should utilize facilities to compare, contrast, and aggregate data in a wide

range of graphical and tabular formats.

2.2 Expert Systems

An expert system is one of the most commonly used computer tools for making

decisions. An expert system is defined to be ..... computer system (hardware and

software) that simulates human experts in a given area of specialization" (Castillo,

Gutierrez, and Hadi, 1997). The reason expert systems became popular in the 1990's is

because of the very high level of expertise required to address increasingly complex

problems. These expert systems, if designed properly, contain an extremely high level of

human expertise required to make potential life and death decisions. This, in turn, gives a
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high level of expertise to everybody who uses the expert system appropriately and

responsibly.

Expert systems are a part of a field called artificial intelligence. The official

beginning of artificial intelligence was at a convention at Dartmouth College in 1956

(Walker and Miller. 1986). A prediction made at this conference was that wuthin the next

25 years everyone would be involved in recreational activities, while their computers

back at the office would do all the work (Walker and Miller. 1986).

The development of artificial intelligence slowed during the 1960's and 1970's

when programs that became more difficult and complex than originally thought were

installed on computers lacking power and speed. Through these lean years, research

continued and successful artificial intelligent programs or systems were developed in the

early 1980's. The major advancement that spurred this new growth in artificial

intelligence was the rapid growth and power of the modem computer. As a result, there

are numerous types of artificial intelligent programs in use in commercial businesses and

industry. The majority of the artificial intelligence and expert systems ~lre being used in

the business world, but increasingly there are significant examples in other fields

(Castillo, Gutierrez, and Hadi, 1997).

Expert systems are based directly on knowledge created or derived from their

human counterparts. This process is called knowledge engineering (Williams, 1986).

Knowledge engineering involves four components:

(1) define the expert system domain,

(2) elicit desired information from human experts,

(3) incorporate that knowledge into acceptable form for the knowledge base, then
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(4) test the system to evaluate its robustness and accuracy (Williams, 1986).

The knowledge base contains facts, rules, and relationships derjved from expert

experience relating to specific situations. Once title knowledge base has been established

the computer-based expert system must simulate the thinking process of a human expert.

The knowledge base must then use an inference engine to apply the knowledge base

efficiently. The inference engine automatically identifies and evaluates any knowledge

from the knowledge base that would be applicable to each given situation. This process

of going through the knowledge base and the inference engine is not always easy. The

knowledge engineer must incorporate not only general rules about a situation, but a.lso the

specialized rules associated with special circumstances. Additional information can be

added as the errors are detected. The problem is that the errors may not be caught until

the system has been scnt to the public. For this reason, expert systems have become

iterative processes using successive steps of multiple refinement. (Williams, 1986)

Expert systems offer several advantages to an organization that uses them. The

expert system allows the design engineer to make decisions with the most current

knowledge as long as the computer program is updated. If the expert system is not

updated continuously, the system still can be useful. Updates normally involve minor

changes in the decision tree or the addition of new processes. As a result, the updated

version provides only a small change in the output. If the system is not updated over a

period of time, then the small changes aggregate to make the system out of date. Expert

systems are capable of outperforming their human counterparts that become bored,

forgetful, or sometimes develop tunnel vision (Williams, 1986). The speed of the

decision making process used in expert systems via the computer is far superior to a
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human. The limitation is that the computer is only as smart as the human who created the

programs. Expert systems also are susceptible to any wrong information that is input.

Human experts have two qualities that supersede the computer. Humans have

considerable knowledge in specific areas and can have effective strategies for quickly

sorting through knowledge when faced with problems (Williams, 1986). Clearly, the use

of an expert system in association with a human expert can improve the decision making

process.

2.3 Artificial Neural Networks

There is no universally accepted definition of an Artificial Neural Networks

(ANN). But perhaps most people in this field would agree that an ANN is a network of

many simple processors ("units"), each possibly having a small amount of local memory.

The units are connected by communication channels ("connection"), which usually carry

numeric (as opposed to symbolic) data, encoded by any of various means. The units

operate only on their local data and on the inputs they receive via the connections. The

restriction to local operations is often relaxed during training (Haykin, 1994).

Neural networks have a history that dates back to the early 1940's. The first

mention of a neural network was in an article by McCulloch and Pitts in 1943

(McCulloch and Pitts, 1943). Their paper started the examination of how the human

brain functions. They believed that the brain exists as a series of interacting parts, which

evolve continuously, and whose sole function is dependent upon the connection of these

intermediate parts (Wilson and Sharda, 1992). This paper was given credit for starting
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the research for processing systems of data based on the function of the human brain. As

a result, their research was the first ever done on the neural network.

Donald Hebb, a psychologist, further advanced the science of the human brain

with a new theory in 1949 (Hebb, 1949) that stated that the brai n operates by a collection

of neurons called assemblies. These neurons process the brain's impulses and convert

them into an appropriate behavior. Hebb also believed that the neurons were only

interconnected by what he termed self-organization. He believed that the

interconnections between neurons helped strengthen the pathways involved in brain

functions (Wilson and Sharda, 1992).

In 1957, a scientist named Rosenblatt made the next major stride in the neural

network field by developing one of the first learning systems (Rosenblatt, 1958). The

system was a neuron-like device called the "Perceptron." This was the first neuron type

program or machine that could learn from data input.

The biggest break in the early history of the neural network occurred in J960

when two electrical engineers, Widrow and Hoff, described the first neuron ba'ied

computer (Wid row and Hoff, 1960). This neuron based computer is the foundation for

the modern neural network training of computer programs (Wilson and Sharda, 1992).

An opposite view was published in a book called "Perceptrons" co-authored by

Minsky and Papert in 1969 (Minsky and Papert, 1969). This sent ripples through the

scientific community and they seriously disputed the earlier claims of Rosenblatt. A lack

of technology further fueled this argument. Computers in the 1960's and 1970's were

severely limited in speed and capacity. They were large but very slow by today's

standards. As such they could not process problems of the complexity and sophistication
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posed by typical neural network approaches. Federal research money was tempor2l.Ji1 y

directed away from neural network topics, resulting in a thirteen-year period where little

or no additional development occurred (Wilson and Sharda, 1992).

In 1982, John Hopefield restarted neural network research and restored its

credibility to the scientific community (Hopfield, 1982). His work proved that neural

networks were abie to solve various types of problems from simple to compl,ex by

applying a learning system program that was trained to learn.

In 1986, Rumelhart and McCelIand derived a learning algorithm for Rosenblatt's

Perceptron device (Rumelhart and McClelland, ]986). The algorithm was developed

from the work perfonned by Rosenblatt as well as Windrow and Hoff in the late fifties

and early sixties. This learning algorithm was tenned a "back propagation" nelwork.

The back propagation algorithm had be.come the accepted standard process in training the

multi-layer, feed-forward neural network. In the end, the perseverance of these scientists

and engineers ha~ given the technical community a very innovative way to solve modern

complex problems (Wilson and Sharda, 1992).

Ill) practice, the standard back propagation ,alg.orithm is too slow in converging,

and it has a problem of falling into local minimum of the objective function. This

encouraged considerable research on methods to accelerate the convergence of the

algorithm (Hagan, et aI., 1996).

The research on faster algorithms falls roughly into two categories. The first

category involves the development of heuristic techniques, which include such ideas as

varying the learning rate, using momentum and re-scaling variables. There are many

different approaches for heuristic techniques, such as the variable learning rate back-
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propagation algorithm (Vogl, Mangis. etal., 1988), Delta-Bar-Delta algorithm (Jacobs,

1988), and QuickProp algorithm (Fahlman, 1988). Another category of research has

focused on standard numerical optimization techniques, such as Conjugate Gradient

algorithm and Levenberg-Marquardt algorithm (Hagan, etc., 1996).

The research on global minimum algorithms are most focused on simulated

annealing algorithms (Ingber, 1993) and Genetic Algorithms (Holland, 1975). There are

several ways to combine Genetic Algorithms with a neural network. So far, Genetic

Algorithms have been used to:

(1) generate the weights of a neural network,

(2) generate the architecture of a neural network,

(3) generate both the architecture and the weights of a neural network simultaneously,

(4) analyze a neural network.

As 5000 as a genetic algorithm is used to generate the weights of a neural network, then

the learning of an ANN is formulated as a weight optimization problem, usually using the

inverse mean squared error as fitness measure.

On the simplest level, a neural network models a human brain with many simple

elements (neurons) that work together in parallel. Figure I shows how the neural

network attempts to simulate the human brain. The neurons in the human brain are setup

in parallel and are connected to each other. A more complex look at the neurons would

show multiple layers of these neurons that would be interconnected. Also Figure J

illustrates how the computer based structure of neural network works. The neurons that

make-up each layer are connected to each other to create a network of neurons.

The "X's" in figure 1 represent the input layers of a neural network. The

12



information is then spread throughout the network through the hidden layers that are

represented with the "h's". After the information is processed in the hidden layers, the

information goes into the output layers defined as "O's". The difference between the

biological process of the brain and the artificial processes associated with a computer

must be dealt with to produce an effective artificial neural network.

Xn

•

Woo

W nm

ho ,
wOO

00

•

Figure 1. Three-layer Artificial Neural Network architecture

Neural networks can have one or more layers of neurons. The networks normally

aJIow the user to have a range of 2-6 layers. The layers are separated into three different

categories. The first layer of neurons in the network is termed the input layer. Input

neurons are used to define the problem that is to be solved. The last layer of neurons is

13
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the output layer. The layers between the input and output layers are called hidden layers.

Hidden layers are used by the neural network to process the inputs while predicting the

outputs. These layers are responsible for all the numerical computing and pattern

association that is needed to convert or model the input information into the desired

output. The layers can be interconnected together, or only connected on each individual

layer. The connections between all neurons carry weights that contain the knowledge of

the system. The neurons then sum the obtained infonnatiun from other surrounding

neurons or external input stimuli (Wilson and Sharda, 1992). This information is then

transferred by each neuron in a non-linear fashion ultimately to achieve a trained system.

The neurons with the summed infonnation will then internally process the information

and distribute the infonnation to the next appropriate neuron or to the external output.

The exact way in which the neural network operates is based on the structure of the

computer code (Hagan, Demuth and Beale, 1996).

Shih reported that most neural networks can be resolved with three-layer systems

(Shih, 1994). The neural network program used in this research project has a default size

of three layers. System processing speed may be able to increase with the addition of

more neurons and/or hidden layers. In some cases, too few layers and neurons in the

neural network can cause the network to stall and never reach the desired goal of 100%

pattern recognition. Pattern recognition occurs when the neural network produces the

same results as the target results that were input into the network by the user. The reason

is that too few neurons force the network to place a large amount of infonnation into an

individual neuron resulting in a loss of efficiency. In the case of too many neurons,

where there is so little infonnation in an individual neuron, it is almost a waste of space.
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This, in turn, will slow down the network.

A neural network can be trained by either supervised or unsupervised training

(Wilson and Sharda, 1992). Supervised training requires the user to describe both the

problem domain and the answer (desired output). This allows the neural network to learn

that this particular input should result in this output. A control group is required to teach

the network the appropriate learning response from the training. The control group that

contains data with known inputs and outputs is used as a caJibration instrument for the

network. After the input is entered, the neural network process the inputs and the given

output until the system can train itself to produce the desired output. Training starts when

the network is given a problem and higher control neurons try to apply the hidden

neurons to generate the expected answer. The specific learning algorithm that is used

during the training determines how the neuron's interconnections are weighed. The

algorithm will then correct the weights of the neurons due to offsets from the actual

desired outputs. The network is continually updating the system until the desired outputs

are achieved. In other words, after the calibration is completed, the system adjusts the

weighted values of the neurons so that when a given input is received, the-correct output

is calculated (Gifford, 1997).

2.4 Relation between ANN and statistical methods

There is considerable overlap between the fields of neural networks and statistics.

Statistics is concerned with data analysis. In neural network terminology, statistical

inference means learning to generalize from noisy data. Some neural networks are not

concerned with data analysis (e.g., those intended to model biological systems) and
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therefore have little to do with statistics. Some neural networks do not learn (e.g.,

Hopfield neural networks (Hopfiel, 1982)) and therefore have little to do with statistics.

Some neural networks can learn successfully only from noise-free data (e.g., ART or the

perceptron rule (Hagan, 1996)) and therefore would not be considered as statistical

methods. But most neural networks that can learn to generalize effectively from noisy

data are similar or identical to statistical methods, such as:

(l) Feed-forward nets with no hidden layer (including functional-link neural

nets and higher-order neural nets) basically are generalized linear models.

(2) Feed-forward nets with one hidden layer are related closely to projection pursuit

regression (PPR).

(3) Probabilistic neural nets are identical to kernel discriminant analysis.

Kohonen nets for adaptive vector quantizations are very similar to K-means

cluster analysis.

(4) Hebbian learning is closely related to principal component analysis (PCA).

Feed-forward nets are a subset of nonlinear regression and discrimination

models. Statisticians have studied the properties of this general class, but clid not consider

the specific case of feed-forward neural nets before such networks were popularized in

the neural network field. Still, many results from the statistical theory of nonlinear

models apply directly to feed-forward nets, and the methods that commonly are used for

fitting nonlinear models, such as various Levenberg-Marquardt and Conjugate Gradient

algorithms, can be used to train feed-forward nets. The application of statistical theory to

neural networks was explored in detail by Bishop (1995) and Ripley ( 1994). Among the
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many statistical concepts important to neural nets is the bias/variance trade-off in

nonparametric estimation, discussed by Geman, Bienenstock, and Doursat, R. (1992).

While neural nets are often defined in terms of their algorithms or

implementations, statistical methods are usually defined in terms of their results. The

arithmetic mean (expected value), for example, can be computed by a (very simple) back

propagation neural net, by applying the usual formula,

E(x) =
n

or by various other methods. The result is still an arithmetic mean regardless of how it is

computed. A statistician would consider standard back propagation, Quickprop, and

Levenberg-Marquardt to be different algorithms for implementing the same statistical

model such as a feed-forward net. On the other hand, different training criteria, such as

least squares and cross entropy, are viewed by statisticians as fundamentally different

estimation methods with different statistical properties.

It is sometimes claimed that neural networks, unlike statistical models, require no

distributional assumptions. In fact, neural networks involve exactly the same sort of

distributional assumptions as statistical models (Bishop, 1995), but statisticians study the

consequences and importance of these assumptions. For example, lea,>t-squares training

methods are widel y used by both statisticians and neural networkers.

2.5 Relational Database System and SQL

A database is a collection of information that exists over a long period of time,
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often many years. The term database refers to a collection of data that is managed by a

database management system, also called a DBMS. or just database system (Ullman,

1997). A DBMS is expected to:

(1) Allow users to create new databases and specify their schema (logical structure of the

data), using a specialized language called a data-definition language.

(2) Give users the ability to query the data and modify the data, using an appropriate

language, often called a query language or data-manipulation language.

(3) Support the storage of very large amounts of data - gigabytes or more - over a long

period of time, keeping it secure from accident or unauthorized use and allowing

efficient access to the data for queries and database modifications.

(4) Control access to data from many users at once. without allowing the actions of one

user to affect other users and without allowing simultaneous accesses to conupt the

data accidentally.

The first commercial database management system appeared in the late 1960's. It

evolved from the systems, which provide some of expanded version of the above. Fi Ie

systems store data over a long period of time, and they allow the storage of large amounts

of data. However, file systems generally do not guarantee that data cannot be lost if it is

not backed up, and they do not support efficient access to data items whose location in a

particular file is unknown. Further, file systems do not directly support item (2), a query

language for the data in files. Their support for (1) - a schema for the data - is limited to

the creation of directory structures for files. Finally, file systems do not satisfy (4).

When they allow concurrent access to files by several users or processes, a file system

generally does not prevent situations &uch as two users modifying the same file at ahout

18
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the same time, so the changes made by one user fai I to appear in the file.

The first important applications of DBMS's were ones where data was composed

of many small items, and many queries or modifications were made. Some of these

applications include:

(I) Airline Reservation Systems,

(2) Banking Systems,

(3) Corporate Records.

The relational database model is the current database standard. The user/designer

needs be concerned only with the logical view of the database; the details of physical

storage, access paths, and data structures are managed by the (RDBMS). Therefore,

relational database design becomes much simpler than hierarchical or network models.

A relational database is perceived by the user as a collection of tables in which data are

stored. Each table consists of series of row/column intersections. Tables (or relations)

are related to each other by sharing a common entity characteristic. The relationship type

is often shown in a relational schema. A table provides complete data and structural

independence hecause it is a purely logical structure (Ullman, 1. D. J997).-

The relational database model has the following advantages:

(1) Because the relational model achieves both data independence and structural

independence, it becomes much easier to design the database and to manage its

contents.

(2) Less programming effort is required because the relational database has a very

powerful query language called Structured Query Language (SQL). which makes ad

hoc queries possible.

19
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The disadvantages of relational database model are: RDBMS requires both substantial

hardware and substantial operating system overhead.

Today, most database systems are based on the relation model of data, which

organizes infonnation into tables. SQL is the language most often used in these systems.

Structured Query Language (SQL) was developed in the early 1970's at IBM for use with

relational databases. The language was standardized in 1986 by ANSI (American

National Standards Institute). SQL has an updated standard adopted in 1992, called

SQL-92 or SQL2. An important core of SQL is equivalent to the relational algebra,

although there are many important features of SQL that go beyond what is found in the

relational algebra, for example, aggregation (e.g., sums, counts) and database updates.

The most commonly used relational database system both queries and modifies the

database through SQL (Ullman, 1997).
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CHAPTER III

PROJECT DEVELOPMENT AND METHODOLOGY

3.1 Design of FUDSS 1.0

FUDSS 1.0 is designed as a decision making tool to help user to interpret the

results of soil tests and to determine fertilizer application rates based on yield goals. For

these purposes, FUDSS 1.0 characterizes an Intelligent Decision Support System (IDSS)

that carries three components (Figure 2):

( I) The user friendly interactive interface

The system through interface asks user following questions in natural language:

a) "What is your soil test sample number?"

b) "What kind of crop will you plant?"

c) "What is your yield goal?"

The interface should allow user change their selection at any time and show the

answers quickly.

The outputs of FUDSS 1.0 are:

a) The interpretation of soil test results in table format

b) The recommendation of optimal fertilizer application rate based on yield goal

(2) An Expert System (ES)

Expert System detennines the fertilizer application rate based on yield goal. It

consists two parts:
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a) Knowledge Base (KB) that contains the facts, rules, and relationships derived

from fertil ity experts and soil scientists.

b) Inference Engine (IE) that automatically identifies and evaluates any knowledge

from knowledge bases that would be applicable to each situation.

(3) A Database Management System (DBMS)

A database management system stores, accesses and queries the information, such as

soil test results, customers' information, invoice, fertilizer products, and knowledge

bases

1
User Interface

Input

Expert System
,,.

Inference
Engine

"
I'--. Soil Tesl .-'

v --...
Dalabase

I'---. Knowledge ___

V
Base

output

,

Knowledge Acquisition
with ANN training

"
Long term fertil izer
application experiments
at different locations

Figure 2. Design structure of FUDSS 1.0
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3.2 Expert System Development

It is difficult to decide whether or not to fertilize, or the amount of fertilizer to apply

to a specified field in a farm. In order to help farmers to address this problem, the design

of FUDSS 1.0 contains a program component that uses knowledge and procedures to deal

with the complicated problems at a level of a professionally trained human, such as a

fertility expert. To develop this expert system, the most important work is how to build a

knowledge base that contains the scientific knowledge and experience in the soil fertility

area of expertise. The first subtask in building a knowledge base is knowledge acquisition

that refers to the process of collecting, organizing, and formalizing the information,

concepts, and strategies. The second subtask is the representation of a large amount of

knowledge in a fashion that permits its effective use. This is known as the knowledge

representation problem, one of the hardest problems so far identified in Artificial

Intelligence (AI) (Jackson 1986). These subtasks are discussed in detail below.

3.3 Knowledge Acquisition

Some knowledge extraction methods seek to collect knowledge from experts.

But, some knowledge also exists in examples. That is, there is much that can be inferred

from prior situations, then applied to new or similar circumstances.

To estimate fertilizer requirements, soil scientists usually carry out some

exploratory experiments with fertilizers, which shows the importance of fertilizer

applications for erop production. The results of fertilizer experiments could be

represented in the form of regression equations that can he used to calculate estimates of

yields for various fertilizer application rates (Colwell, 1994). However, the fertilizer
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requirements of crops vary, often markedly, from site to site and from year to year

because of variations in the soil, seasonal growing conditions, agricultural practices, and

so on. There is no general regression equation model that could apply to every region for

estimating fertilizer requirements of crops. It is necessary that every region should carry

out fertilizer experiments to find out the model that is applicable to its environment

conditions. Based on many years' field calibrations conducted in Oklahoma, the

relationships of crops' yield and fertilizer requirements in Oklahoma have been

determined by OSU soil fertility scientists and reported as OSU extension facts F-2225

(Table 1). It presents the relation between nitrogen requirements for selected crop and

yield goal.

Table 1.

Wheat
15
20
30
40
50
60
70
80
100

Nitrogen Requirements for Small Grain Crops
Yield Goal (bu/A) Nitrogen

Barley Oats (lbsJA)
20 25 30
25 35 40
35 55 60
50 70 80
60 90 100
75 105 125
90 125 155
100 140 185
125 175 Z40

Generally there is a non-linear relation between nitrogen requirements and crop

yield. Unfortunately, it is hard to find a suitable non-linear regression equation to

represent this relation sometime because the regression model and the individual

regression coefficient is not significant at the level we deem appropriate (99%, or

a=O.OI) (Colwell. 1994).

From Table 1, the fitted regression line relating wheat yield and nitrogen

requirements was computed using a quadratic regression model and is given by
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Y = -0.5286 + 0.5450X - 0.OOO5416X2
• The residual estimate of variance is calculated

as S2 = 1.36 (lbs/acre). The value of F reaches 2391.45, which is significant at a level less

than 0.0001 (Table 2). Thus null hypotheses on slope (Ho:~ = 0) is rejected in favor of

HI:~ 7: O. with the conclusion that there is, indeed, statistically significant quadratic trend

between nitrogen application and yield of wheat. From statistics, the quadratic regression

equation for wheat yield response to nitrogen is acceptable (Myers, 1989).

Table 2 ANOVA for Quadratic Model of Wheat Yield Response to Nitrogen
Source OF Sum of Squares Mean of Squares F Fo.o1

Regression 2 6491.86 3245.93 2391.45 12.25

Residual 6 8.14 1.36

Total 8 6500.00

t N°tM d) f Wh t yo ld RT hi 3 ANOVA ~ LOa e or mear o e 0 ea Ie esponse 0 I rogen
Source OF Sum of Squares Mean of Squares F FOOl

Regression J 6446.39 6446.39 841.80 12.25

Residual 7 53.61 7.65

Total 8 6500.00 -

From Table I, the fitted regression line relating wheat yield and nitrogen

requirements was computed using a linear regression model and is given by

Y =6.1099 + 0.4039X. The residual estimate of variance is calculated as S2 =7.66

(lbs/acre). The value of F reaches 841.80, which is significant at a level less than 0.000 1

(Table 3). Thus null hypotheses on slope (Ho:~ = 0) is rejected in favor of HI:~ 7: 0, with

the conclusion that there is, indeed, statistically significant quadratic trend between

nitrogen application and yield of wheat.
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Quadratic regression for wheat yield and nitrogen

~
-~

./
/ - Y=O.S450X-D.OOO5416X"2-D.S286
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Figure 3. Quadratic regression of wheat yield response to nitrogen

Linear regression for wheat yield and nitrogen
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Figure 4. Linear regression of wheat yield response to nitrogen

Usi ng runs test for models' fitting evaluation (Bennett and Franklin. ]954), the

linear model gives a sum of squares of 53.605, a standard deviation of 2.767, and three

runs of signs in the residuals. For a fit to nine data points (Table I), the maximum

number of runs is nine and expected number of runs is four or five for good fit. So the
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linear fit is not very good (Figure 4). The quadratic fit gives a sum of squares of 8.1438, a

standard deviation of 1.165, and four runs. The fit is acceptable (Figure 3).

The method of regression in statistics describes the relation between nitrogen

requirements and wheat yield as a quadratic equation or linear equation, and its prediction

of the ferti lizer application rate is based on the points that locate only on the line. As a

result, some points that deviate from the line, but represent the values in fact, are

inappropriately treated as errors and discarded.

One solution to this problem is to use chopping. This method employs slopes

between every adjacent pair of points to do approximate predication, since the chopped

but contiguous lines take a shape of zigzag line that approaches the curve formed by the

values in fact. The disadvantage of the chopping method is that it cannot be modeled.

ANN is able to eliminate the disadvantages of both previous methods. It can

learn patterns from examples and reproduce them as a prediction tool. This capability is

important because there are many problems in which one knows what should be the

correct result, but it is not possible to lay down a precise procedure or set of rules for

finding the result. As with other predictive tools (such as statistics), it is important that

ANN be trained with sufficient systematic variation. However, the difference between

ANN and other predictive tools is that the former can handle more noise or unsystematic

variation than the latter. Compared with other methods, ANN is more useful in

knowledge acquisition. In this project, the data from long tenn soil fertility experiments

conducted in Oklahoma (Table 1) were used to train an ANN in acquiring the knowledge

about optimal fertilizer application. The trained ANN could be employed as a substitute

for a non-linear regression model.

27



-

3.4 ANN Training Algorithms

1. Modified Genetic Algorithm Genetic algorithms were developed by John Holland

in the 1970's (Holland, 1975). They are based on a Darwinian-type survival of the fittest

strategy, whereby potential solutions to a problem compete and mate with each other in

order to produce increasingly stronger individuals. Each individual in the population

represents a potential solution to the problem that is to be solved. These individuals are

represented in the genetic algorithm by means of a linear string, similar to the way

genetic information in organisms is coded onto chromosomes. In GA terminology the

members of a population therefore are referred as chromosomes. Chromosomes are

assembled from a set of genes, that are generally characteristics belonging to a certain

alphabet A. A chromosome can be thought of as a vector x consisting of I genes ai:

I is referred to as the length of the chromosome. Commonly, all al phabets in a

chromosome are the same A =Al =A2 =... =Ai. The alphabets commonly used today are

the cases of binary genes (A ={O, I}), and real-valued genes ( A = [Real number}), In

the latter case, the real value can be stored in a gene by means of a fixed or floating point

representation or by a conversion to an integer.

Figure 5 shows a flowchart representation of a simple genetic algorithm that

depicts the evolution of population of individuals. A GA operates on a population of

decision variable sets called" string," or " chromosomes." Each string made up of a

series of characters, or called" genes." The characters represent a coding of the decision

variable set. The values of the genes are chosen initially at random. Each possible value

has an equal probability of being selected for each gene. The number of strings in simple

28

t.
1

"

....



-

GA population can vary, but is typically in the range from 30 to 100 (Goldberg, 1989).

After a population of strings is initialized. a series of three genetic operators are applied

to the population: (I) selection, (2) crossover, and (3) mutation. Application of the

mutation operator marks the completion of a GA cycle. A single GA cycle is also known

as a "generation." A GA is usually allowed to run for a specified number of generations,

or until some stopping criterion, such as convergence of the population to a single

solution, is met.

Coding and Initialize population (first generation) I
.......

"
Evaluate Fitness of all of Individuals in the

population

,

I Select Fittest Chromosomes
I

"
I Crossover I

,r

I Mutate I

Figure 5. Flowchart of Genetic Algorithm

In this thesis we use a modified GA that gives offspring a chance to compete with

its parents for survival and has a new coding method instead of binary string (Yang,
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1997). The algorithm is summarized as foJJows:

Objective function:

aj $ Xj $ bi , i = I, 2, 3, ... , n

where Xi is the ith variable, and aj and bi are the limits of that variable.

Step I) Initialization: randomly select m distinct points (community size) of that variable

from the search space with equal probability. That is, generate a random number subject

to a uniform (0, I) distribution. Calcul ate the value of the first variable by

Do the same for the other variables. These steps identify the first point in the search

space. Repeat this procedure m times.

Step 2) Fitness Evaluation: Calculate the objective function values at the m points.

Step 3) Point ranking: Sort the m points in order of descending objective function value,

so that the first point represents the worst and the last point represents the best.

Step 4) Assigning probabilities to each point: Each of the points is a<;;signed a probability

Pi, i = I, 2, ... , m, giving higher probabilities to the points with lower function value and

lower probabilities to those with higher function values. Thus, the best point has the

highest probability PI, while the worst point has the lowest probability Pm. The other

points have probabilities ranging from Pm to PI. The following linear relation can be

,.

(i -1)
P, = Pm + (m-I) (PI - Pm)' i =1,2,3, ...... ,m-1

used. Probability is nonnegative and the total probability should sum to one.
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Step 5) Selecting parents: randomly select two points from the m points according to the

probability Pi. Make sure that the two points are not identical.

Step 6) Crossover: For each of the genes (variables), randomly select one value from the

corresponding two selected points to construct a new point.

Step 7) Mutation: Occasionally, with a small probability Pm (mutation rate), alter the

newly created point. To do this, for each of the genes of the newly created point,

generate a random number r, if Pm > r, replace the value of that gene by another

unifonnly distributed (0, I) random number.

Step 8) Repeat k times Step 5 through 7 so that m new points are generated.

Step 9) These new points produced by genetic methods represent the offspring population

and are going to compete with their parents.

Step 10) Sort the newly created points into descending order.

Step II) If the best point of the new generation (the last one) is not better than the best

one of the old generation, then replace the worst point of the new generation by the best

point of the old generation and re-sort them. This step is to ensure that the current best-

so-far point in the community is always retained.

Step t2) Start from the second-best point of the new generation and compare it with the

point in the same rank of the old generation. If the new point is better than the old one

and is farther away from the best-sa-far point, then keep the new on and discard the old

one; then compare the rest until they are all finished. Go to Step 15; otherwise, go to

Step 13.

Step J3) If the distance of the old point is farther away from the best-sa-far point than the

new one and has better fitness, then keep the old one and reject the new one and go to
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Step 12 to screen others; otherwise, go to Step 14.

Step 14) If the distance of the new one from the best-so-far point, dn. times the objective

function value of the old one, fo. is greater than the distance of the old one, do. times the

objective function value of the new one, fn, (i.e., dnfo> dofn), then select the new one and

go to Step 12, otherwise, generate a random number. If il is greater than 0.5, then keep

the old one and discard the new one and vice versa.

Step 15) Repeat Step 5 through 14 until either a predetermined iterative number or an

acceptable objective function value is reached.

The neural network structure is employed to investigate the above algorithm and

the program is written in the C++ language. The ohjective function has been restricted to:

n

s= L,.(Yi-XJ2
;=1

where y is computed output, x is experimental output. The purpose of training the neural

network is to minimize the objective function by adjusting the weights during the

program iterations with the proposed algorithm. This strategy of minimizing the

objective function value is maintained for all cases in this paper.

2. Quick-Propagation algorithm

Fahlman (1988) conducted a systematic empirical study of learning speed in

backpropagation-like algorithms. He chose the encoder/decoder task as the standard test

problem because of its importance to real-word applications. The most important result

described in his paper is a new algorithm called "QuickProp" that provides significant
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speedup over standard backpropagation algorithms and is one of today's most frequently

used adaptive learning paradigms.

The QuickProp algorithm described in this paper, is one of the more

heuristic modifications to backpropagation. It assumes that error curve can be

approximated by a parabola with a minimum point, and that the effect of each

weight can be considered independently. The main formula of the QuickProp algorithm is

built on a second order Taylor series expansion for each weight element. The second

order Taylor series approximation can be expressed as:

:.
(I) '.

To minimize f(Xk + Llxk), the first derivative of the function with respect to LlXk

should be zero. Therefore we have:

••

(2)

(3)

If the second order information is not easily available, then a local approx--imation can be

made using the first order derivatives:

f"(x
k
)= f'(x k )- !'(xk _,) = I'(xk )- !'(xk I)

Xk -.tk _1 Llxk-l

Substituting (4) in (3) then yields:

Llx = l' (xk ) Llx
k f'( f'() k-Jx.l:-I) - X k

(4)

(5)

The weight update formula for the QuickProp algorithm corresponds exactly to the
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expression given in equation (5):

aE (k)
aw.

.1.w,/k) = uE 'J aE .1.wij (k -1)
--(k-l)--(k)aWjj aWij

(6)

Everything in equation (6) proceeds as in standard back propagation. To compute

the weight update, the current gradient, the previous gradient and the previous weight

step are needed. Using this main formula, the computation is straightforward for some

cases. If the current gradient is somewhat smaller than the previous one, but in the same

direction, the weight changes again in the same direction. If the current gradient is in the

opposite direction from the previous one, the minimum point was crossed over, and the

next step will be placed somewhere between the current and previous positions.

Although equation (6) is easy to compute, there are a few modifications

necessary, due to violations of the above assumptions. If the numerator over the

denominator in equation (6) is too large or undefined, then the formula should be

modified to avoid divergence. In this case, a parameter called maximum growth factor

can be used to control the step size of the weight. The other situations not ,Aandled by the

main formula must be considered when the previous step size is zero, and there should be

some changes in the current step. Also, the initial step size should be determined. The

methods described in the thesis can result in an additional set of formulas in addition to

the main formula:

(7)

(8)
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Equation (7) is applied when the magnitude of the current weight step is greater

than /l times the magnitude of the previous weight step. Equation (8) adds a steepest

descent component to the result computed from equation (6) or equation (7), a is the

learning rate. All these modifications are required to make the QuickProp algorithm

work faster than the standard backpropagation algorithm. The test of the algorithm will

be reported in the following sections.

A commercial software package named NeuralWorks Professional IIIPLUS is

used to implement the QuickProp algorithm training, testing and generalization(Figure 6).

Figure 6. Back propagation training interface

3.5 ANN Design and Implementation

1) Design of an ANN structure

A neural network is built of neurons. Neurons usually are arranged in layers, and

35



-

the neurons in one layer often are connected to many neurons in other layers. Networks

where data flows only in the forward direction are called feed-forward networks. They

are very popular due to thei r relative simplicity and stability (Bharath and Drosen, 1994).

In this paper, we used a multi-layer feed-forward neural network architecture. Based on

the training data of crop yield response to nitrogen requirements (see Table 1), there is

only one input neuron representing nitrogen and only one output neuron representing

yield. When the number of input and output neurons is fixed. The number of neurons in

hidden layers is variable. However, it is difficult to detennine in advance the number of

hidden layers and the number of neurons in each hidden layer. We made different trails,

such as 1: 1: 1 net with 2 weights and 2 biases, 1:2: 1 net with 4 weights and 3 biases, 1:3: 1

net with 6 weights and 4 biases, 1:4: 1 net with 8 weights and 5 biases, I :5: I net with 10

weights and 6 biases, so that an ANN architecture with the best performance could be

achieved.

2) Training ANN by using a Genetic algorithm and the QuickProp algorithm

For training ANN, setting parameters is important since the combination of

different parameter produces distinct training result. For a genetic algorithm, the

investigation of parameters setting focused on community size (m), epochs (generations),

and mutation rate (Pm). For the QuickProp algorithm, the effort to choose suitable

parameters was made on learning rate and epoch size (the number of sets of training data

presented to the network (learning cycles) between weight updates). After examination

of parameter setting, the ANNs with best combination of parameters were saved and used

for testing.

3) Test the ANN and generalization
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The ANN is trained during the training phase, and then the testing phase serves as a

way of measuring network performance. During this testing phase, the test cases are

presented to ANN, and the ANN provides results. If the correct output (target) is known,

the ANN performance could be measured. A major difference between training and

testing is that in the test case, the weights in the network are not updated. A test program

written in C/C++ for this thesis can read the test data into ANN and output its results. If

testing results show that no over-fitting occurs, then the ANN has a good performance,

and it could be a fea')ible model to predict the yield response to fertilizer application.

3.6 Knowledge Representation

Knowledge representation is a systematic way of codifying what knowledge exists

about some subject area (or domain). It deals with the structuring, encoding, and storing

of information so that its attributed meaning is clear. This representation of knowledge

must be such that it can be stored and manipulated by a computer. There exist many

methods for encoding knowledge, such as rules, mathematical equations, databases,

spreadsheets, hypertext (Rauscher and Host 1990).

In return for the advantage of ANN, though, ANN does not explain its behavior.

One cannot look at the knowledge that an ANN uses directly as he might study a set of

rules. This is because ANNs do not contain any explicit representation of knowledge in

symbolic form (Kamran and Mark 1993). In order to represent the knowledge that is

stored in a perfectly trained ANN, a set of simulations to predict the fertilizer

requirements based on the yield goal was implemented. Each input and its corresponding

output from ANN is stored in a database, called a knowledge base to represent the
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knowledge of the relationships between soil fertility and crop yield. When a yield-goal is

specified, the Inference Engine of the Expen System quickly queries this knowledge base

to generate a recommendation of optimal fertilizer application.

3.7 Access to Database

When FUDSS 1.0 generates its recommendations for optimal fertilizer use, its

expert system must access the database that stores soil testing results and knowledge

base. However, the language, though used to develop the expert system cannot be

accepted directly by a DBMS. Database systems have their own Structured Query

Language (SQL) that is at present the most commonly used language in DBMS. In order

to solve this problem a powerful language tool was employed in development of FUDSS

1.0. Microsoft Visual Basic 6.0 provides powerful support for database programming.

Visual Basic 6.0 offers access to a variety of database systems, such as, Microsoft Access

database, FoxPro database, dBase database, SQL Server and Oracle database. Because

VB 6.0 embeds the Access database engine in its language, it is able to manipulate

Access database without using Open Database Connectivity (ODBC). Mi~rosofl Access

97 was chosen as the database management system for FUOSS 1.0 as well.

VB communicates with databases through the Data ControJ, Data Access Object,

(DAO), and ActiveX Data Object (ADOs). Data control can read, modify, delete. and

add records to databases. In this paper, Data Control was chosen as the connectivity

between the database and the expert system.

In Visual Basic. the double quote is used with a SQL statement. One would think

of an SQL statement as creating in essence a new "virtual" table from existing tables.
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These tables do not really exist physically. However, for all practical purpose, VB acts as

though they did. In VB terminology, a "virtual" table is called a Recordset, and SQL

statements are said to create a Recordset. In stanJard relational database books, a

"virtual" table is called a view. SQL also can be used in VB code with a statement of the

fonn

Datal.RecordSource =" SELECT ... FROM ... WHERE ... " 10 read data from

databases (David I. Schneider, 1998). In this study, we used this kind of statement

wherever we need to get data from database system.

3.8 User Friendly Interface

The FUDSS 1.0 system was built using, and runs on. the Microsoft Windows

operating system. This means that the application has a graphic user interface (GUI) as

the front end. The front end accepts the input data, and verifies the data that is valid. The

GUI usually provides the user with several convenient data input and output formats.

such as, windows, menus, mice, image, and voice. With GUI, the system is user-friendly,

easy-to-learn and easy-to-use. This is very important for non-professionalysers. In order

to develop this front-end interface, we used several tools provided by VB 6.0, such as

forms, text boxes, list boxes, combo boxes, picture boxes, menu systems, and command

buttons.
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CHAPTER IV

RESULTS AND DISCUSSION

4.1 Case for ANN training using GA

The ten-run-average network error (standard deviation) does not increase with the

community size. GA seems to prefer a smaller community size. Between the community

size from 3 to 15, the best performance of GA is attributed to value of 5. If the

community size is not too large or too small, there should be no significant difference on

networks' performance (Table 4).

Table 4 Sensitivities to community size (m) of the genetic algorithm fOf 1:2:1 ANN
t .. t k ( td) tar t 0 1 h lOOkrammg, en-run-average networ error s ,mu Ion ra e Pm= . ,epoc s=

M 2 3 4 5 8 10 15 20
Std 1.4792 0.1476 0.0387 0.0239 0.0617 0.0599 0.0412 0.1204

Min. < 0.016 < 0.016 2 3 6 10 17 25

Table 5 shows that the error decreases as the number of iterations increase. It is

clear that the GA network converges very slowly and requires many iterations and a long

execution time. In order to make the error acceptable, at least 200K iterations are required

based on the simple case of wheat yield response to nitrogen. It takes around 25 minutes

of run time on a Pentium 233 Personal Computer using the Microsoft Windows 95

operating system.
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Table 6 shows that the proposed GA is sensitive to the mutation rate pm. Selecting

mutation rate carefully can improve the peIformance of a GA network significantly. In

the case of wheat-nitrogen, the best peIformance is obtained when the mutation rate is

0.09. However, when Pm is set to 0.0 impling no mutation at all, all points in the

community become the same in a short time before fitness is reached. Under this

situation the network never converges resulting in failure to learn. Mutation is a subtle

operation that requires minor adjustments for improving the peIformance of network.

Table 6 Sensitivities to mutation rate (prJ of the genetic algorithm forl:2:1 ANN
training, ten-run-best network error (std)

Epochs Pm =0.00 Pm =0.05 Pm =0.08 Pm =0.09 Pm =0.10 Pm =0.20 Pm =0.30
lOOk 10.6753 0.0432 0.0156 0.0135 0.0239 0.0657 0.0575
200k 10.6753 0.0432 0.0145 0.0107 0.0236 0.0642 0.0551

Epochs Pm =0.40 Pm =0.50 Pm =0.60 Pm =0.70 Pm =0.80 Pm =0.90 Pm =1.00
lOOk 0.1089 0.0556 0.0515 0.0401 0.0381 0.1048 0.1021
200k 0.0822 0.0437 0.0408 0.1149 0.0339 0.0768 0.1020

Table 7 Sensitivities to the architecture of ANN using genetic algorithm training,
ten-run-best network error (std), mutation rate Pm = 0.09, community size = 5

Architecture I: I : J 1:2:1 I:3: I 1:4: I 1:5: I
Epochs=50k 0.2181 0.0171 0.0255 0.0533 0.0294

Epochs=IOOk 0.2181 0.0135 0.0202 0.0433 O.02R5
Epochs=200k 0.2181 0.0107 0.0137 0.0403 0.0249
Epochs=300k 0.2181 0.0106 0.0129 0.0389 0.0238

The changes in the number of nodes in the hidden layer result in the difference

between training performances (Table 7). That does not mean that increasing the number

of nodes in the hidden layer can lead to better performance. For example, if net

architecture is set to I: I: 1 with 2 weights and 2 biases, all points in community become

the same before the net has good fitness. If 1:2: 1 net with 4 weights and 3 biases is taken

as a net architecture, the best performance is achieved. However, when the number of

nodes grows to 1:3: 1 with 6 weights and 4 hiases, and further to 1:4: I with 8 weights and

5 biases, the performance of network dramatically goes down and the run times are

41



-

doubled and redoubled. The training errors of 1:3: I, 1:4: 1, and I:5: I net are all greater

than the training error of I:2: I net. This phenomenon indicates lack of convergence of

the GA. The number of parameters for each of 1:3: I, 1:4: 1, and 1:5: 1 net is greater than

the number of data points (only 9 points).

Table 8 displays the best combination of parameters for GA training. The best

parameter combination in the case we studied is: 1:2: 1 for net structure with 7

parameters, 2 neurons in hidden layer, 5 points for community size, 0.09 of mutation rate,

and 200k of iteration. Training ANN with this parameter combination has produced ideal

results that are applied in fertilizer application prescription.

Table 8 The best combination of arameters of GA for fertilizer a
Architecture Communit Mutation rate

1:2:1 5 0.09

4.2 Case for ANN training using QuickProp

The difference in performances is due to the application of distinct algorithms and

the use of different nets with the same algorithm. Table 9 illustrates the results of the

QuickProp algorithm. When nets are set to I :2: I with 4 weights and 3 biases and 1:4: I

with 8 weights and 5 biases, we have the best performance and the worst performance,

respectively. Comparing GA with the QuickProp algorithm on the same net I:]: I, the

former provides a much better performance than the latter does. The training errors of

] :3: I, ]:4:], and 1:5:] net are all greater than the training error of] :2: J net. This

phenomenon indicates lack of convergence of the QuickProp. The number of parameters

for each of 1:3: 1, I :4: 1, and] :5: I net is greater than the number of training cases (only 9

cases).
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Back-propagation uses one important parameter to encourage learning. The

learning rate, n, refers to the rate at which error modifies the weight. With large learning

rates, a network may go through large oscillations during training. In fact, if the rates are

too large, the network may never settle or converge. Smaller rates tend to be more stable.

The theory of back-propagation requires rates approaching zero.

Table 9 Sensitivities to architecture of ANN usine QuickProp trainin2
Epochs\net 1: 1: 1 I:2: I 1:3: 1 1:4: I 1:5: 1

500 0.05]6 0.0514 0.0451 0.0841 0.0420

1,000 0.0469 0.0309 0.0412 0.0771 0.0433

5,000 0.0431 0.0245 0.0348 0.0525 0.0344

10,000 0.0465 0.0240 0.0278 0.0542 0.0303

20,000 0.0342 0.0171 0.0226 0.0553 0.0208

30,000 0.0260 0.0153 0.0188 0.0562 0.0225

50,000 0.0183 0.0] 15 0.0207 0.0465 0.0129

100,000 0.0172 0.0084 0.0178 0.0406 0.0100

200,000 0.0178 0.0086 0.0178 0.0789 0.0105

Table 10 Sensitivities to learning rate of QuickProp algorithm for 1:2:1 ANN
t ..ralmnj!

Epochs \ ex. 0.5 \.0 1.5 2.0 2.5

500 0.0514 0.055R 0.0645 0.0671 - 0.0692

1000 0.0309 0.0312 0.0417 0.0481 0.0512

5000 0.0245 0.0274 0.0417 0.0460 0.0506

10000 0.0240 0.0259 0.0398 0.0408 0.0487

Table 10 displays the results with moderate learning rates applied. When the

learning rates are set in the range from 0.5 to 2.5 and the number of iterations is

constrained between 5,000 and 10,000, the convergence is achieved and this situation is

stable. At this stage, the best learning rate exists when the value of a equals 0.5.
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In Table 11, two kinds of epoch size and 16 kinds of iterations are used to test the

QuickProp algorithm. A QuickProp network uses cumulative learning. With this model,

weight changes accumulate during the period of an epoch size before the weights are

applied to the network. An epoch is the number of sets of training data presented to the

network (learning cycle) between weight updates. An epoch size is a number less than or

equal to the number of training vectors. Table II demonstrates that the QuickProp

Table 11 Sensitivities to epoch size of QuickProp for 1:2:1 ANN (training error)

Iterations Epoch size=3 Epoch size=6 Epoch size=9

100 0.0295 0.0390 0.0337

200 0.0478 0.0356 0.0304

300 0.0270 0.0218 0.0313

400 0.0] ]8 0.0197 0.0295

500 0.0342 0.0340 0.0311

600 0.0363 0.0305 0.0301

700 0.3950 0.0324 0.0296

800 0.0328 0.0346 0.0290

900 0.0359 0.0337 0.0295

1000 0.0252 0.0309 0.0304

5000 0.0096 0.0147 Q0263

10000 0.0170 0.0186 0.019]

21,000 0.0157 0.0181 0.0156

56,000 0.0145 0.0106 0.0102

61,000 0.0222 0.0144 0.0098

100,000 0.0137 0.0141 0.0094

algorithm is sensitive to epoch size, when it is trained with the data of nitrogen

requirements based on wheat yield and epoch sizes are set to 3, 6 and 9, respectively. In

general, this table exposes two situations. Under the first situation, when the number of

iterations is less than or equal to 5000, the training performance with epoch size equal to
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3 or 6 is better than the perfonnance with epoch size equal to 9. Under the second

situation, when the number of iterations is more than 5000, the latter is much better than

the former. The fact shows that the convergence of the training error with epoch size

equal to 9 is more stable than that with epoch size 3 or 6.

For the QuickProp algorithm, the desirabJe parameter combination could be 0.5 as

learning rate, 9 as epoch size, and I:2: I with 4 weights and 3 biases as net architecture.

4.3 Comparison of GA with QuickProp

The followi ng sections discuss several cases that could be used to measure the

Table 12
nitrogen

32.00
37.00
44.00
49.00
55.00
57.00
63.00
68.00
74.00
77.00
82.00
86.00
89.00
93.00
97.00

102.00
106.00
111.00
116.00
122.00
128.00
135.00

Test data for Wheat Yield Response to Nitrogen
wheat yield nitrogen wheat yield

16.00 139.00 64.90
18.40 145.00 66.90
21.80 149.00 68.20
24.30 153.00 69.50
27.40 157.00 70.80
28.40 162.00 72.40
31.50 168.00 74.30
34.10 174.00 76.30
37.20 179.00 77.90
38.80 185.00 80.00
41.30 189.00 81.30
43.30 194.00 8&-10
44.70 198.00 84.50
46.60 204.00 86.60
48.40 209.00 88.40
50.70 212.00 89.50
52.40 217.00 91.40
54.50 225.00 94.40
56.50 229.00 95.90
58.80 232.00 97.00
61.00 235.00 98.10
63.50 239.00 99.60

45



-

performance of networks trained by different algorithms. In order to test ANN trained by

different algorithms, we use the data in Table 12 as testing set, where nitrogen stands for

test input and wheat yield is target output.

Table 14 and Figure 8 show the performance of the QuickProp algorithm;

whereas, Table 13 and Figure 7 display the performance of a Genetic algorithm. By

analysis of these tables and figures we perceive that QuickProp, with an error of 0.0074,

outperforms GA with error 0.0 I04. However, the difference between both errors is

negligible. In other words. there is no significant difference in performance between

these two networks trained with either QuickProp or GA

Table 13 Test Results of GA for Wheat Yield Response to Nitrogen
target Calculated target calculated
16.00 16.54 64.90 64.75
18.40 19.09 66.90 66.98
21.80 22.62 68.20 68.43
24.30 25.12 69.50 69.87
27.40 28.09 70.80 71.28
28.40 29.07 72.40 73.03
31.50 31.99 74.30 75.10
34.10 34.39 76.30 77.15
37.20 37.23 77.90 78.84
38.80 38.64 80.00 80.-85
41.30 40.95 81.30 82.19
43.30 42.78 83.10 83.87
44.70 44.14 84.50 85.22
46.60 45.93 86.60 87.24
48.40 47.69 88.40 88.95
50.70 49.87 89.50 89.98
52.40 51.58 91.40 91.71
54.50 53.68 94.40 94.53
56.50 55.75 95.90 95.96
58.80 58.18 97.00 97.05
61.00 60.55 98.10 98.15
63.50 63.25 99.60 99.63
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Test Performance of GA
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Figure 7. Performance of the Genetic Algorithm (1 :2: 1)ANN

Table 14 Test Results of QuickProp for Wheat Yield Response to Nitrogen
target Calculated target calculated

16.00 16.22 64.90 64.61
18.40 18.82 66.90 66.78
21.80 22.42 68.20 68.20
24.30 24.96 69.50 69.60
27.40 27.98 70.80 70.98
28.40 28.98 72.40 72.68
31.50 31.94 74.30 74.71
34.10 34.38 76.30 76.71
37.20 37.25 77.90 78.38
38.80 38.67 80.00 80.38
41.30 41.00 81.30 81.71
43.30 42.84 83.10 83.39
44.70 44.21 84.50 84.75
46.60 46.00 86.60 86.81
48.40 47.77 88.40 88.55
50.70 49.93 89.50 89.61
52.40 51.64 91.40 91.40
54.50 53.73 94.40 94.33
56.50 55.77 95.90 95.84
58.80 58.17 97.00 96.98
61.00 60.50 98.10 98.14
63.50 63.14 99.60 99.71

47



-

Test Performance of Quickpro
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Figure 8. Perfonnance of the QuickProp algorithm (1 :2: I )ANN

The testing errors resulting from these two algorithms arc low enough to satisfy soil

scientists and farmers. The networks trained by both algorithms are qualified for

prediction of optimal fertilizer application.

Figure 9 shows the testing performance of quadratic regression model. In this

figure, the line represents the wheat yield from target and small squares represent the

wheat yield calculated by Y= -0.5286 + O.5450X - O.0005416X2 quadratic regression

equation. This figure shows there are only 24 small squares falling on the target line that

indicates 45% of points lost the fitness. The test error of quadratic model is 1.026, which

is much greater than the test error of ANN (0.01). Because the values of target come

from the experiments conducted at different locations in many years, they are considered

as values with no error possibly caused by environment factors. However the deviation

between target line and the values calculated by quadratic regression model is not
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acceptable. Hence, it is not a good choice to have quadratic regression be the forecast

model for optimal fertilizer application. In contrast, ANN is able to learn the target line

as exactly as possible, which makes it become desirable forecast model for optimal

ferti lizer application.

Performance of Quadratic Regression Model
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~
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Target Wheat Yield (bu/A)

Figure 9. Performance of quadratic regression model

It is necessary to keep in mind that the data used as target for ANN learning should be

error free if the training data set is small like the one in this study. If the target data is

based on the experiment in a particular year or region, the ANN trained by these data will

also contain errors. Consequently, the prediction from this ANN hardly is exactly

correct.

The comparison of GA with QuickProp can be summarized as follows:

(l) The test errors of both algorith ms are very small (about 0.01), therefore, they both are

robust algorithms and could be applied in a variety of situations without problem.

(3) Using a small and simple training data set, GA takes about 25 times more run time
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(4) than the QuickProp does to reach the same error standard. For large and complicated

training sets, GA may not be acceptable due to its unacceptable run time.

(5) For the simple case without complex errors, such as nitrogen requirements for wheat

yieLd, the QuickProp algorithm easily outperforms GA considering training errors,

epochs, and runtime.

Neuralworks professional IVPLUS provides an easily used interface and powerful

computing ability. Thus, we chose this software for the training, testing and generalizing

tool to build the knowledge base for the expert system for fertilizer use.

4.4 DBMS and Knowledge Base

A DBMS built for OSU SWFAL is used to store information, such as customer data,

login information, fertility test results and a knowledge base for six main crops in

Oklahoma (Figure 10). There are six tables most frequently accessed in DSS for

fertilizer

use.

Customer Inform<!ltlon T<!lble

Dally Login Input

D<!llly Login Input Archive

lml DAVLogin

lilll DAVlogin Archive

1m) Fertll

lilil Fertility L<!lb Sheet inFo

lillI KB2

-III
lillI KBLIme

KBpotasslum

[llil LOGIN M<!lster Teble

lillI Test Code Description

Figure 10. DBMS for OSU Soil, Water, Forage Analytical Lab.
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(I) Fertile table: used to store soil test results, including the contents of chemical

nutrition, such as N, P, K, Ca, Mg, Fe, S, B, etc, and soil environments indexes, such

as pH and BI.

(2) LOGIN Master table: used to store login infonnation, including customer code,

sample number, login date, and so on.

(3) KBase table: used to store knowledge about six crops yield goal and their nitrogen

requirements. The crops include wheat, barley, oat, sorghum, corn, and cotton.

Nitrogen requirement is based on the yield goal for a specified field.

(4) KBphosphorus table: used to store knowledge of phosphorus requirements based on

six crops yield goal.

(5) KBpotassium table: used to store knowledge about potassium requirements based on

six crops yield goal.

(6) KBlime table: used to store knowledge of lime requirements for six crops.

1
----

.JIIt-.. -=3:;:0+- .:...:::t =-20~1 _ __ 30
2 32 21 32 .~: ~

~ ----=~=-::~'1-------c~~---- ;% -~~ ~
5 38 19 24 38 :~:~'
6 ----'4°-'0+--------'-20. - ----25 --- - 40 :::::~:.

--- ':':':I~
7 42 21 __--.1~ _ _ ..... _ 42 :':':'::
8 44 22 27 44 :":::::~
9 46 23 28 --- - 46 :~::::;'

1=::5----. .-!Q .... 48 24 29 48 :~::::
11 -----:5:'-::0'+------':25 30 50 ::>~::':'

---==+------=::..:::.~-----~::+....----__=_.=t Il'I'I~\
12 52 26 31 52 Wo'l,

':~::~;~13 _ ~4_ _ _ 27 32 54 .\'1/"
14 56 28 33 56 ~~.~~
15 58 29 34 58 :~:.:

~~~~~~

Figure 11. Knowledge Base of nitrogen requirement for 7 main crops
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Figure 11 gives an example of knowledge base for nitrogen requirements. In this

figure Y1 stands for wheat yield goal, N 1 for nitrogen requirements based on wheat yield

goal. The nitrogen requirements come from a reverse use of a trained ANN using

nitrogen as input and corresponding yield as output.

4.5 Expert System Testing

Figure 12 and Figure 13 indicate two alternative input methods to get the

recommendation for fertilizer use. The first one works for the users who have soil sample

tested in OSU SWFAL. These users could click "Use database input" menu entry. After

Figure 12. Decision making using soil test database

they input their customer code, all their numbers of samples tested in OSU SWFAL
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appear in the ComboBox. These users could choose a sample number by highlighting it.

Then, the user could highlight a crop he wants to plant and enter the desirable yield goal.

After all the necessary information is input, the soil test results and the optimal rate of

fertilizer use are displayed on the picture box. Also, the user has a choice to print out the

report (Figure 12).

The second input method is for the user who had no samples tested in OSU

SWFAL. The user is required to input the soil test results in Soil Test Information boxes

first, then highlight the crop he wants to plant. After the yield goal is entered, the optimal

rate of fertilizer use will show up in the picture box (Figure 13). In general, the second

method usually is used in consultation by telephone.

Figure 13. Decision making using manual input

53



-

Figure 14. Query soil test results for a customer

4.6 User Friendly Interface Testing

In order to provide a neat and user-friendly interface for users of FUDSS 1.0,

seven forms have been created. Among them the main form, named "frmDatMan,"

functions as a container. The main form holds one menu bar that leads the user to

different forms. The menu system is a popular technique. A menu in VB can have many

submenus up to four levels deep. A user can search and start an operation fast and audio­

visually by using a menu. In this project, we design a menu system with three levels of

submenus for organizing the operations. In the first level of submenus, user could select

Data Entry, Report, Inquiry, and Accounting functions. If a user wants to make a

decision for optimal fertilizer application, he should click Inquiry first then chose
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Figure 15. Main form of Decision Support System for Fertilizer Use

Figure 16. Menu system of DSS for Fertilizer Use
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"Decision Making" in the second level under "Inquiry" group. From here, the user can

get into the third level and select an input method. "Use Database Input" or "Use Manual

Input" ( Figure 16).

To avoid program errors due to improper input from careless users, several

Message Boxes are introduced as reminders for users. For example, if a user inputs a

yield goal of a crop beyond its range, a message appears in the Message Box to infonn

user to enter a correct value for the yield goal (Figure L7). "This sample is still in

process" is another message example shown in Message Box to notify the user that his

sample is still being processed (Figure] 8).

Oats
Grain Sorghum
Corn
Cotton
Corn Ensilage
Sorghum Ensilage
Fecue
pr~h~~gg~a~_L

Figure 17. Message box reminds user about yield goal range
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Figure 18. Message box shows the sample situation

Several controls were used in the interface development. Among them, the

ComboBox plays an important role in combination of List box and Text box. It allows

user to choose one sample numner by highlighting it in the List box and then the chosen

number wi]) be displayed in the Text box. With the ComboBox, the user could select a

number from a Jot of numbers in short time (Figure 19). Text Box is another important

control that can be used to receive the input from the user. If a user inputs a specific

login date into the Text Box and click the "Print Daily Reports" button, the reports for thl;

samples logged in on that day will be printed out (Figure 20).
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I- ---- ._._---
6193
6194
6195
6196
6197
6198
6199
6190

Oats
Grain Sorghum
Corn
Colton
Corn Ensilage
Sorghum EnsHage
Fecue
D rchaedgrass

Figure 19. ComboBox lists all sample numbers for one customer

Figure 20. Form for printing daily reports
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CHAPTER V

CONCLUSION

5.1 Summary

In this study, we built a decision support system for OSU Soil, Water, Forage

Analytical laboratory to aid fanners in determining optimal fertilizer application. This

system consists of two components, a database management system used to store soil test

results, customer infonnation and a knowledge base of expert system used to resolve

optimal fertilizer application based on yield goal. In order to construct the knowledge

base of the expert system, two artificial neural network training algorithms - QuickProp

Algorithm and Genetic Algorithm - are investigated and compared on the ability of

learning the relation model between crop yield and nitrogen requirements from

experimental data.

A user-friendly interface is created for communications between the user and

expert system, database system, and printed output.

5.2 Conclusion

(1) Both proposed ANN trajning algorithms arc robust for learning the relation of crop

yield and nitrogen requirements. Both outperfonn the linear regressjon model.

(2) The training with the Genetic Algorithm takes 25 times longer to run than the

QuickProp Algorithm does when the same set of simple data for crop yield response
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to nitrogen is applied.

(3) This study introduces a method of knowledge representation, which uses database

tables to store input and corresponding output value from prediction of ANN. This

method could simplify the ta..",k of expert system coding.

(4) This study provides a neat, user-friendly interface for the operation of Decision

Support System.

(5) This study offers an automatic recommendation generator to assist Oklahoma farmers

making decision in fertilizer use.

5.3 Future work

The decision support system created from this study only could determine how

many pounds of nitrogen are needed per acre based on the yield goal of crops and how

many pounds of phosphorus and potassium are needed depending on P test index and K

test index. However, the fertilizer products no the market contain different amount of

nitrogen, phosphorus, and potassium with different prices. It is hard for farmers to find

the right mixture of fertilizer ingredients that meet the needs of nitrogen, phosphorus, and

potassium requirements and cost the least. In order to solve this investment plan

problem, integrating a Linear Programming model into this system is needed.

There are several ANN training algorithms including Delta-Bar-Delta algorithm,

Conjugate Gradient algorithm, and Levenberg-Marquardt algorithm mentioned in the

literature review of this thesis. It is necessary to investigate and compare them in

modeling the optimal fertilizer application aJso.
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APPENDIX A

GLOSSARY

Artificial Intelligence (AI). A multidisciplinary subfield of computer science that

blends cognitive science, psychology, philosophy, neurophysiology, engineering,

robotics, and linguistics and applies them to the study of intelligent behavior. Much of

the work in AI focuses on generating intelligent behavior in machines.

Artificial Neural Network (ANN) is a network of many simple processors ("unit"),

each possibly having a small amount of local memory. The units are connected by

communication channels ("connection"), which usually carry numeric (as opposed to

symbol ic) data, encoded by any of various means. The units operate only their local data

and on the inputs they receive via the connections. The restriction to local operation is

often relaxed during training.

Artificial Neuron (AN) is conceptual device that works as follows. It receives input on

one or more input lines. It converts the inputs into a net input by calculating a weighted

sum of inputs. And it responds to different net inputs by producing different net outputs

based on relationship hetween the net input and the output. This relationship is called the

transfer function of the AN.

Back Propagation (Back-prop) is a general purpose network paradigm. Use Back-prop

for system modeling, prediction, classification, filtering, and many other general

problems. Back-prop calculates an error between desired and actual output and

propagates the error information back to each node in the network. The back-propagated

error drives the learning at each node. Back-prop uses two important parameters to

encourage learning. The first, Learning Rate (also known as Learning
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Coefficient), refers to the rate at which errors modify the weights. The second,

Momentum, says that if weights change in a certain direction than there is a tendency for

weights to continue to change in that direction.

Front End. An interface program that operates between a user and a complex

application program. Its operation usually makes the complexity of the application

program less daunting and more understandable to the user.

Genetic Algorithm (GA). The genetic algorithm is a procedure based on the mechanics

of nature selection and natural genetics, which combines an artificial survival of the

fittest with genetic operators abstracted from nature. It has been applied to a number of

problem including search, optimization and machine learning.

Inference Engine. See reasoning engine.

Information. A collection of data that has at least some level of organization, but it

remains unevaluated in terms of a justified belief in its truth.

Intelligent Front End (IFE). See front end. A front end program that uses AI

techniques to perform its task intelligently.

Knowledge Acquisition. The process of collecting, organizing, and formalizing

knowledge from some source, usually human experts, for use in the computer program­

also, in the general sense, learning.

Knowledge Base. A database that stores knowledge needed to solve problems in the

specific domain.

Knowledge Representation. Formalizing and storing knowledge into some structure

(often using symbols) so that those symbols can be automatically processed by machine

(computer).
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Knowledge. The representation of real-world constructs, such as facts, rules, events,

heuristics, and perception-based performance. The body of truth, information, and

principles acquired through education, training, and experience. Knowledge means being

aware of facts, and it also means understanding how to apply that factual knowledge.

Microsoft Access is a relational database program that developed by Microsoft. MS­

Access creates database programs to store, analyze, and report on information.

Principal component analysis (peA). Principal Component Analysis (PCA) is a

technique to find the directions in which a cloud of data points is stretched most.

Directions of stretch in data represent most of the information in the data and are thus

important to know. Knowing these directions alJows us to store the data in a compressed

form and later reconstruct the data with a minimal amount of distortion.

Projection pursuit regression (PPR). The PPR method implemented by Friedman and

Tukey, (1974) is used to estimate a smooth function of several variables from noisy and

scattered data. The estimate is a sum of smoothed one-dimensional projections of the

variables. The term "projection" implies that we are looking at projected data and the

term "pursuit" means to find a "good" projection for purpose of regression.

QuickProp. QuickProp, developed by Scott Fahlman at Carnegie Mellon University,

uses a quadratic estimation heuristic to determine direction and step size. This learning

rule may be much faster than standard back propagation.

Reasoning Engine. The component of a rule-based system that embodies the inference

and control mechanisms. It selects rules to evaluate, interprets the rule's instructions,

matches the rules promises to working memory elements, and carries out the action(s)

specified in the rule. Also, referred to as an inference engine.
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Relational Databases. A colJection of related tables is called relational database.

Structured Query Language. (SQL, pronounced "sequel") is a nonprocedural language

that is used to handle data in the modern-day relational databac;e systems (RDBMS). It is

a set of commends used by all programmers and application developers to access data in

any database. SQL was developed by ruM in the 19705 with the intention of using E.F.

Cadd's model of storing data in relational databases.

User Interface. In our formulation. the user interface consists of the physical medium

that the computer provides. This includes hardware and software.
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APPENDIX B

ACRONYMS

AI - Artificial Intelligence

AN - Artificial Neuron

ANN - Artificial Neural Network

DBMS - Database Management System

DSS - Decision Support System

ES - Expert System

GA - Genetic Algorithm

GUI - Graphic User Interface

IE - Inference Engine

KB - Knowledge Base

MS - Microsoft

ODBC - Open Database Connectivity

OSU - Oklahoma State University

PCA - Principal component analysis

PPR - Projection pursuit regression

RDBMS - Relational Database Management System

SDK - Software Development Kit

FUDSS - Soil Fertilizer Use Decision Support System

SQL - Structured Query Language

SWFAL - OSU Soil, Water, and Forage Analytical Laboratory
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VB - Visual Basic Language
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