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NOMENCLATURE

English letter symbols

a Coefficient matrix that depends on material properties, and/or film
coefficients

A(s) Overall transmission matrix that depend on material properties, and/or
film coefficients.

b Coefficient matrix that depends on material properties, and/or film
coefficients

b 24x24 air-to-air cross CTF coefficient matrix

bn Air-to-air cross CTF coefficient, W/(m2-K) or Btu/(hr-ft2-F)

B(s) Overall transmission matrix that depend on material properties, and/or
film coefficients.

C Coefficient matrix that depends on material properties, and/or film
coefficients

Cn Air-to-air interior CTF coefficient, W/(m2-K) or Btu/(hr-ft2-F)

Cp Specific heat, J/(kg-k) or Btu/(lbm-F)

C Thermal capacitance, J/C or BtufF

CT Total thermal capacitance, J/(m2-C) or Btu/(ft2-F)

d Coefficient matrix that depends on material properties, and/or film
coefficients

d 24x24 air-to-air flux CTF coefficient matrix

dn Air-to-air flux CTP coefficient, W/(m2-K) or Btu/(hr-ft2-F)

D(s) Overall transmission matrix that depend on material properties, and/or
film coefficients.
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24x24 PRF matrix
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Heat gains, W or Btu/hr

Total heat gain, W or Btu/hr
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CHAPTER 1

OVERVIEW OF THE RADIANT TIME SERIES METHOD

1.1 Background

Cooling load calculation methods have been developing and improving for

decades. From the Total Equivalent Telnperature Difference/Tin1e Averaging

(TETD/TA) method (ASHRAE, 1967), U.K.'s Admittance Method (Loudon 1968),

Transfer Function method (TFM) (ASHRAE, 1972), and Cooling Load Temperature

Difference/Solar Cooling Load/Cooling Load Factor (CLTD/SCL/CLF) method

(ASHRAE, 1977), to the most recent Heat Balance method (HBM) (Pedersen et a1. 1997)

and Radiant Time Series Method (RTSM) (Spitler et a1. 1997), all of them can be used in

estimating cooling load for a designed building space. The HBM is considered the most

fundamental and general of all because it explicitly models the heat transfer rates to the

interior and exterior surfaces, and the zone air. It is the standard ASHRAE load

calculation method as described in the ASHRAE handbook of fundatnentals (200 1). This

method is based on simultaneously satisfying a system of equations that includes a zone

air heat balance and a set of outside and inside heat balances at each surface/air interface.

The system of equations may be solved in a computer program using successive

substitution, Newton techniques or (with linearized radiation) matrix methods. The only

disadvantage of the HBM is that it requires detailed input and a computer implementation

to solve the hourly simultaneous heat balance equations.
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The other recently developed cooling load calculation method, the RTSM is a

simplified cooling load calculation method documented in the 2001 ASHRAE handbook­

fundamentals. It has replaced the TETD/TA, CLTD/SCL/CLF and TFM methods that are

described in earlier editions of the handbook. RTSM is a simplified method that does not

solve the heat balance equations. The method is "heat-balance based" to the extent that

the storage and release of energy in the zone is approximated by a set of predetermined

zone response factors, called radiant time factors (RTFs) (Spitler et al. 1997). The

transient conduction calculation is approximated using another set of predetermined

thennal response factors, called periodic response factors (PRFs), which relate

conduction heat gains directly to temperatures only. By incorporating these

simplifications, the RTSM calculation procedure becomes explicit, avoiding the

requirement to solve the simultaneous system of heat balance equations. The RTSM

shares many of the heat transfer sub-models used by the HBM and has the equivalent

principle of superposition used in the TFM (Spitler et al. 1999). Moreover, it is a rather

simplified method that does not require iterative calculations like the HBM and the TFM.

If the radiant time factors (RTFs) and the periodic response factors (PRFs) for a particular

zone configuration are known, the RTSM may be implemented in a spreadsheet. The

method is useful not only for peak load calculations, but also for estimating component

contributions to the hourly cooling loads that is useful for both pedagogy and design.

Immediately following development of the RTSM, the new method was verified

by comparing cooling loads predicted by the RTSM with cooling loads predicted by the

heat balance for a wide range of zone configurations. Rees, et al (1998) compared RTSM

and heat balance cooling loads for 1296 configurations, which were generated by
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parametrically varying significant input parameters over a wide range. This analysis

conclusively demonstrated that the RTSM always produces a conservative estimate of the

cooling load when compared to the heat balance method. However, the over-prediction of

the cooling load by the RTSM tends to increase as the fraction of window area in the

zone increases. Since the HBM and RTSM share most of the heat transfer models in the

cooling load calculation, the PRF and RTF models that are used exclusively in the RTSM

are considered the most likely sources of error. This thesis first investigates the

applicability and validity of using PRFs in conduction calculations. PRFs were compared

to previously published values and validated using both steady state and transient tests.

Second, the calculation ofRTFs is presented. The validity of using RTFs in cooling load

calculation is validated experimentally to justify the approximation of energy storage and

release in the RTSM. Finally, the overall RTSM performance is discussed and analyzed

based on the experimental results and the RTSM calculation procedures. Implementation

and improvement of the RTSM procedures are also addressed.

1.2 Overview

The RTSM calculation procedure is illustrated in figure 1.1 (Spitler et al. 1997).

The procedures can be sunlmarized as follows:

1. Calculate hourly internal heat gains.

2. Calculate hourly conduction heat gains for each surface using PRFs.

3. Calculate hourly beam and diffuse transmitted, and absorbed solar heat gains

through glazed surfaces.

4. Split all heat gains into convective and radiative portions.
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5. Determine hourly infiltration heat gains.

6. Sum hourly the convective portion of the heat gain with the infiltration heat gain.

7. Convert radiant heat gains into hourly cooling loads using RTFs. The beam RTFs

operate on the portion of the radiant heat gains that is distributed and absorbed by

the floor. The diffuse RTFs operate on the other portion of the radiant heat gains

that is uniformly distributed to the zone interior surfaces.

8. Sum the resulting hourly convective heat gains from step 6 with the converted

hourly cooling loads from steps 7. The result is the hourly cooling load.

Determine
hourly

lighting,
equipment

and occupant
heat gains

Determine
hourly
infiltration
heat gains

Calculate hourly
beam and diffuse
transmitted, and
absorbed solar
heat gains for
each glazed

surface

Hourly cooling loads

Figure 1.1 Calculation procedures for the radiant time series method.

The heat gain split in the RTSM simplifies the calculation of radiation exchange between

interior surfaces. The radiation exchange is dependent on the surface temperatures and

4



emissivities, so in general, it is solved simultaneously with the convection heat transfer.

An iteration procedure is typically applied to solve this problem. The RTSM decouples

these two heat transfer processes by splitting heat gains into radiative and convective

portions using some fixed fractions. The recommended fixed fractions are listed in table

1.1 (Spitler et al. 1997).

Table 1.1 Recommend fixed fractions for radiative and convective heat gain splits.

Heat Gain Type Radiative Convective
Occupants 0.7 0.3
Lighting:

Suspended fluorescent-unvented 0.67 033
Recessed fluorescent-vented to return air 0.59 0.41
Recessed fluorescent-vented to supply and return air 0.19 0.81
Incandescent 0.71 0.29

Equipment 0.2-0.8 0.8-0.2
Conduction heat gain:

Walls 0.63 0.37
Roofs 0.84 0.16

Solar Radiation:
Transmitted 1 0
Absorbed (by fenestration) 0.63 0.37

Conduction heat gains can be split according to the relative magnitude of the radiation

and convection film resistances, as shown in equation (1.1).

{' Rc

J r - R +R
r c

(l.lb)

(l.la)

After the heat gains are split, the convective portion is the direct contribution to the

instantaneous cooling load, while the radiative portion is absorbed by the building

elements, and then convected back to the zone air to become cooling load. The

conversion from radiative heat gains to cooling loads requires the use ofRTFs.
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The calculations in the shaded boxes shown in figure 1.1 represent the major differences

between the RTSM and the TFM that primarily eliminate the necessity of iteration in the

other method. As a result, the computational procedures of the RTSM are simple and

straightforward.

While the calculation is simple, the following assumptions apply to the RTSM

(McQuiston et a1. 2000):

• All external and internal driving forces are steady-periodic. In addition, the zone air

temperature is assumed to be constant.

• All surface heat gains are eventually converted to cooling loads. In other words, no

portion of a surface heat gain can be lost from the space at a later time. This is the so­

called 'adiabatic zone' assumption. This assumption is essential in the generation of

RTFs, which represents the response of an adiabatic zone to a unit radiant pulse.

• PRFs and RTFs are predetermined coefficients.

• Solar transmitted beam radiation is distributed on the floor only, while other short

wave and long wave radiation is distributed uniformly on each surface in the building

space.

• The outside and inside heat transfer coefficients are time-invariant and are the

combined effect of convection and radiation. Unlike the heat balance method

(Pedersen et a1. 1997), RTSM does not have detailed surface and air heat balance

models, instead, outside radiation and convection are modeled together with an

equivalent temperature, called the sol-air temperature which operates on the "air-to­

air" periodic response factors (PRFs). The sol-air temperature is calculated as:

6



A simplified expression of equation (3) is presented in the ASHRAE Handbook of

Fundamentals (ASHRAE, 2001) as:

asE'B eM
T =T +--

e,B o,B h h
o.B o,B

(1.3)

The term £M is called the long-wave correction, which is about 3.9 C or 7.02 F for
ho,B

horizontal surfaces and zero for vertical surfaces. Moreover, it is usually assumed that ho

== 17 W/(m2-C) or 2.99 Btu/(hr-ft2-F).

As shown in figure 1.1, PRFs are used in the conduction calculation in the RTSM.

PRFs represent the transient conduction response of each surface on a building envelope

with the combined effects of convection and radiation on the inside and outside surfaces.

The use ofPRFs and the accuracy of the PRFs themselves are therefore important to the

overall cooling load calculation. Detailed discussions of PRFs are addressed in the next

two chapters. Chapter 2 discusses the calculation and application of PRFs, where the

relationship between c011duction transfer functions (CTFs) and PRFs are presented.

Chapter 3 discusses the accuracy of CTFs and their consequent influence on conduction

calculations in the RTSM.

While PRFs represent the thermal response of a surface construction, RTFs

represent the thermal response of a zone and account for the time lag and dampening

effects of radiative heat gains. As shown in figure 1.1, the use ofRTFs in the RTSM

converts the radiant heat gains to approximate the instantaneous cooling loads, and

eliminates the need to solve the system of zone air and surface heat balance equations.

7



Since different types of radiant heat gains are assumed to be distributed differently, two

separate series of radiant time factors (beam and diffuse) are required to accomplish the

cooling load conversions. The physical significance and the intrinsic assumptions of the

RTFs are therefore influential in the overall cooling load calculation. A detailed

calculation ofRTFs is presented in chapter 4. An experimental validation of the use of

RTFs in cooling load calculations is addressed in chapter 5, where its influence on the

overall cooling load calculation is discussed.

A detailed explanation of the RTSM can be found in the ASHRAE Loads Toolkit

(200 1). The ASHRAE Loads Toolkit is the ASHRAE standard for cooling load

calculations; it contains well-documented heat transfer models in modular format. Toolkit

users can write a simple driver subroutine to use individual modules, or develop a heat

balance based cooling load application. The Toolkit therefore provides a convenient

computational and analytical platform for validating the RTSM.
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CHAPTER 2

CALCULATING CONDUCTION TRANSFER FUNCTIONS

AND PERIODIC RESPONSE FACTORS FOR COOLING

LOAD PROCEDURES

2.1 Introduction

In order to effectively use the ASHRAE cooling load calculation procedures, it is

necessary to understand and correctly apply both the periodic response factors (PRFs) in

the RTSM and the conduction transfer functions (CTFs) in the HBM. The PRFs and

CTFs are closely related to each other and both represent the transient thermal response

of a surface construction. Although response factor and transfer function methods are

well established in the literature (Stephenson and Mitalas, 1971; Hittle, 1979; Ceylan and

Myers, 1980; Seem, 1987; Ouyang and Haghighat, 1991), misconceptions persist

concerning their application to cooling load procedures. Several forms of the equations

relating to different boundary conditions are found in the literature. Methods of

calculating the coefficients differ, and their accuracy is not easily checked. The objective

of this chapter is to reconcile the various forms of the transfer function equations, discuss

implicit assumptions associated with each form and illustrate by way of an example

calculation the use of the various methods. Particular attention is given to the COllduction

transfer function methods presented in the ASHRAE Loads Toolkit. An algorithm that

uses the Toolkit CTF module is presented along with a simple program to generate CTFs

and PRFs for use in cooling load procedures.
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In both the HBM and the RTSM, two simplifying assumptions are made in

solving the wall heat conduction problem. First, heat conduction is assumed to be one­

dimensional. Two-dimensional effects due to comers and non-uniform boundary

conditions are neglected. Second, materials are assumed to be homogeneous and have

constant thermal properties. Although the one-dimensional, transient conduction problem

can be solved analytically, the analytical solution is immediately complicated when the

analysis is extended to multi-layered constructions. Analytical solutions for multi-layered

slabs require special mathematic functions and complex algebra. Ultimately, numerical

methods must be employed at some level to solve the problem. Solution techniques

include lumped parameter methods, frequency response methods, finite difference or

finite element methods, and Z-transform methods (McQuiston, et a1. 2000). The Toolkit

implements Laplace and state-space methods for calculating CTFs and provides an

algorithm to derive PRFs from a set of CTFs.

CTFs and PRFs are dependent only on material properties and reflect the transient

response of a given construction for any set of environmental boundary conditions. Since

material properties are typically assumed to be constant in HVAC thermal load

calculations, it is possible to pre-calculate these coefficients. Although CTFs and PRFs

for typical constructions are available in the ASHRAE handbook of fundamentals (1997)

and Spitler, et a1. (2000), respectively, the ASHRAE Loads Toolkit (Pedersen, 2001)

makes it possible to quickly and accurately construct a stand-alone computer program

that will calculate CTFs and PRFs for any arbitrary wall configuration. This chapter

presents an algorithm for pre-calculating these coefficients using the Toolkit modules.
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2.2 Overview of the Toolkit Conduction Heat Transfer Calculation
Procedures

The Toolkit conduction algorithms pre-calculate the coefficients that are used in

the heat balance based methods. The HBM uses CTFs, while the RTSM uses PRFs. In the

HBM, the instantaneous conduction flux is represented by a simple linear equation that

relates the current rate of conduction heat transfer to temperature and flux histories, while

in RTSM, the conduction flux is a linear function of temperatures only.

2.2.1 The Toolkit Conduction Transfer Function (CTF) Procedure

In cooling load and energy calculations, conduction heat transfer is usually

modeled as a I-dimensional, transient process with constant material properties

(McQuiston, et a1. 2000). The simplified heat diffusion equation in Cartesian coordinates

is shown in equation (2.1) (Incropera, et a1. 1996).

8 2T(x,t) 1 8T(x,t)
==ax 2 a at (2.1)

(2.2)

Fourier's law, equation (2.2), specifies the conduction heat flux in terms of the thermal

conductivity of the material and temperature gradient across a differential thickness.

q"= -k oT(x,t)
ax

Since equation (2.1) is a partial differential equation, the system is usually solved

numerically, often by means of conduction transfer function (CTF) methods. CTFs

represent the material's thermal response as determined by its material properties. The

method results in a simple linear equation that expresses the current heat flux in terms of

the current temperature, and temperature and heat flux histories. The linear form of

11



equations (2.3) and (2.4) greatly reduce the required computational effort compared to

other numerical techniques and facilitates computer implementation of the CTF method.

The CTF formulation of the surface heat fluxes involves four sets of coefficients.

Following Spitler's nomenclature (McQuiston, et al. 2000) X, Z, and Yare used to

represent the exterior, interior and cross terms respectively. Equation (2.3) shows the

zeroth outside and cross terms operating on the current hour's surface temperatures. Houl

is the flux history term as shown in (2.3a). Together the current hour's surface

temperatures and the history tenn yield the total flux at the outside surface.

Ny N x Nt;

where: H out == -LY,1~'s,&-no + LXnTos,B-ncY + L¢nq~oB-no' (2.3a)
n=1 n=I 11=1

Likewise, equations (2.4) and (2.4a) show the flux at the inside surface.

N z Ny N¢

where:Hin ==-LZn~S,&-n6 + LYnTos,&-no + L¢nq~i,&-nO
n=\ n=1 n=l

(2.4)

(2.4a)

As indicated in equations (2.3) and (2.4), the current heat fluxes are closely

related to the flux histories. The flux histories, shown as constant terms in equatiolls (2.3)

and (2.4), are not only related to previous surface temperatures, but are also related to

previous heat fluxes. Equations (2.3) and (2.3a) or equations (2.4) and (2.4a) are usually

solved iteratively with an assumption that all previous heat fluxes are equal at the

beginning of the iteration. The converged solution produces flux history terms (Houl and

H in ) that account for the thermal capacitance of a given construction.

12



The temperatures operated on by the transfer functions may be either surface or

air temperatures. "Surface-to-surface" CTFs, which operate on surface temperatures and

are required by the heat balance method, have the advantage of allowing for variable

convective heat transfer coefficients. "Air-to-air" CTFs operate between either the sol-air

temperature or the air temperature on the outside and the air setpoint temperature on the

inside. Air-to-air CTFs include the appropriate film coefficients as resistive layers in the

wall assembly. As shown in figure 2.1, surface-to-surface CTFs are represented by the

thermal circuit between Tos and Tis, while air-to-air CTS are represented by the thelmaI

circuit between To and Ti . For constructions with the same material layer arrangement and

properties, the surface-to-surface CTFs are always the same, while air-to-air CTFs differ

depending on the selected values of the film coefficients.

ci[ c~

Figure 2.1 CTF schematic diagram.

The ASHRAE handbook of fundamentals (1997) presents an "air-to-air"

conduction equation that incI-udes additional simplifications. The band c terms shown in

equation (2.5) operate on the sol-air temperature and the constant room air temperature

respectively.

6 6 6

q~,fJ = IbnTefJ-n5 - Idnq~,fJ-n5 -TrcICn
n=O n=l n=O
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It should be noted that equation (2.5) is suitable only for load calculations. Historically, it

was used in the Transfer Function Method (TFM) (McQuiston, 1992) and can be used

without loss of generality in the RTSM.

Although equations (2.3) through (2.5) are solutions to th.e transient, one

dimensional conduction problem, it is useful to consider the steady-state limit of these

equations. Under steady state conditions, the exterior and interior heat fluxes are equal

and the following identities are readily apparent:

(2.6)

In combination with the standard formulation for steady state heat transfer through a wall

(q" == UtiT) an expression for U, the overall heat transfer coefficient, in terms of

conduction transfer functions can be derived as shown in equation (2.7).

(2.7)

The Toolkit presents two widely used CTF calculation methods. These are the state space

method (Ceylan al1d Myers, 1980; Seem, 1987; Ouyang and Haghighat, 1991) and the

Laplace method (Stephenson and Mitalas, 1971; Hittle, 1979). These methods are

discussed in greater detail in chapter 3. Tables 2.1 and 2.2 list the sample CTFs from the

state-space and the Laplace methods for the ASHRAE roof 10 and wall 17, respectively

(ASHRAE, 2001).
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Table 2.1 Calculated conduction transfer functions for Roof lOb different methods.

Method State-space Laplace

CTFs b",W/(m2-K) c",W/(m2-K) d" b",W/(m2-K) c",W/(m2-K) d"

0 1.843414E-02 1.558694 -- 1.792318E-02 1.557600 --

I 1.527098E-01 -1.533850 3.918097E-01 1.526971E-01 -1.529852 3.900831E-0 1

2 6.914318E-02 2.240878E-0 1 -3.009094E-02 7.002752E-02 2.213133E-01 -2.952877E-02

3 2.162486E-03 -6.483956E-03 3.063750E-05 2.253625E-03 -6.154021 E-03 --

4 1.980676E-06 4.434842E-06 -1.077005E-09 -- -- --
5 3.625569E-11 -6.003775E-ll 2.347952E-15 -- -- --

Sum 2.424516E-0 1 2.424515E-0 1 3.617494E-01 2.429014E-Ol 2.429075E-01 3.605544E-01
V-values

W/(ln2-K) 3.798689E-01 3.798625E-01

Table 2.2 Calculated conduction transfer functions for Wall 17 by different methods.

Method State-space Laplace

CTFs b",W/(m2-K) c",W/(m2-K) d" b",W/(m2-K) c",W/(m2-K) d"

0 2.869363E-05 6.280103E+00 -- 2.211386E-05 6.245883E+00 --

1 3.423279E-03 -1.206734E+01 1.718700E+00 3.286662E-03 -1. 192994E+01 1.711293E+00

2 1.402296E-02 6.833955E+00 -8.513353E-0 1 1.424779E-02 6.666098E+00 -8.3 89864E-0 1

3 8.060353E-03 -1.064722E+00 9.941873E-02 8.194158E-03 -9.936960E-01 9.386551E-02

4 7.410495E-04 4.456763E-02 -3.189737E-03 7.122383E-04 3.828839E-02 -2.832696E-03

5 8.3 10480E-06 -2.746161E-04 2.084494E-06 6.732527E-06 -1.645613E-04 --

6 6.751854E-09 9.757261E-08 -3.052842E-10 -- -- --

7 2.930320E-13 -8.572414E-12 1.456093E-16 -- -- --

Sum 2.628465E-02 2.628500E-02 9.635963E-0 1 2.646970E-02 2.647005E-02 9.633400E-01

V-values
W/(m2-K) 7.220317E-01 7.220321E-01

The descriptions of these constructions are as follows.

Roof 10 - An eight-layer construction consisting membrane, sheathing, insulation

board, metal deck, suspended acoustical ceiling.

Wall 17 - A six-layer construction consisting brick, insulation board and brick.
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Note that as presented in the handbook, the inside and outside layers of these construction

types are resistance layers that model the combined effects of radiation and convection on

inside and outside surfaces respectively; the resulting CTFs are therefore air-to-air type.

The data on the right hand side of the tables are calculated from the Laplace method,

while the data on the left hand side are frOITI the state space method. The summation of

each CTF series and the V-values are also shown in the tables for comparison. Note that

conduction transfer functions are not unique for any construction. The differences can be

in terms of the number ofCTF terms, and/or numerical values. However, under steady

state condition, CTFs calculated by various methods will predict the same U-value. As

shown in table 2.1, CTFs from both the state space and Laplace methods predict nearly

the same overall heat transfer coefficient. Discussions comparing CTP calculation

n1ethods can be found in the literature (Ouyang and Haghighat, 1991; Celyan and Myers,

1980).

The number of CTF terms generated by the Toolkit algorithms is determined by

the thermal mass of the construction materials. The more thermally massive wall 17 has

eight CTF terms, while the relatively lightweight Roof 10 has six. The more thennally

massive the construction, the greater the number of CTF terms regardless of the CTP

solution technique used. Although the maximum number of terms reported in the

ASHRAE handbook of fundamentals is seven, thermally massive constructions may

require more terms for accurate calculations (Giaconia and Orioli, 2000). The Toolkit

algorithms address this problem by automatically selecting an appropriate number of

CTF terms. The maximum number ofCTF terms is limited to 19 in the Toolkit.
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2.2.2 The Toolkit Periodic Response Factor (PRF) Procedure

As formulated in the Toolkit, the RTSM for design load calculations uses periodic

response factors rather than CTFs to calculate conduction heat transfer through walls and

roofs. As sllown in equation (2.8), PRFs operate only on temperatures; the current surface

heat flux is a function only of temperatures and does not rely on previous heat fluxes.

23

q~ == IPj(Te,fJ-jeS -Trc )
)=0

(2.8)

Equation (2.8) is premised on the steady, periodic nature of the sol-air temperature over a

24-hour period (Spitler et al. 1997). Although the number of PRFs may vary, the twenty-

four PRFs sho'Nn in equatiol1 (2.8) correspond to 24 hourly changes in the sol-air

telnperature for a single diurnal cycle. It is clear from equation (2.8) that the overall heat

transfer coefficient, U, is represented by the sum of the periodic response factors as

shown in equation (2.9).

(2.9)

The PRFs directly scale the contribution of previous fluxes (in the form of temperature

gradients) to the current conduction heat flux. As a result, the PRF series provides a

visual representation of the thermal response of the wall. As shown in Figures 2.2, wall

17 has a slower thermal response then roof 10 because it is a more thermally massive

construction.

PRFs are directly related to CTFs as shown in equation (2.10) (Spitler, et a1.

1999) and may be derived directly from CTFs. The Toolkit uses this method to calculate

PRFs.

17



(2.10)

As shown in equation (2.10), the PRFs are related to the cross and flux CTF tenns. The

first column of the P matrix is the resulting PRFs, Po, Pj, P2, .... , P23. Since the sol-air

temperature is used in RTSM conduction calculations, the band d matrices must be filled

with air-to-air CTFs. This eliminates the surface heat balance calculations in the RTSM.

However, if conduction heat transfer is an isolated concern, the PRFs can be calculated

from surface-to-surface CTFs. This reflects the actual conduction response of a

construction without considering the outside and inside film coefficients.

0.18

0.16
--+-ROOF 10

0.14 -8-WALL17

~ 0.12
I

N

E 0.10

~ 0.08
U-
0::

0.06a..

0.04

0.02

0.00

0 5 10 15 20 25

IHour

Figure 2.2 Periodic response factors for Roof 10 and Wall 17.

Using the Roof 10 Laplace CTFs listed in table 1, the resulting d and b matrices

are shown below.
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After taking the inverse of d, and calculating alb, the P n1atrix is calculated. Table 2.3

lists the first column of the P matrix, i.e. PRFs of Roof 10 from Laplace CTFs. Other

PRFs derived from tables 1 and 2 are also listed in tables 2.3 and 2.4, respectively. The

overall heat transfer coefficients of both constructions were calculated using equation

(2.9) and are also shown for comparison. Since V-value must be unique for any

construction, regardless of whether it is calculated using PRFs or CTFs, the predicted U­

values should be identical. Note that the PRF V-values are almost identical to the CTF U­

values that are shown in tables 2.1 and 2.2. The differences are due to round off in the

PRF calculation. While the CTFs can be different for an identical slab, PRFs theoretically

must be unique for any slab. Figure 2.3 illustrates that the PRFs for Roof 10 and Wall 17

are the same when calculated from state-space and Laplace CTFs. The numeric

differences for the corresponding PRFs shown in tables 2.3 and 2.4 are to be expected

since the methods used to determine the state-space and Laplace CTFs are different.
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Table 2.3 Periodic response factors ofRooflO (W/m2-K).

ASHRAE Toolkit (State-space) ASHRAE Toolkit (Laplace)

Po 1.84341408E-02 P I2 7.38448080E-07 Po I.7923I800E-02 PI2 7.35175100E-07

PI 1.59932405E-01 P I3 2. 12324096E-07 PI I.59688600E-0 1 P I3 2.II220500E-07

P 2 1.31251603E-O1 PI4 6.10487234E-08 P 2 1.3I790100E-Ol PI4 6.06847500E-08

P 3 4.8776I796E-02 PIS 1.7553070IE-08 P3 4.89473200E-02 PIS 1.74350100E-08

P4 1.51683800E-02 P I6 5.04695397E-09 P4 I.52019200E-02 PI6 5.00915800E-09

P s 4.47941804E-03 PI7 1.45112800E-09 Ps 4.48465900E-03 PI7 I.43915400E-09

P 6 1.300I4296E-03 PI8 4.17235996E-I0 P6 1.30049600E-03 P I8 4.I3475300E-I0

P 7 3.75083386E-04 P I9 1.19965898E-10 P 7 3.74875000E-04 P I9 1.18793300E-I0

P 8 1.07975997E-04 P 20 3.44932485E-l1- P 8 1.07830400E-04 P 20 3.4I298400E-Il

P 9 3.10592695E-05 P 21 9.91768299E-12 P 9 3.09932000E-05 P2I 9.80565500E-12

P IO 8.93171364E-06 P 22 2.85158507E-12 PIO 8.90582900E-06 P 22 2.81720800E-12

P n 2.56823705E-06 P23 8.19903119E-13 Pn 2.55882200E-06 P23 8.09396400E-13

V-values 3.79868925E-O 1 3.79862470E-Ol

Table 2.4 Periodic response factors of Wall 17 (W/m2-K).

ASHRAE Toolkit (State-space) ASHRAE Toolkit (Laplace)

Po 5.76257706E-03 PI2 3.53873298E-02 Po 5.76430100E-03 P I2 3.53839000E-02

PI 8.34633410E-03 P I3 3.09756696E-02 PI 8.20602900E-03 PI3 3.09755400E-02

P2 2.41068397E-02 PI4 2.69579198E-02 P 2 2.40656400E-02 P I4 2.69606300E-02

P 3 4.29386906E-02 P I5 2.33521406E-02 PJ 4.30I47300E-02 P I5 2.33571400E-02

P4 5.482821I7E-02 P I6 2.0I518796E-02 P4 5.48862700E-02 PI6 2.0I586300E-02

P s 6.00564107E-02 P I7 1.73359308E-02 Ps 6.00801600E-02 PI7 I.73439400E-02

P6 6.07338399E-02 P I8 1.48749799E-02 P6 6.07353900E-02 PI8 1.48838200E-02

P7 5.85691705E-02 P I9 I.27359899E-02 P7 5.85597300E-02 P I9 1.27452900E-02

P8 5.47539406E-02 P20 1.08850496E-02 P 8 5.47407000E-02 P20 1.08945000E-02

P9 5.00902496E-02 P21 9.28912964E-03 P9 5.00773600E-02 P 2I 9.29851600E-03

PIO 4.51054499E-02 P 22 7.91719276E-03 P IO 4.50950600E-02 P 22 7.92633400E-03

P II 4.0I360206E-02 P23 6.74070278E-03 P II 4.01290400E-02 P 23 6.74947000E-03

V-values 7.22031650E-Ol 7.22032120E-01

20



0.18 -~._------_._--------------]

0.16

0.14

~ 0.12

1 0.10

~ 0.08
u.
g: 0.06

0.04

0.02

O. 00 -+-------.&...:::ft'~A__iI!~__A_..._.~_A__A__tlI__& ~II__A_&_~

o 5 10 15 20 25
Hour

--A- State-space Roof 10 -*- Laplace Roof 10

-Q- State-space Wall 17 --*- Laplace Wall 17

Figure 2.3 Comparisons of State-space and Laplace PRFs.

2.3 Using the Toolkit Modules to Calculate CTFs and PRFs

To facilitate the evaluation and validation of the CTF and PRF calculations, and

to illustrate the utility of the ASHRAE Loads Toolkit, the Toolkit CTF modules were

used to generate CTFs and PRFs. Each ASHRAE Loads Toolkit module contains a set of

subroutines and functions required to achieve its computational objective. The following

sections describe the incorporation of the CTF modules in a stand-alone program that

generates CTFs and PRFs.

2.3.1 Overview ofthe algorithm

The algorithm consists of a driver program that first calls the Toolkit CTF

routines to calculate CTFs then converts the CTFs to PRFs by applying equation (2.10).

The required surface construction information is in standard Toolkit input file format and
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is read using the Toolkit input processor as described by Crawley et al. (1998). The

overall procedure is shown in figure 2.4 and can be summarized as follows:

• Get the surface and construction information from the input file.

• Pass this information to the CTF computational module and calculate CTFs.

• Print the CTF results to an output file.

• Convert the CTFs to PRFs.

• Print the resulting PRFs to another output file.

Get surface and
construction info.

Output CTFs

Pass:
Cross CTFs
Flux CTFs
No. of CTF terms

Output PRFs

Repeat for each surface

Figure 2.4 CTF and PRF calculation framework.

2.3.2 Structure ofthe Algorithm

The structure of the algorithm for CTF and PRF calculations is shown in figure

2.5. The "USE" statement is a Fortran 90 key word that makes the subroutines in a

FORTRAN 90 module available to a program, subroutine or another module. "USE" is

followed by the Toolkit module name. Subroutines in one FORTRAN 90 tTIodule cannot

be "called" by another module unless the calling routine or module "uses" the target
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module. The module "InputProcessor" handles all input data. The data is organized under

ke)"Nords with a one-to-one correspondence between each definition and data value. The

keywords for calculating CTFs and PRFs are SURFACE, CONSTRUCTION and

MATERIALLAYER. Table 2.5 shows the required data for each keyword. By changing

the data values of these keywords, the Toolkit generates different CTFs and PRFs.

Although manual construction of a Toolkit input data file is tedious, the structured input

format is conducive to the application of a graphical user interface as discussed in section

2.4.

USE InputProcessor

#Surfaces = GetNumObjectsFound('Surface')

CALL GetObjectItem('Surface', .....)
Outputs: Surface names, Construction id's

USE StateSpaceCTFCalc

CALL CalcStateSpaceConduction
Inputs: Surf#, Constrution id's
Outputs: Cross CTFs, Flux CTFs

"
Apply the algorithm introduced by
Spitler et. al (2000) to calculate PRFs.

Print data to file:
Inside CTFs

1--~-tI~... Cross CTFs
Outside CTFs
Flux C'rFs

Required inputs: # CTF terms
Cross CTFs
Flux CTFs

Repeat for each surface

... Print data to file:
1------+---1........ 24 PRFs for each surface

Figure 2.5 Structure of the toolkit CTF and PRF calculations.
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Table 2.5 Required data values in the toolkit input file for CTF and PRF calculation.

Keyword Required Data

SURFACE Surface name; construction id

CONSTRUCTION Construction name; layer names

MATERIALLAYER Layer names; thickness, thermal conductivity, density, specific heat or thermal resistance

The function "Get umObjectsFound" and the subroutine "GetObjectltem" in this

module are used in the CTF and PRF calculations. "GetNunlObjectsFound" returns the

number of surfaces in the calculations, while "GetObjectItem" returns two arrays

containing all data values (numeric and alpha) for the keyword "Surface". Although there

will be a number of surface data values returned from this subroutine, only the surface

name and the construction ID are useful for the calculations. The argument variables of

this subroutine are described in the Toolkit documentation (ASHRAE, 200 1). In a similar

way, the data associated with the keywords CONSTRUCTION and MATERIALLAYER

are read into the program.

The program can be configured to use either the state-space or the Laplace CTF

module. Figure 2.5 shows the program configured to use the "StateSpaceCTFCalc"

module. It contains subroutines that import the construction and material layer data,

generates CTFs and performs related calculations. The subroutine

"CalcStateSpaceConduction" is the main calling routine of this module. It was modified

to obtain the desired output format of the CTFs and to facilitate calculation ofPRFs. The

inputs to this subroutine are surface number and construction names. The surface number

is assigned in order of appearance of the surface data in the input file; construction names

are identifiers for each set of data and are used to map the construction data to a specific

surface in the computational algorithm.
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The inputs to the PRF subroutine are the number of CTF terms and the cross and

flux CTFs. This data is used to fill the band d matrices shown in equation (2.10).

FORTRAN matrix functions are used to calculate the PRFs and the results are printed to

an output file. lfthe PRFs are to be used in the RTSM, air resistance layers must be

included at both inside and outside of the construction specification in the input file.

Once the air resistance layers have been added, the resulting CTFs and PRFs will be air­

to-air type, as described in section 2.2. Typical inside and outside resistance values for

vertical surfaces are 0.12 and 0.04 (m2-K)/W or 0.68 and 0.25 (hr-ft2-F)/Btu, respectively

(ASHRAE, 2001). The air-to-air PRFs can be directly applied to the RTSM, however the

air-to-air CTPs cannot be used in the HBM since the inside and outside convection

coefficients are already included in the heat balance calculations.

2.4 The Toolkit User Interface to eTF and PRF generator

To facilitate calculation of CTFs and PRFs, a simple user interface to the

FORTRAN 90 program was developed. This interface and a compiled version of the

program can be downloaded from www.hvac.okstate.edu and freely used for any

purpose. The Toolkit program was compiled into a dynamic link library (DLL) file.

When this file is called from the interface, it imports data from the input file, generates

CTFs and PRFs and prints them to separate output fi.les. The inputs to this DLL file are

the names of the Toolkit idd and idf files. The interface allows the user to display the

output on a spreadsheet or notepad for further application or analysis. In addition, related

information including surface names, constructions and V-values are displayed by the

interface.
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The dialog box shown in figure 2.6 guides the user in creating a valid Toolkit

input file by requesting the definition of surface names, number of layers and material

properties. The number of material layers is limited by the Toolkit algorithm to ten.

Material layer data are entered from outside to inside. Material layers can be either

resistive as illustrated by layer FO 1 or completely specified as illustrated by layer G03 in

figure 2.6. It should be noted that only fully specified layers capture the expected "lag

and decrement" effect of thermal mass. The resistance layer option should only be used

for material layers with low thermal capacitance. This primarily applies to air layers, but

is often also applied to glazing.

,Qelete this surface
Surface Number: 1 of 3

Surface Name)Roor 10

No, of Layers ]8 ~et I Close.. I.~
Thie~nen"COndQCtivit,. D'ensity Specific-Heat· Res-m-ance

la.vet Name mm WI[m~K( :' kg!~A3' I<J/(kg~K) {m'"'2.KJM·

r-;-T;~;------CC--------I~--------~-t~~-T--~~~---~-~---"I-~~:~---lc;W(;)I--1 .
1 2 IF13 I 9.500 ~ J 1120.000 I 1.460 I ~

I 3 IG03 f 12.700 I 0.070 I 400.000 I 1.300 I ~
j 4 1102 I 50.800 I 0.030~· I 1.210 I ~
I
J 5 IF08 I 0.762~· 1 7832.773 I 0.502 I ~

I 6.JF05 I~<. "'~""" I I 0.180 --!2LJ
I 7 IF16 I 19.100 ,----M6O " 368.000 I 0.590 I ~

I 8 IF03 I r- tr- I 0.160 ~
I
I
~

Note: Enter the outside layer firSt.
Enfer either thickness, condudivitY,.density~ specifiC heal or resistance. .
For air-to'19ir PRF, OUtside and inside surface resistances shouJd be input as the first and last layers respectively.

Figure 2.6 Dialog box used for creating toolkit input file.

The default layer type of fully specified properties, can be changed by clicking the

"Edit" button. For input convenience, an ASHRAE material database which contains the

data shown in table 22, chapter 29, ASHRAE Handbook of Fundamentals 2001

(ASHRAE, 2001) is included as shown in figure 2.7. This database can be modified and
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saved for future reference. The interface can handle up to 100 surfaces, which may be

specified in either 81 or 1P units. All IP unit data is converted to 81 units by the interface

before writing the input file, since input to the Toolkit modules must be in consistent SI

units and in accordance with Toolkit conventions.

.rher~IC~~~it.v.: kJ/(m~f~K]

Notes.

Thiclq"Je.ss, mm D7n~ity- kwmA~; Resl~arc_e,. (~t(~'Kl1#

Conductivity· WJ{m·K] $pedficHeat . kJl{kg-K] Mass· kg/mA 2

ID Descri lion
..' F01 !Outside Surface Resistance

--Foi - .. ··-r~de-Ve~iTcal S";';~face Re~;;t~~ce' 0I 0 12
FOj' ;lnsideHorizo~tafS·~-r-f~ceResj~tance. . O~ __ .01 . - 01 of 0162! . _!3
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Figure 2.7 Material database.

2.5 Evaluation of the Program Outputs

The PRF generator can efficiently and conveniently calculate the desired CTFs

and PRFs for any construction. This section establishes the validity of the program in

terms of the self-consistency of the program outputs, the agreement of program output

with previously published data and the conservation of energy based on a steady state

test.
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2.5.1 Consistency o{PRFs and CTFs

Since the V-value is unique for any construction, and since it can be calculated

either using CTFs or PRFs, the U-value check can be used to evaluate the program

algorithm that converts CTFs to PRFs. Figure 2.8 compares the U-values calculated by

CTFs and PRFs for the wall and roof database used by Spitler et al. (2000). The diagonal

line represents a zero percent difference between the two. The results show nearly perfect

agreement between the CTF and PRF V-values. The differences show up in the 5th

decimal place, and are probably due to round-off error.
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Figure 2.8 Comparisons of V-values.

2.5.2 Comparison with Published Data

The second step in evaluating program output is based on the fact that the PRF

series is unique for any construction regardless of whether it is derived from state-space

or Laplace CTFs. Since a PRF database for the HOF walls and roofs is already available

in the literature (Spitler et al. 2000), the validity of the program outputs is evaluated by a

term by term comparison of calculated and published PRFs for each construction, as
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shown in figure 2.9. The small differences shown in the figure could be caused by slight

numerical differences in the input data, the type of CTFs used to derive PRFs, as well as

the round-off error in both calculations. In addition, if the convergence criterion used in

the CTF calculation is different from that used by Spitler et al. (2000), it would also cause

the numerical difference in the PRFs. In general, the program outputs agree very well

with the published data.
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Figure 2.9 Comparison of the PRF generator outputs to the PRF database of Spit er et al. (2000)

2.5.3 Steady State Evaluation

The program outputs for a given construction can also be verified at the steady-

state limit by comparing the V-value predicted by the CTFs or PRFs with that predicted

by the steady state calculation. At steady state, the U-value is calculated as follows.

(2.11 )

The thennal resistance for each layer is calculated as,

1.I:: . . IR == - lor aIr reSIstance ayer
h

(2.12)
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L
R == - for thermal mass layer

k
(2.13)

Therefore, the total thermal resistance is

(2.14)

If the calculated V-value from the steady-state equation (2.14) is equal to that frOITI the

CTFs and PRFs, energy is conserved. Figure 2.10 shows the comparison of the program

output V-values with the steady-state V-values based on the same construction database

used by Spitler et a1. (2000). 1'he V-values shown on the vertical axis are the PRF U-

values from figure 2.8.

(a) Walls (b) Roofs
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Figure 2.10 Comparison of the PRF generator V-values to the steady-state U-values.

Figure 2.10 shows that the use of the program outputs to calculate V-values are

satisfactory. The steady-state V-values agree with the calculated V-values to within

±3.4%. Although some round-off error is expected, the root cause of the differences is

primarily due to the convergence criteria used in the Toolkit module. The CTFs

calculated from the computer program are based on the default Toolkit settings. A better

result is obtained if one tightens the convergence criteria in the Toolkit CTF module.
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The steady-state evaluation is necessary but not sufficient to guarantee the

accuracy of the transient calculation. A more rigorous transient evaluation that applies a

sinusoidal temperature variation to the outside surface and a constant temperature to the

inside surface and compares the resulting heat flux to the analytical solution presented in

ASHRAE RP-I052 (Spitler et. a12001) is presented in the next chapter. However, for

most standard constructions, the steady state test is a good indicator of CTF and PRF

accuracy.

2.6 Uncertainty Analysis of Conduction to Cooling Load Calculation

To quantify the error propagated to the cooling load due to error in the CTF/PRF

calculation, an uncertaintly analysis was perfonned based on a worst case scenario

residential type buildings. Four geometrically identical buildings are used for the

analysis. They are described below:

LW 10% - Light weight, with 10% glazed area on south and west surfaces

LW 50% - Light weight, with 50% glazed area on south and west surfaces

HW 10% - Heavy weight, with 10% glazed area on south and west surfaces

HW 50% - Heavy weight, with 50% glazed area on south and west surfaces

All surfaces except the floor are exposed to the environmental conditions. No internal

load, infiltration rate is small (0.25 ACH) such that the cooling load is dominated by the

building envelope influence. To study the error in total cooling load due to uncertainty in

the CTFs, influence coefficients (ICs) were calcll1ated based on a 5% perturbation of the
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hourly PRFs of all surfaces. Figure 2.11 shows the perturbed PRFs compared to the based

PRFs for one surface.
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Figure 2.11 Perturbation of PRFs.

Since the sum ofPRFs is always equal to the U-value, the perturbation of the PRFs is

equivalent to the perturbation of the overall U-value of the building envelope under

steady state condition. The resulting influence coefficients are listed in table 2.6.

Table 2.6 Influence coefficients of overall V-value to total cooling loads.

Building LW 10% HW 10% LW 50% HW 50%

I<=s,0/0/~/un2}() 1.05 1.10 0.45 0.49

The ICs can quantify the intuitive result of the influence of the CTF uncertainty to the

cooling load. The higher values of ICs show that the conduction calculation is more

influential on the cooling load for the buildings with 10% glazed area. For the buildings

with 50% glazed area, the solar load dominates and the influence of conduction heat gain

become less significant. .It\part from the changes of glazed area, the ICs also show that the

influence of conduction on the cooling load has a similar effect for light weight and
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heavy weight buildings. Using the calculated ICs, figure 2.12 shows the approximate

error in the the total cooling load due to the U-value error.
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Figure 2.12 The influence of the V-value error to the total cooling load error.

For a 0.02 W/(m2K) or 0.004 Btu/(hr-ft2-F) error of the V-value, the total cooling

load error is 2% for buildings with less glazing, and is 1% for the highly glazed building

envelopes. The cooling load error increases linearly with the V-value error. In the steady-

state V-value verification discussed in the above sectioll, the nlaximum U-value error is

0.01 W/(m2K) or 0.002 Btu/(hr-ft2_F), which is Wall 35, a concrete brick wall with

insulation (ASHRAE, 1997). The exact V-value of this wall is 0.297 W/(m2K) or 0.052

Btu/(hr-ft2-F), and the PRF IT-value is 0.287 W/(m2K) or 0.051 Btu/(hr-ft2_F), which is

equivalent to a 3.5% error in V-value. Figure 2.12 shows that the error will result in a 1%

error in the total cooling load for the 10% glazing buildings, and a 0.4% error for the 50%

glazing buildings. Therefore, the relative error in V-value is not suitable to approximate

the cooling load error. Depending on the relative amount of conduction heat gain
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contributed in the building cooling load, the total cooling load error predicted by the U­

value error changes accordingly.

2.7 Summary and Conclusions

Transfer function and response factor methods continue to provide a robust,

accurate and tractable approach to calculating conduction heat gains in cooling load

procedures. Although care must be taken to consistently apply CTFs and PRFs depending

on whether they were generated with or without a convective resistance layer, the

application of boundary conditions and solution techniques is straightforward and

consistent.

In the past, the most serious drawback to the use of transfer function and response

factor methods was the complexity of the computer code required to generate the

coefficients. The ASHRAE Loads Toolkit addresses this problem by providing the source

code required to generate conduction transfer functions and periodic response factors for

arbitrary wall or roof constructions. The conlputational algorithm required to implement

the toolkit modules in a CTF/PRF generator program was presented in the chapter. In

addition, input/output and interface issues were discussed. The CTFs and PRFs calculated

by the Toolkit algorithms can be directly applied to heat balance and radiant time series

load calculation procedures.

The outputs of the computer program were evaluated based on the physical

significance of the CTFs and PRFs and were compared to the published literature. A

simple method for checking the steady state accuracy of CTFs and PRFs was also used in

the evaluation. The results showed that the outputs are satisfactory. An uncertainty
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analysis was performed to show the influence of the U-value error on the resulting

cooling load. For the test cases, a 0.01 W/(m2K) or 0.002 Btu/(hr-ft2-F) (3.4%) error in U­

value resulted in less than a 1.5% error in the cooling load.
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CHAPTER 3

BOUNDING THE RANGE OF APPLICABILITY OF

CONDUCTION TRANSFER FUNCTION METHODS IN

COOLING LOAD AND ENERGY CALCULATIONS

3.1 Introduction

Since CTFs are temperature independent, they are usually calculated during

program initialization and may be saved in a library or database. Pre-calculated CTFs for

typical constructions are available in the literature (ASHRAE, 1997). Due to the

convenience and ease with which it may be implemented, the CTF method is often used

indiscriminately in cooling load and energy calculations without due consideration of

either the required convergence criterion of the solution technique or the inherent

inaccuracies of the CTFs for a particular application. As addressed in the previous

chapter, periodic response factors (PRFs) are closely related to CTFs. This chapter

identifies the sources of error in calculating CTFs by the Laplace and state-space methods

and compares CTF accuracy for a large parametric set of wall constructions.

3.2 Overview of the Solution Methods

While there are a number of numerical methods for solving the transient

conduction equations, the Laplace transform method and the state space method are the

most widely used in cooling load and energy calculations.
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3.2.1 Laplace Transform Method

Hittle (1979) introduced a procedure to solve the conduction heat transfer

governing equations (2.1) and (2.2) by using Laplace transfonn method. The system in

the Laplace domain is shown in equation (3.1).

D(s) -1

[ q,~i (5)] = B(s) B(s) [T,o (S)]
q ko (s) _1_. - A(s) To (s)

B(s) B(s)

(3.1)

Response factors are generated by applying a unit triangular temperature pulse to the

inside and outside surface of the multi-layered slab as shown in figure 3.1.

lim este ps

inside pulse

limesteps

lemp

Heat flux
from
outside
pulse

Heat flux
from
inside
pulse

lemp

Heat flux
from
outside
pulse

Heatfluxt
m

inside
pulse

limeste 5 limesteps

Figure 3.1 The generation of response factors.
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The response factors are defined as an infinite series of discretized heat fluxes on each

surface due to both an outside and inside temperature pulse. Hittle also described an

algebraic operation to group response factors into CTFs, and to truncate the infinite series

of response factors by the introduction of flux history coefficients. A convergence

criterion shown below is used in the Laplace method to determine whether the numbers

of CTFs and flux history coefficients are sufficient such that the resulting CTFs

accurately represent the response factors.

(3.2)

where

11=0 11=0 11=0 n=l

(3.3)

The Xn, ~1 and Zn are exterior, cross and interior CTFs respectively. They are equivalent

to CTFs shown in equations (2.3) and (2.4). The number of CTF terms will increase to

satisfy the criteria shown in equation (3.2). Heavy weight (long thermal response time)

constructions require more CTFs than light weight constructions.

The number of CTF terms can be determined in different ways. Mitalas (1978)

suggests that the number of CTF terms should be:

(3.4)

and there is no limited number of CTF terms in this approach. Peavy (1978) suggests that

the number of flux CTF terms sllould always be less than or equal to 5, even for

thermally massive walls.
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3.2.2 State-space Method

The use of the state-space method in solving the governing equations (2.1) and

(2.2) was introduced by Seem (1987). The state-space expression is formulated by using

either finite-difference or finite-element methods to discretize the governing equations.

The state-space expression relates the interior and exterior boundary temperatures to the

inside and outside surface heat fluxes at each node of a multi-layered slab as shown in

equations (3.5) and (3.6).

dT:Im J:·sdt
=a

dTos/m Tosdt

(3.5)

[ "l I:s [T.]q~i = C : +d;
qkoJ T 0

os

(3.6)

The exterior and interior temperature variations, Ti and To, are modeled with piecewise

linear functions. Equations (3.5) and (3.6) can be simplified using some matrix algebraic

calculations, so that the surface heat fluxes are directly related to the surface and

boundary temperatures only. This system of equations is solved directly for CTFs,

without calculating response factors. The number of CTF terms is increased until the ratio

of the last to the first flux history coefficient is less than a tolerance limit.

Since Laplace and state-space CTFs are calculated differently, the resulting CTFs

are expected to be different even for the same slab. The number of CTP terms, and/or the

numerical value of each single CTF can be different.
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3.2.3 Analvtical Method

The governing conduction equations (2.1) and (2.2) are usually not solved

analytically in building thermal load and energy calculations due primarily to the

computational intensity of the implementation. However, with a periodic temperature

boundary condition on one side of the slab and a constant temperature boundary

condition on the other side, the analytical solution is tractable. Spitler et a1. (200 1)

presents an analytical solution for a multi-layered slab subject to a sinusoidal outside

temperature and a constant i11side temperature. For single-layered slabs of thickness L

the inside temperature and heat flux are related to the outside temperature and heat flux

by the following set of equations:

where
m1 == cosh(p + jp)

L sinh(p + jp)
m ==-----

2 k(p + jp)

(3.7)

(3.8)

(3.9)

k(p + jp) sinh(p + jp)
m==--------

3 L

(

? JO

.

5
JrL-/X

for a 24-hour cycle... p == p
84600k

·2 1} ==-

For a resistive layer, equations (3.8) to (3.10) can be simplified as follows.
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(3.12)

(3.13)
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(3.15)

The matrix formulation shown in equation (3.7) can be extended for multi-layered slabs

with appropriate changes to the m matrix.

where:

(3.16)

n == Number of layers

m2
] [m 1

In m
1 la. er 1 3

m2
] [1 Ra

]

m\ la)er,n 0 1
(3.17)

As a result, the so-called decrelnent factor and time lag ca11 be calculated as follows:

f==
UM2

¢=_ ~tan -I [Iill(f)]
(j) Re(f)

where ()) = .!!.- , frequency of temperature boundary condition
12

The arctangent should be evaluated in the range of -1t to 0 radians. For a sinusoidal

outside temperature and a constant inside temperature, the inside heat flux can be

formulated as:

(3.18)

(3.19)

(3.20)

The heat flux calculated fron1 equation (3.20) is thus the exact solution of equations (2.1)

and (2.2) for a sinusoidal temperature boundary condition.
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3.3 Types and Sources of Errors in eTF Solution

Since CTFs are the products of numerical solution, numerical errors exist in the

CTF solution. The errors come from the solution method used in solving the transient

conduction equations and the applications of the CTFs in the conduction calculation. The

following sections discuss the sources of errors in the CTF solution.

3.3.1 Sources ofErrors in CTF Calculation

This type of error sources is due to the numerical methods used in the CTF

calculation. As the numerical methods: Laplace transform and state-space Inethods are

concerned, the error sources are categorized into followings:

• Root finding tolerance: This error is only for the Laplace transform method. In order

to calculate response factors, it is necessary to find the root of B(s) == 0 in equation

(3.1) (Hittle, 1979). Since the expression for B(s) becomes complicated for slabs with

more than one layer, the root finding procedures rely on numerical method. The

procedures iteratively continue until the root is found within a root finding tolerance

or the maximum number of iterations is reached. The tolerance value and number of

iterations can cause error in the CTF calculation.

• Number of nodes: This error is only for the state-space method that uses state-space

nodes to discretize the transient conduction equations. Seem (1987) demonstrated that

the CTP accuracy is dependent on the number of nodes specified. The CTF accuracy

is proportional to the number of nodes used in each material layer in the calculation.

• Number of CTF terms: In the Laplace transform method, CTFs are derived from

response factors and it is necessary to determine the number of CTP terms so that the
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resulting CTFs can equivalently represent the response factors. Equation (3.2) is used

to check the equivalence of response factors and CTFs. While in the state- pace­

method, the number of CTF terms is determined by tracking the ratio of the last CTF

flux term to the first term until the value is negligible. The number of CTF terms is

determined with an iterative process until the conditions are satisfied within a

tolerance limit or until the maximum nun1ber of iterations is reached. The tolerance

value and number of iterations can introduce errors in the CTF calculation.

• Solution time step: CTFs are calculated based on an assumed telnperature boundary

condition. In the CTF calculation, the temperature variation is divided into time steps

where the subset of temperature variation is approximated with linear temperature

profiles. Therefore, this error is apparent when the tinle step is too large to

approximate the temperature variation.

3.3.2 Sources o(Errors in CrF Application

Besides the numerical values of the CTFs, the applications of the CTFs can also

introduce error in the conduction calculation. The errors come from the following

sources:

• Solution Convergence: Since conduction is a transient process, current heat flux is

related to flux histories as shown in equations (2.3) and (2.4). The histories are

generated using an iterative calculation. The conduction solution is assumed to be

converged when the change of the history values in the iteration is less than a

tolerance value. Therefore, the value of the tolerance limit and the number of

iterations can cause error in the CTF conduction calculation.
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• Number of flux history terms: Since the current heat flux is related to the flux

histories, the number of flux history terms that are used in the calculat' on can alter the

value of the current heat flux. The number of terms needed varies for different

material properties. For light weight materials, the thermal response is fast and a few

history terms are enough to accurately calculate the current heat flux, while for heavy

weight materials, more terms are needed.

3.4 The Test Procedure

The test procedure presented in this section uses the analytical solution described

in Section 3.2 to benchmark the accuracy of conduction calculations by the state-space

and Laplace CTFs. Air-to-air CTFs (with constant inside and outside film coefficients)

are calculated. The material properties and number of layers of the slab are varied over a

wide range in order to investigate the range of applicability of the two methods. Figure

3.2 illustrates the boundary conditions and the calculated result of the test procedure. The

steady, 24-hour periodic outside temperature, To is shown on the left hand side of the

figure. The constant inside temperature, Ti , and the resulting inside surface heat flux are

shown on the right hand side. The inside and outside film coefficients are treated as

resistive layers. The sinusoidal outside air temperature profile is approximated for I-hour

time steps and 24-hour period as shown below. The inside air temperature is the mean air

temperature, Tm .

T =T + TA sine~ t)
o m 12
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Figure 3.2 CTF test procedure scheme.

The ASHRAE Loads Toolkit (2001) algoritl1m was used to calculate the state-

space and Laplace CTF solutions. The Toolkit minimizes the sources of error in the CTF

solution with the default settings listed in table 3.1.

Table 3.1 Default Toolkit settings for CTF solution.

Error types Error sources Parameter settings
State-space CTF Laplace CTF

(a) No. of state-space nodes 6,,-, 19 NA
(b) Root finding tolerance NA IE-IO

CTP nUlnerical TL = IE-I3 TL = IE-4
error (c) No. ofCTF terms NI = Total no. of NI= o.ofroots

nodes < 18 found s 5
(d) Solution time step 1 hour 1 hour

Application (e) Solution convergence*
TL == lE-6 TL == IE-6

1==100 NI = 100
error

(f) No. of flux history tenns 24 24

Note: NA == Not applicable
TL == Tolerance
NI = NU7nber ofiterations
* = User defined parameters

Note that the solution convergence parameters of the application error are user-defined

values. They are defined in the CTF driver subroutine written by Toolkit users. The

tolerance value was chosen such that it is small enough to minimize the CTF application

error. In this test, a large number of iterations were assigned to ensure converged

solutions. The number of iterations of 4 for the CTF application is recommended for
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general purposes (ASHRAE, 2001). The number of flux l1istory terms is also a source of

application error, but it is pre-set to 24 in the Toolkit algorithm. Therefore, users are

required to change the Toolkit code in order to have more flux history tem1S in their

conduction calculations. For the sources of CTF numerical error, users also need to

modify the corresponding Toolkit code to alter the accuracy of the CTF solution.

In this test, the outside and inside surface film resistances shown in figure 3.2 are

respectively equal to 0.059 and 1.205 (m2-K)/W or 0.334 and 0.685 (hr-ft2-F)/Btu. The

mean air temperature is 20 C or 68 F, and the amplitude temperature is 15 C or 59 F.

Using the default Toolkit CTF algorithn1 settings (Table 3.1), the test procedure starts

with a single-layered slab with base material properties:

L == 0.01 m or 0.033 ft
k == 0.116 W/(m2-K) or 0.804 (Btu-in)/(hr-ft2-F)
p== 540 kg/m3 or 33.712 Ibm/ft3

cp == 1210 J/(kg-K) or 0.289 Btu/(lbm-F)

The slab is subject to changes of layer thickness (L), thermal conductivity (k), density (P)

and specific heat (cp) until the CTP solutions fail to converge. The same test based on

changing the material properties on each layer of multi-layered slabs is investigated

afterward.

The error is calculated as the percent deviation of the numerical, CTF calculated

heat flux from the analytical solution as follows:

t1 "

E == qnum - qexact 01
II /0

q exact

(3.22)

where q "exact is the peak value of the 24-hour conduction heat fluxes calculated from

analytical solution, q unum is the conduction heat flux at the same time that q "exact is

calculated. Figure 3.3 shows how the error values are measured in the test. IfCTF
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numerical and application errors exist in the conduction calculation, any of the error

characteristics shown in figure 3.3, or a combination of them could exist in the CTF

solution.
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Figure 3.3 Error measured in the CTF solution test (Arrows indicate error).

3.5 Results and Discussions

This section presents the CTF solution test results on single- and multi-layered

slabs. Since many convergence and tolerance checks are involved in the CTP

calculations, in order to avoid confusion from the unconverged test results, the test results

presented in this section only represent the CTP solutions that satisfy the convergence

and tolerance values listed in table 3.1. For the CTF numerical error, warning messages

are printed out from the Toolkit CTF algorithms to identify solutions that are not
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converged. For the application error, Toolkit users are responsible for printing out

warning messages from the driver subroutine to check the solution convergence.

3.5.1 Single-layered Slabs

Figure 3.4 shows the state-space and Laplace CTF solution errors as a function of

the reciprocal of the Fourier number. Fourier nunlber is defined as:

where

Fo == tiRe

R == Llk

(3.23)

Since the time step is constant in the CTF calculations, changes in the Fourier number

represent changes in material properties only. Fourier numbers for heavy weight

materials (larger Rand C) are smaller then Fourier numbers for lightweight materials. In

order words, the value of liFo is larger for heavy weight materials. Figure 3.4 shows that

the state-space CTP solutions always underpredict the peak heat flux, while the Laplace

CTF solutions underpredict the heat flux for light weight materials but can also over

estimate the heat flux for heavy weight materials. Since the errors show in figure 3.4 are

calculated from converged solutions, the increase in the magnitude the error for the state-

space CTF solution is due to the number of nodes defined in the calculations. The number

of nodes in the Toolkit is calculated as:

~N --
node - 2Fo

where Nnode is an integer and is limited to the following range in the Toolkit.

6 S'Nnode S'19
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To reduce the CTF solution error for heavy weight materials, more than 19 nodes are

required in the state-space CTF calculation. Compared to the error in state-space CTF

solution, the error in the Laplace CTF solution becomes increasingly random as the

material properties become more thermally massive. The randomness is due to a loose

convergence criterion used in determining the number of CTF terms. Since the anlount of

conduction heat flux through heavy weight material is small, tIle error induced by the

loose convergence criterion becomes significant.
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Figure 3.4 Single-layered CTF solution errors.

Figure 3.4 shows that the magnitude of the CTF solution errors is generally

increasing from light weight to heavy weight materials. The maximum errors are -7.990/0

for the state-space CTF solution, and 10.38% for the Laplace CTF solution. The hourly

heat flux profiles for the larges error values are shown in figure 3.5. Note that although

the errors are large, the peak flux differences are still small. The large error percentages

are due to the small amount of conduction heat transfer through the heavy weight

materials.

Figure 3.4 can be used to approximate the range of CTF solution errors in tenns

of the Fourier number. For any specific value of liFo, the CTF solution errors shown in
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figure 3.4 can be further related to material properties. In case of liFo ~ 44.5, figure 3.6

shows the relationship between eTF solution errors and thermal resistance. ote that the

errors can be more accurately approximated. An alternative way to ie the errors is to

use thermal capacitance. The resulting plots are similar to that showing in figure 3.6.

Since the error ranges increase from light weight to heavy weight materials, constructing

figure 3.6 to approximate eTF solution errors is especially useful for heavy weight

material calculations.
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Figure 3.5 Maximum errors in the single-layered test.
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Figure 3.6 CTF solutions error for liFo ~ 44.5.
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3.5.2 .Multi-Iavered Slabs

The relationship of l/Fo to CTF solution errors shown above is only suitable for

single-layered slabs. For multi-layered slabs, not only material properties, but also layer

arrangement influences the CTF calculations. In order to take the layer arrangelne11t into

account, the thermal structure factor (Kossecka, 2000) is introduced. The tllermal

structure factor is related to the thermal resistance and capacity as shown below, where

layer 1 is the interior layer.

m-I

R i - m == R i + IRk
k=l

n

Rm- o == Ro + IRk
k=m+l

For single-layered slabs, the thermal structure factor can be simplified as:

(3.25)

(3.26)

(3.27)

(3.28)

Figure 3.7 shows the CTF solution errors as a function of l/(Fo· Sie) for single-layered

slabs. Note that due to the introduction ofthennal structure factor, the error bands shown

in figure 3.7 are smaller and more random in appearance than the error bands shown in

figure 3.4. Figure 3.7 is therefore a better approximation of the range of CTF solution

errors for the single-layered slab.
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Figure 3.7 Single-layered CTF solution error (\\lith thermal structure factor).

For the multi-layered cases, since the maximum number of layers is limited to 10

in the Toolkit algorithm, with the inner and outer layers are used to model the surface

film resistances, the presented test procedure can only cover maximally 8 layers. Figures

3.8 and 3.9 show the CTF solution error for 3-layered and 6-layered slabs, respectively.

The results are consistent with the single-layered case; as the material properties become

thermally massive, the magnitude of error increases for the state-space CTF solution, and

the error becomes increasing random for the Laplace CTF solution.

(a) State-space CTF
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Figure 3.8 3-layered CTF solution error.

52



Note from figures 3.7, 3.8 and 3.9 that, as the number of layers increases, the state-space

CTF solution error decreases for a specific value of l/(Fo # Sie). This correlation becomes

obvious for heavy weight materials. Figure 3.10 shows the first values of l/(Fo· Sie) that

result in the state-space CTF solution errors bigger than 5%. The value of l/(Fo· Sie), i.e.

the range of applicability is roughly constant for the state-space CTF solution in the entire

range of number of layers. A slightly increase of l/(Fo· Sie) is shown as the number of

layers increases.

(a) State-space CTF

20% "'-"'-~'--~--"'--'-"'-"""'---"'----'-'-'-"'-~--'----.-----.- ....-..-~--- ...,-...-""<

150/0
10%

.... 50/0
o 0%
~ I
(1) -5% 200 ~ 800

-100/0 I
-15% I

-200/0 _w.__, .•_.····,,_w~ .•w __,.· ...·,_·_"'"__~,·.~w_·._~__._,,~~__~._J

(b) Laplace elF
20%

15% <>¢ <)

10% <>¢ <>
5% <> <>i-

g 0%
eu -5% 200 8 0

-10% <> <>

-15% <>
-20%

l,(Fo :4Sie)

Figure 3.9 6-layered CTF solution error.
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Figure 3.10 First values of l/(FoS;J that cause more than 5% error in the CTF solutions.

A similar curve can be also established for the Laplace CTP solution as shown in figure

3.10. Note that compared to the state-space CTF solution, an opposite trend is shown.
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However, the value of l/(Fo' Sie) changes rapidly with increasing number of layers.

Figure 3.10 shows that for small number of layers, the range of applicability is larger for

the Laplace CTF than the state-space CTF. But as the number of layers is more than 6,

the state-space CTF is expected to prevail over the Laplace CTF.

3.6 Conclusions

The conductiol1 transfer function (CTF) is commonly used in transient conduction

calculations. It is the numerical solution of the diffusion equation and Fourier's law. The

test procedure presented in this chapter compared the ASHRAE Toolkit CTF solutions to

the ASHRAE I052-RP analytical solutions to benchmark the error in the CTF

calculations and applications. The error sources are classified as CTP numerical error and

application error as listed in table 3.1.

By challging material properties, the influence on the CTF solution errors was

investigated for single- and multi-layered slabs. The CTF solution errors were plotted

against the Fourier number and thennal structure factor such that the range of the errors

call be approximated as shown in figures 3.4, and 3.7 to 3.9. Although the errors are

relatively large for thermally massive constructions, the fluxes are typically very small.

As a result, the impact on the cooling load is also small. For a 5% CTF solution error

bound, figure 3.10 shows that the application range is roughly constant for the state-space

CTF in the entire range of number of layers, while it is decreased for the Laplace CTF as

the number of layers increases. The Laplace CTF shows a large application range than

the state-space CTP for small number of layers.
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CHAPTER 4

CALCULATING RADIANT TIME FACTORS FOR THE

RADIANT TIME SERIES METHOD PROCEDURES

4.1 Introduction

In addition to the periodic response factors (PRFs), the other set of predetermined

coefficients used in the radiant time series method (RTSM) is the radiant time factors

(RTFs). The RTFs are a time series that represents the time dependent thermal response

of an adiabatic zone to a single steady periodic pulse of radiant energy incident on the

zone internal surfaces. RTFs are a 24-coefficient series that is used to indicate the portion

of the radiant pulse convected from the zone surfaces to the zone air at each hour. The

RTSM uses the RTFs to determine the hourly contribution of the radiant heat gains to the

cooling loads assuming that all heat gains entering into the building space must be

eventually converted to cooling loads without any form of heat loss through the building

envelope.

The RTFs are different for each unique zone geometry, construction, and

radiation distribution. For a zone with the same construction on all surfaces, figure 4.1

illustrates the difference of RTFs for a light weight and a heavy weight zones subject to

an identical unit radiant energy pulse. The relatively flat profile shown in figure 4.1a

represents the slow thermal response of the heavy weight zone. The shape of the curve

indicates a low heat extraction rate due to the strong thermal storage effect of the heavy

weight materials. In addition, figure 4.1 also compares RTFs generated using different
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radiation distributions. Typically, radiant heat gains are assumed to be either distributed

only to the floor or distributed uniformly to all internal zone surfaces (Rees et al. 2000).

(a) Heavy Weight Zone

0.6 ~..-.......~~-_.

o Radiant RTF I
0.6

0.5 0.5

0.4 0.4
U. • Solar RTF I u.
~ 0.3 ~0.3
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0.1 0.1

1 3 5 7 9 11 13 15 V 19 21 23
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(b) Light Weight Zone

o Radiant RTF

• Solar RTF

1 3 5 7 9 11 13 15 V 19 21 23
Hour

Figure 4.1 Radiant Time Factors for different materials and radiant distributions.

The beam RTFs shown in figure 4.1 take care of the solar distribution, while the diffuse

RTFs take care of the uniform distribution. In the RTSM, the beam solar radiation is

assumed to be incident only on the floor, while other sources of radiation (i.e. long wave

radiation from internal gains or radiation exchange between internal surfaces, short wave

radiation from lightings, diffuse solar radiation tra11smitted from windows, and the

reflected diffuse radiation from the floor) are uniformly distributed to all zone surfaces.

For purposes of calculating RTFs, the zone is considered adiabatic, regardless of

differences in zone geometry, material properties and radiation distributions. This

assumption ensures that no radiant energy leaves the zone during the RTF calculation. As

a result, the summation of any unique RTFs is always equal to unity.

In addition, the heat gain conversion calculation in the RTSM can be simplified if

the floor construction is similar to that of the other surfaces in the zone. As shown in

figure 4.1, since all surfaces are constructed of the same material, the beam RTFs and

diffuse RTFs are almost identical. As a result, a single set ofRTFs would be enough to
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convert all types of radiation heat gains to cooling loads. The validity of this

simplification is discussed in section 4.4.

4.2 Using the Heat Balance Method to Calculate Radiant Time Factors

The RTFs can be generated in two different ways. One is to derive the RTFs from

weighting factors used in the Transfer Function Method (TFM). A number of weighting

factors are available in the ASHRAE database (Spitler et a1. 1997). However, the variety

of the zone types and constructions is limited. Since the RTFs represent the thermal

response of an adiabatic zone to a steady periodic radiant pulse, the other possible way to

obtain RTFs is to model this process with the heat balance method (HBM). As long as the

input radiant pulse is unity or the calculated hourly cooling loads are normalized with the

input radiant pulse, the resulting 24-hour coefficients are-the RTFs.

Figure 4.2 shows the procedures to calculate RTFs by means of the HBM. In

order to calculate the desired RTFs, the zone geometry must be defined properly. This

requires surface area and tilt angle for each zone surface. The construction information

also needs to be specified in detail. Layer arrangements, long wave emissivity for all

interior surfaces, and material properties for each layer are required as input parameters.

The adiabatic zone boundary conditions make sure that no heat is transferred from the

outside environment. This results in the thermal response of the zone to the radiant pulse

alone. The HBM iterates for several days in order to converge on the steady periodic

solution. To be consistent with the steady periodic assumption in the RTSM, the unit

radiant heat gain is pulsed at the first hour on each calculation day. As shown in figure

4.2, only the radiation distribution differs in the calculation of solar and diffuse RTFs.
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Depending on the radiation distribution, the resulting cooling loads from the HBM

calculation are either beam RTFs or diffuse RTFs.

Specify zone geometry and
construction information

Set all exterior surfaces to "partition" type to
establish an adiabatic zone

Pulse a unit radiant heat gain steady periodically at the first hour
of each calculation day

Diffuse RTF

Radiant pulse is distributed
uniformly on all internal surfaces

Hourly cooling
loads are RTFs

Beam RTF

Radiant pulse is distributed on
floor only

Hourly cooling
loads are RTFs

Figure 4.2 The RTF calculation procedures using HBM.

4.3 The Interface to the RTF Generator

The program described in chapter 2 was extended to include calculation of RTFs.

Since the zone walls must be described in detail in order to calculate PRFs, very little

additional infonnation is required to calculate RTFs. In order to generate RTFs, the

output option must be changed to "RTF" in the program as shown figure 4.3. The default

output of the computer program is "PRF".
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Figure 4.3 Configure RTF calculations.

Figure 4.4 shows the program interface of the RTF generator. The interface is

identical to the PRF generator but with additional input parameters that are required for

the RTF calculations. Note that the surface type options account for the tilt angle of the

designated surface. The tilt angle is used as an indicator to the program to use an

appropriate radiation distribution for the corresponding RTF calculation. For example,

the floor is a horizontal surface with 1800 tilt angle in the zone. The computer program is

linked to a DLL file that calculates RTFs. The RTF calculation procedures were

implemented with the Toolkit algorithms. Therefore, the program is capable of

processing the Toolkit input files. Both solar and diffuse RTFs are calculated for any

zone input.

59



Edit0.12

0.795

Close

ConllQeti~jl, o' Densit," Specific.Heat' Resistance
Wl(in-Kj:' kg/mA 3 kJl(kg..K) (mL-K)M

r Floor

\3 m"'2 r ~oof/Ceiling. r InteJnalMass

101.6

50.8

15,875

mm

Su"aee.<Nu.~:·

layer Name

Surface Name

. InsjdEf layer emissiv;ity., 0.9

N.D. ofL~rs '\5

·1:::O~_l_:_--

1

3 1102

4 -,G-01----

I 5 IF02

Note: Ente~ the outside layer.first.
Enter eitber thickness, condiJctivity; d~nsity, specific,heat 'or ~esistance. "
For air-ta-air PRF.. outside and inside surface resistances should be.input as the first and I~st Jayers respectively..

Figure 4.4 The computer program interface to generate RTFs.

4.4 Evaluation of the Program Output

The RTF calculation procedure ensures that the unit radiant pulse must be entirely

converted into cooling loads. The energy in the zone is always conserved and the

resulting hourly cooling loads, (i.e. RTFs) must satisfy the following condition.

23

Ir} = 1
}=o

(4.1)

Equation (4.1) is used to verify the program outputs. The sums of the RTF values

calculated by the computer program for zones constructed of concrete, plywood, steel and

insulation board are shown in table 4.1. Each construction is shown without windows and
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with 500/0 glazing on two of the walls. The values of the correspollding zones with 50%

glazing on two of the walls are also listed. The zone is lxlx1 m (0.39xO.39xO.39 in) in

dimension. The walls, floor and roof are all single-layered, 1.52 m (6 in) thick, and have

the same material properties. The long wave emissivities for all inside surfaces are 0.9.

Table 4.1 shows that the computational error in the generated RTFs is less than 0.5%.

Note that because the RTFs are generated on the basis of an adiabatic zone, the addition

of the highly conductive window doesn't significantly influence the accuracy of the RTF

calculations.

Table 4.1 Summations of 24-hour RTFs.

Beam RTF Diffuse RTF
Zone Types Sum Error Sum Error

HW Concrete 1.000005 0.0005% 1.000279 0.0279%
Plywood 1.000006 0.0006% 1.003728 0.3728%

Insulation Board 1.000018 0.0018% 1.004900 0.49000/0
Steel 0.999899 0.0101°A> 0.999964 0.0036%

HW Concrete wi Window 1.000032 0.0032% 1.000261 0.0261%
Plywood wi \Vindow 0.999999 0.0001 % 1.003553 0.35530/0

Insulation Board wi Window 1.000013 0.0013% 1.004794 0.4794%
Steel wi Window 0.999956 0.0044% 0.999976 0.0024%

Figures 4.5 to 4.8 show the hourly RTFs for the above zones. The high thermal capacity

zones such as HW concrete and steel have slower thermal responses than the other zones.

For the zones constructed with plywood and insulation board, a great portion of the heat

gains absorbed by the surfaces are convected back to the zone air quickly in the early

hours. Note that although the window construction doesn't influence the accuracy of

RTFs, it alters the thermal response of the zones. This effect is more obvious for the

diffuse RTFs of the high thermal capacity zones. Since the radiant pulse is assumed to be

distributed uniformly on all internal surfaces, the portion of the heat gains distributed on

the windows are quickly convected to zone air like they are for other low thermal

capacity materials.

61



Since all zone surface constructions shown in figure 4.5a, 4.6a, 4.7a, and 4.8a are

the same, either the solar or diffuse RTFs can be used to convert heat gains to cooling

loads. Once one of the surface constructions is changed to a material of different thermal

capacitance, figures 4.5b and 4.7b show that the two sets ofRTFs are quite different.

Even so, if the thermal capacitances of all the surface constructions are still comparable, a

single set ofRTFs can be used to simplify the problem as shown in figures 4.6b and 4.8b.
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Figure 4.5 RTFs for concrete zones.
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Figure 4.6 RTFs for plywood zones.
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Figure 4.7 RTFs for steel zones.
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Figure 4.8 Insulation board zones.

4.5 Using RTFs in the RTSM

The conversion of radiant heat gains to cooling loads in the RTSM is calculated

by the following equation.

(4.2)

The hourly heat gains are operated on by each of the RTFs to approximate the

instantaneous cooling load. Although the calculation is simple and straightforward, the

use ofRTFs introduces another source of error in the cooling load calculation. The

calculation ofRTFs is based on an adiabatic zone assumption that ignores the possibility

of heat losses tlrrough the building envelope. As a result, the use ofRTFs in the RTSM

not only converts the radiant heat gains but also converts the heat losses into cooling

loads. The heat losses include the reflected short wave radiation that is transmitted out

through glazed surface and the radiative portion of conduction outflow due to adverse

surface temperature gradients. Therefore, the cooling loads are always overpredicted in

the RTSM. The validity of the adiabatic assumption is addressed in chapter 5 by means of

an experimental evaluation.
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4.6 Conclusions

The radiant time factors (RTFs) are used to convert radiant heat gains into cooling

loads in the radiant time series method (RTSM). They represent the thermal response of a

zone to a single steady periodic radiant pulse. There are two types ofRTFs for a specific

zone. The beam RTF is used to operate on the radiant heat gains that are only distributed

on the floor, while the diffuse RTF is for other radiant heat gains that are unifonnly

distributed on all zone internal surfaces. If the thermal capacitance is similar for all zone

surface constructions, a simple set ofRTFs can be used for both beam and diffuse

distributions. The conversion of radiant heat gains will be accurately approximated by a

single set ofRTFs.

RTFs can be calculated either from weighting factors or by using the heat balance

method (HBM). This chapter described a detailed calculation procedure to generate RTFs

using the ASHRAE Loads Toolkit heat balance method. An RTF calculation program

using the ASHRAE Loads Toolkit algorithms was presented. The program outputs were

evaluated for a particular zone with different materials. The resulting RTFs are

satisfactory with an error less than 0.5%, and can correctly represent the corresponding

thermal responses of different materials. Since an existing RTF database is not available,

the computer program provides a convenient means to obtain RTFs for any particular

zone geometry and construction. Although the program outputs are satisfactory, the use

ofRTFs in the RTSM overpredicts cooling loads, especially for zones with high radiant

heat gains.
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CHAPTER 5

EXPERIMENTAL VERIFICATION OF THE RADIANT

TIME SERIES METHOD FOR COOLING LOAD

CALCULATIONS

5.1 Introduction

In the previous chapters, two unique features of the radiant time series method

(RTSM), PRFs and RTFs have been evaluated. In this chapter, the overall perfonnance of

the RTSM is investigated. The significance of errors due to conduction and radiation heat

losses as well as the combined effect of other assumptions in the RTSM will be evaluated

experimentally.

The RTSM is a simple cooling load calculation method provided that the periodic

response factors and radiant time factors are known. However, the assumptions and

simplifications built into the RTSM are possible sources of error in the cooling load

calculations. Rees suggested that the 'adiabatic zone assumption', which is implicit in the

generation of the radiant time series, coupled with the 'air-to-air' conduction calculation

(Rees et a1. 1998) is responsible for differences between the RTSM and the heat balance

method. Applying the heat balance method to an adiabatic zone generates the radiant time

series. Heat gains, once accounted for in the space, cannot be lost by either 'surface-to­

surface' conduction or radiation from the space. Over-prediction of the cooling load

occurs when radiation on the interior surfaces of the zone raise the inside surface

temperature of a lightweight, resistive surface, such as a single pane of glazing, above the
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outside surface temperature. In this case, two types of heat transfer immediately follow.

First, the elevation of the in inside surface temperature increases the rate of inside

convection and, as a result, increases the cooling load. This phenomenon is modeled by

the air-to-air conduction calculation in the RTSM. Second, the change in surface

temperature could cause surface-to-surface conduction heat loss. As shown in figure 5.1,

the sol-air to inside air temperature gradient (T3-T4) is in the opposite direction of the

inside surface to outside surface temperature gradient (T1-T2). Under t11ese conditions, the

heat balance, which is based on the surface temperature gradient, predicts a heat loss

while the RTSM, which is based on the air temperature gradient, predicts a heat gain.

Inside Air

Conduction
~-~~---

Heat Loss

~I-Air

1;

Conduction----~~--~

HeatGain

Glazing

Figure 5.1 Opposing Temperature Gradients Predicted by HBM and RTSM.

Unaccounted for conduction losses occur during periods of high solar heat gains

when interior surface temperatures rise to create a surface temperature gradient that is not

predicted by the RTSM. Rees found that although the RTSM would never under-predict
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the space loads, it could over-predict the peak cooling load by as much as 37% for cases

with a high percentage of glazing and low internal heat gains.

Figure 5.2, which compares the heat balance and RTS methods, shows essential

agreement between the methods for a lightweight zone with 90% glazing. The agreement

was achieved by eliminating the two known sources of error discussed in the previous

paragraphs. First, for purposes of illustration, the thermal resistance of the window was

increased to eliminate conduction that the RTSM does not account for. Second, reflected

solar radiation losses through the windows were calculated. These two modifications

result in excellent agreement between the methods for all zone configurations. The

reflected radiation correction, though not included in the ASHRAE Loads Toolkit, can

easily be added to future versions of the method.
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Figure 5.2 RTSM Modified to Correct Errors.

Some error may also be by assuming that surface convection and radiation

coefficients are constant. This time invariant assumption, which is necessary for

simplified PRF calculations, also influences the conduction heat gain split calculations as

formulated in equation (1.1).
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The objective of this investigation is to experimentally demonstrate the reliability

of the RTSM as a simplified cooling load calculation procedure. This is accomplished by

testing the extreme case of the solar dominated zone. Although the heat gain splits

experimentally measured for this zone would not normally be encountered in most

buildings (the solar heat gain exceeded 650/0 of the total heat gain for the test buildings),

these conditions were selected in order to bound the error associated with RTSM

procedure. For all zones with a smaller fraction of solar to total heat gain, the expected

error due to the procedure is less. With these assumptions in mind, a test procedure was

developed to investigate the sources of error in the RTSM. A "worst-case" scenario was

used for the study-two buildings with highly glazed surfaces. The buildings, which are

described in section 5.2.1 are designed to differentiate between massive and lightweight

structures.

5.2 Validation Approach

The RTSM validation was conducted by comparing cooling loads calculated

using tIle RTSM to measured cooling loads. Using appropriate metrics, the validity of

simplifying assumptions was analyzed, and the accuracy of heat transfer models was

studied.

5.2.1 Facilitv Construction and Instrumentation

Two geometrically identical buildings, one thermally massive and one thermally

lightweight as des~ribed by Eldridge et al. (2003), were constructed in an open field in
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Stillwater, Oklahoma. The first floor of each building consists of a mechanical/control

room that provides conditioned air to the test cell located directly above, as shown figure

5.3. The control room air temperature is maintained at the same temperature as the test

cell in order to minimize heat conduction through the floor.

Elliptical flow nozzles measure the volumetric flow rate in the air loop. The room

inlet and outlet air temperatures are also measured using thermocouple grids located in

the ducts. The cooling load can then be calculated using the following equation.

Conditioned
Spuce

Nozzle

®
HP

SysteM ROOM

Figure 5.3 Terminal reheat system used in the RTSM validation (not to scale).
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5.2.2 Validation Models

The measured cooling loads were compared to cooling loads predicted by three

RTSM cooling load models, the baseline model, the tuned model and the modified

model. All RTSM models were based on the ASHRAE Loads Toolkit (Pedersen, 2001)

algorithms to develop.

a) Baseline Model Validation: The baseline model uses simple Toolkit algorithms and

estimated material properties and published weather data as input values. As such it

provides an estimate of the uncertainty associated with the RTSM under typical field use

conditions. The sources of error of this validation level are from the load calculation

procedure and the uncertainties associated with estimating input parameters.

b) Tuned Model Validation: The tuned model uses more sophisticated algorithms in

the Toolkit, and uses measured input data in the calculation. It provides an estimate of the

capability of the RTSM using measured input data. This validation procedure minimizes

the error due to incorrectly estimated inputs. The measured input parameters are: outdoor

and indoor temperatures, ground surface temperature, infiltration, globe horizontal solar

radiation, wind speed, wind direction, system air flow rate and surface short wave

absorptances. Table 5.1 shows how the measured data are used in this validation.

c) Modified Model Validation: The modified model uses the same Toolkit algorithm

and input data as that used in the tuned model. In addition, it is able to account for short

wave radiation heat loss through glazed surfaces in the RTSM. The short wave radiation

heat loss is due to short wave radiation from internal gains, diffuse solar radiation, and

the portions of transmitted solar radiation heat gains that are reflected from the floor and

transmitted out of the space through the windows.
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The calculation procedure of the modified RTSM includes a model to determine

the amount of short wave radiation heat gain that is transmitted out of the building space

through the windows. The total diffuse short wave heat gain is calculated as:

q sw,B = q r ,beam,B + q difJuse,B + q sw,fnl B (5.2)

where qr,beam is the portion of the beam radiation that is reflected diffusely from the floor.

By assuming that the beam solar radiation is distributed only on the floor, while

the diffuse solar radiation is distributed uniformly on each interior surface, qr,beam, can be

calculated as follows:

qr ,beam 8 = S floor PI ,floor qbeam,8 (5.3)

where sjloor is the solar fraction and pt,jloor is the Sh011 wave reflectance of the floor. Note

that the values of qbeam and qdijJuse are available in the standard RTSM calculation

procedures. The total diffuse short wave radiation heat loss through the windows is

related to the total short wave heat gain in the zone as shown in equation (5.4).

#\vindows

qsw loss B == qsw B I S k 'I,k
k=O

(5.4)

where S is the solar fraction and Tt is the transmittance of the windows. In the RTSM, the

solar and radiant gains are operated on by RTFs to obtain cooling loads. In order to

properly account for the loss of solar radiation that is reflected from interior surfaces and

leaves the space through the windows, the short wave radiation heat loss must be

calculated and subtracted from the hourly total radiant heat gain before the radiant heat

gain is processed by the RTFs.
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This single modification of the Toolkit RTSM algorithm, will correct the solar

heat gain, but does not account for possible conduction losses from the zone.

Unaccounted for conduction losses occur during periods of high transmitted solar heat

gains when high interior surface temperatures create an adverse temperature gradient that

is not predicted by the RTSM. Since the RTSM relies on air-to-air PRFs to calculate the

conduction heat gain, the method has no way of determining the effect of surface

temperatures on the conduction process.

Modifications to the Toolkit were made in order to use the measured input

parameters in the tuned and modified test suites. Table 5.1 summarizes the use of input

parameters and the associated heat transfer models used in the RTSM. The measured

parameters are the hourly input parameters in the associated Toolkit modules. In addition,

in order to agree with the RTSM assumptions, average measured indoor temperatures are

used in the calculation procedure. The PRFs and RTFs are generated using average

outside and inside surface film coefficients.

Chantrasrisalai et al. (2003) addressed that the inside heat balance parameters

have a major impact on the resulting cooling load. This is particularly true of the inside

convection because it results in a direct contribution to the cooling load. Table 5.2

compares the ASHRAE natural convection coefficients to the ceiling-diffuser convection

coefficients (Fisher et al. 1997) used in this validation. Note that the convection

coefficients in the ASHRAE model are based on "reduced convection" at the ceiling due

to thermal stratification. As a result the ASHRAE model under estimates the inside

convection for the high ventilation rates present in the test buildings.

72



Table 5.1 Summary of input parameters and heat transfer models for the RTSM validation.

Input Data / Heat
Baseline Model Tuned Model Modified Modeltransfer Models

Indoor air
Measured data Measured data Measured datatemperature

• Detailed sol-air • Detailed sol-air

• Simplified sol-air
temperature model, temperature model,
equation (1.2) equation (1.2)

temperature
• Measured outdoor air • Measured outdoor airlTIodel, equation

(1.3)
temperature temperature

Long wave • Measured short wave • Measured short wave•
correction term

absorptances: 0.9 for absorptances: 0.9 for

• Constant outside
roofs, 0.7 for heavy roofs, 0.7 for heavy

Sol-air temperature
film coefficient.

building and 0.6 for building and 0.6 for

• Measured outdoor
light building exterior light building exterior
surfaces surfaces

air temperature
• Measured ground • Measured ground

• Exterior surface surface temperature surface temperature
SW absorptances: • Blast sky temperature • Blast sky temperature
0.9 for roofs, 0.5

model model
for other surfaces

• ASHRAE surface • ASHRAE surface
view factor nlodel view factor model

Modified ASHRAE Clear Modified ASHRAE Clear

Sky (solar) radiation
ASHRAE Clear Sky Sky model with measured Sky model with measured

model global horizontal solar global horizontal solar
radiation radiation

Ground surface
BLAST model Measured data Measured data

temperature

Conduction
State-space conduction State-space conduction State-space conduction

(Seem, 1987) (Seem, 1987) (Seem, 1987)

• Outside: MoWitt • Outside: MoWitt • Outside: MoWitt
model with daily model with hourly model with hourly

Surface convection design wind speed measured wind speed measured wind speed
coefficients and direction and direction and direction

• Inside: ASHRAE • Inside: Fisher et al. • Inside: Fisher et al.
model nl0del (1997) model (1997)

• Outside: Walton • Outside: Walton • Outside: Walton
Surface radiation model (1983) model (1983) model (1983)

coefficients • Inside: Walton • Inside: Walton model • Inside: Walton model
model (1980) (1980) (1980)

BLAST model with BLAST model with 0.25 BLAST model with 0.25
Infiltration 0.25 ACH hourly ACH hourly measured ACH hourly measured

measured values values values
Conduction heat Recommended Splits, Detailed splits, equation Detailed splits, equation

gain splits table 1.1 (1.1 ) (1.1 )
Short wave
correction 0 0 Yes
calculation
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Table 5.2 Comparison of interior convection models.

Convection coefficients ASHRAE Fisher et al.*

Ceiling 1.250 20.497

Wall 4.679 7.294

Floor 4.370 5.380

* - Based on 19.5 ACH

5.2.3 Experimental Procedure

For each set of experiments, the two test cells described in section 5.2.1 were

identically configured. Both test cells had the same interior room configuration and the

indoor temperatures were controlled to the same value for each test. In addition, the test

cells had been sealed before the cooling data were collected.

Four interior room parameters were varied during the tests as shown in table 5.3.

Each parameter was designed to test the performance of different aspects of the RTSM

algorithm. The suspended ceiling, blind, carpet and thermal mass tests provided the

information on convection heat transfer, solar radiation, beam radiation distribution, and

diffuse radiation distribution and thermal storage effect, respectively.

No internal gains were considered in the tests. Test conditions were maintained

for more than 24 consecutive hours prior to data collection in order to allow the space to

reach a steady-periodic state. Measurements were collected on clear days. Hourly cooling

loads were measured and compared to the results of the RTSM baseline, tuned and

modified models.
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T bl 5 3 T t II fia e es ce con IguratIons.

Test 1 2 3 4 5 6

Suspended Ceiling:
2 'x4' lay-in ceiling No Yes No No No Yes

below bar joists

White Venetian Yes Yes

Blinds
No No

(45° slats)
No 0 (Horizontal

slats)

Carpet 0 No No Yes Yes Yes

Thermal Mass: office
furniture including

desks, tables, chairs, No 0 0 0 Yes Yes
and bookshelves filled

with books

5.2.4 Experimental Uncertainty

The uncertainty in the cooling load measurement is related to equation (5.1),

which can be also written as:

Q8 == Pair V 8 C p,air (Tout ,8 - ~'n,8) (5.5)

where v is the measured volumetric flow rate of air. According to the ASHRAE standard

(1985), the uncertainty associated with this measurement is calculated as shown below:

-+J 2 2 2 2 2e. - - ec + ea + eIs + et1p + esp
v

(5.6)

The typical uncertainties provided by the ASHRAE standard for the nozzle discharge

coefficient and the nozzle area are:

ec ± 0.012

ea ± 0.005
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The pressure transducer used in the measurement cannot measure pressure drop below

0.2 i11ches water, therefore the maximum fractional errors for the static and differential

pressure are:

esp ± 0.01

ep ± 0.01

The fan is accurate to provide constant speed ±1 %, i.e. eft == ±O.Ol. Therefore, the

fractional uncertainty in the volumetric air flow measurement is:

e. ± 0.02
v

The uncertainties of the inlet and outlet temperature are estimated as:

Tin == ±O.5 DC

Tout == ±O.5 DC

Thus the uncertainty in terms of temperature difference is:

el1T =-J0.5 2 +0.5 2 ::::;±O.71°C

Since the density and specific heat are calculated based on the measured temperature, the

uncertainty associated with these variables is negligible. The uncertainty of cooling load

is primarily due to the uncertainty associated with the volumetric flow rate and

temperature difference. The fractional uncertainty of cooling load is therefore calculated

as:

or
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For a 10°C temperature difference, the uncertainty of the measured cooling load would

be about ±7.4%.

5.3 Results and Discussions

5.3.1 Predicted Heat Gains

For a 40 C (104 F) design day outside dry bulb and constant 25 C (77 F) inside air

boundary temperatures, table 5.4 shows the individual heat gain contribution to the total

heat gain for the light weight building with the base configuration. The heat gain

fractions were calculated from the following formulation:

24

Lq8
* _ 8=1q - 24

Lqtot,8
8=1

(5.7)

The fractions of infiltration, air-to-air conduction, transmitted solar and internal heat

gains are shown in the table:

Table 5.4 Typical Light Building Heat Gain Splits

Component Heat * * * *
Gain q infil q cond q solar q internal

Heat gain
0.65% 31.85% 67.500/0 0.0%

fraction

For the test building, the cooling load is dominated by the solar heat gain with a

significant contribution from the conduction heat gain. Infiltration is insignificant, and

internal gains are non-existent. Since the air-to-air conduction heat gain is calculated

using the sol-air temperature and air-to-air PRFs, the conduction heat gain includes

convection, long wave radiation and surface incident solar radiation in addition to
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surface-to-surface conduction. As a result, the contribution of air-to-air conduction to the

total heat gain is relatively high.

The heat gain splits shown in table 5.4 represent extreme operating conditions,

and the procedural error associated with these conditions is significant. Rees calculated

the deviation of the peak RTSM cooling load from the peak HBM cooling load for 1296

cases. Figure 5.4 shows the experimental test case data predicted by the modified RTSM

superimposed on the Rees data.

700 -_.---~~--~.........................~--_._. ---
#
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"0
co 4000
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~ 300co
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~
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HBM Peak Load, W/m 2

Figure 5.4 Comparison of Toolkit Results with Rees Parametric Study (Rees 2002).

As shown in the figure, the experimental test cases are well within the expected range of

uncertainty for the RTSM even though they represent extreme operating conditions.

Figure 5.4 shows a deviation from the heat balance of less than 23% for all cases,

even when the peak cooling load is relatively low. For cooling loads greater than 300

W/m2 (95.13 Btu/hr-ft2) the modified RTSM deviates from the HBM by less than 17%.
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5.3.2 Modeling ofThermal Mass Effect

The thermally massive test cell was constructed of eight-inch (20.32 cm), filled,

heavyweight concrete block with a brick veneer, a five-inch (12.7 cm) concrete roof and

a five-inch (12.7 cm) concrete floor. The lightweight test cell consisted ofwood-fralned

walls with an exterior insulated finish system (EIFS) veneer, a built-up insulated roof and

a 3.5-inch (8.89 cm) concrete floor. Both test cells had large windows (50% glazing) on

the south and west walls. The periodic response factors shown in Figure 5.5 illustrate the

different thermal responses of the building elements.

Wall PRF Roof PRF

N
N

~ 0.2

~ 0.15

~ 0.1
LL

g: 0.05

O~r;.-,~~~~~~~~~~
N
N

0.25 -r----~-'----~-----.-------.-~0.08

~ 0.06
g
~ 0.04

u:
I ~ 0.02

Hour Hour

I~ Light Bldg ......g........ Heavy Bldg I I~ Light Bldg -B- Heavy Bldg I

Floor PRF

0.000212

~ 0.00021

.§.. 0.000208
~u: 0.000206

g: 0.000204

O. 000202 +-.---.--.--....---r-"~.....--r-,--,-...,-r--,--,-..,..--r--r-r-.,..,.--.r-i

Hour

I---&- Light Bldg -Q- Heavy Bldg I

Figure 5.5 Periodic Response Factors for Test Buildings Surfaces.

The abrupt change of the wall and roofPRFs for the light building means that the

thermal responses of these surfaces are faster than the heavy building wall and roof.
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Based on the surface response factors, one might expect the zone thermal response to be

significantly different for the two buildings. However, the dominance of the solar heat

gain ensures that the RTFs rather than the PRFs will largely determine the zone response.

Figure 5.6 shows the radiant time factors for diffuse and beam solar radiation.

Beam RTF Diffuse RTF

0.7 0.7

0.6 0.6

0.5 0.5
u- 0.4 u.. 0.4
I-- I--
~ 0.3 0:: 0.3

0.2 0.2

0.1 0.1

0 0
~ (V') L{) I"- m ~ (V') L{) r-- m N (V') ~ (V') L{) I"- m ~ C"? L{) I"- m N (V')

~ ~ ~ ~ ~ N ~ ~ ~ ~ ,.- N

Hour Hour

10 Light Bldg. Heavy Bldg I 10 Light Bldg • Heavy Bldg I

Figure 5.6 Radiant Time Factors for Test Buildings.

The difference between diffuse RTF and beam RTF is due to different radiation

distributions. The diffuse RTF assumes that radiation is distributed uniformly on all

interior surfaces, the fast thermal response of the light weight walls and roof causes the

diffuse RTF to decrease faster. The beam RTF assumes that radiation is distributed only

on the floor; and since the building floor constructions are similar, the zone RTFs are also

similar. The overall effect of the building thermal mass is shown in Figure 5.7. The figure

shows the measured cooling load for the two buildings under identical operating

conditions. As shown by the 'Load' plot, the thermal mass of the heavy building damps

the peak load by 25% but shows no discernible shift in the peak hour. The 'Fraction of

Peak Load' plot shows the same cooling load profiles normalized as follows:

Q
_ Qesl - Qmin,exp %

N -

Qmax,exp - Qmin,exp

80

(5.8)



where QN is the normalized cooling load; Qest is the estimated cooling load; Qmin,exp and

Qmax,exp are the minimum and maximum measured cooling loads, respectively. Presenting

the measured data in this way shows that the thermal response time of the two buildings

are very similar in spite of significant differences in the building thermal mass.
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Figure 5.7 Thermal Mass Effects.

As reported by Chantrasrisalai et al. (2003), the HBM correctly predicts both the peak

load reduction and the peak time. The HBM models were therefore used in a small

parametric study to gain additional insight into the thermal response of the experimental

buildings. As a result of this simulation study, the following conclusions are reached:

• The high percentage of glazing on the south and west walls (50% by outside

surface area) effectively "short-circuits" the building thermal ll1ass. Removing the

windows in the simulation study results in a significant time shift.

• The peak time is relatively insensitive to the magnitude of interior convection

coefficient. High convection coefficients associated with 19.5 ACH and natural

convection coefficients for both high glazing and no glazing cases result in less

than a O.S-hour change in the peak hour.
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Although the convection coefficient has little effect on the peak time, it has a significant

effect on the magnitude of the peak load. Chantrasrisalai et al. (2003) shows that

significant error can be introduced in the peak load calculation by 110t adjusting the

convection coefficients to match the ventilative flow rate required to meet the hourly

cooling load. For example, using the ASHRAE default (natural convection) correlations

to model the heavyweight buildings (which required 20 ACH to tneeting the cooling

load) results in under-prediction of the peak load by more than 20%.

5.3.3 Prediction o{Peak Cooling Loads

Cooling load data for each of the test configurations were collected and compared

with the RTSM predicted results as s110wn in figures 5.8 and 5.12 to 5.14. Each plot

shows both measured and predicted hourly cooling loads which are defined in the figures

as follows:

Measured - Measured cooling load

HBM - Cooling load predicted by heat balance method with measured input data

RTSM-Baseline - Cooling load predicted by the RTSM-Baseline model

RTSM-Tuned - Cooling load predicted by the RTSM-Tuned model

RTSM-Modified - Cooling load predicted by the RTSM-Modified model

All cooling loads are shown as a fraction of the measured load range. The actual load

range (peak load and minimum load) used to calculate the fraction of full load is also

shown in each figure. Showing the data as a fraction of measured load facilitates

estimation of the peak load error associated with the RTSM and the HBM for each case.

The peak error associated with each method can be read directly from the graphs.

82



5.3.3.1 Test 1: Base Configuration

Test 1 compares the measured cooling loads for an empty room with the RTSM

predicted loads. The comparison is shown in figure 5.8. The difference between the

RTSM-Baseline and tuned and modified models is a result of the different solar radiation,

sol-air temperature, convection and conduction heat gain split algorithms used by the two

models (Table 5.1). As expected, the tuned model results match the measured data better

than the baseline model results. During the off-peak hours, conduction and convection are

the dominant heat transfer processes in the space. The effect of using different convection

algorithms in the models is apparent, as shown in the significant difference in cooling

load.

(a) Light Building
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1.6 -, _ ,
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Figure 5.8 Test 1 - Base configuration.

Although most of the input uncertainties are eliminated in the tuned model, the

RTSM still over predicts the peak cooling load. This is due to two uncorrected errors in

the Toolkit RTSM. First the adiabatic zone is always assumed in the RTF calculation

results in under prediction of the conduction heat loss as discussed in section 4.5. Second,

solar radiation heat losses by transmission out of the space through the glazed surfaces

are unaccounted for in the Toolkit algorithms. Although the conduction heat loss error is
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not easily corrected in the Toolkit algorithms, the radiation correction as discussed in

section 5.2.2 was included. The RTSM-Modified curves represent the RTSM-Tuned

model with the short wave heat loss correction. As shown in figure 5.8, the correction can

reduce the peak load errors in both buildings by about 50%.

In addition to the heat loss from short wave radiation and conduction, error is

introduced in the RTSM by assuming that surface convection and radiation coefficients

are constant. This time invariant assumption, which is necessary for simplified PRF

calculations, also influences the COllduction heat gain split calculations as formulated in

equation (1.1).

The damping effect of the thermally massive heavy building is also shown in

figure 5.8. The cooling load is shifted off peak by the heavy building resulting in a 25%

reduction in the peak cooling load.

5.3.3.2 Test 2: Suspended Ceiling

Tllis test configuration required installation of suspended ceilings in the test cells,

as shown in figure 5.9. Note that the diffuser remained fixed at the sanle level for both

the suspended ceiling and the base case configuration. The correlation used to obtain the

ceiling convection coefficient was a better match for the suspended ceiling case than for

the base case. That is, the correlations were developed for an attached radial ceiling jet

(Fisher et aI., 1997). As a result, the error in the cooling load predicted by the RTSM was

less for the suspended ceiling case as shown in figure 5.10. The basic trends, however,

were the same with the radiation loss correction significantly improving the results, and

the remaining peak errors about the same for the both buildings.
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Figure 5.9 Test cell configurations.
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Figure 5.10 Test 2 - Suspended ceiling.

5.3.3.3 Test 3: Venetian blinds

The Venetian blind configuration is the same as the base configuration but with

blinds mounted just inside the interior window surfaces. Figure 5.11 compares the hourly

cooling load predicted by the various RTSM models. Note that since there are shades 011

the windows, a higher percentage of solar beam transmitted heat gain is blocked.

However, the diffuse solar heat gain could be higher than the previous cases

because a portion of the transmitted beam radiation could be diffusely reflected into the
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test cells. As a result, the reflected solar loss correction (RTSM-Modified) still showed a

significant improvement over the other models. On the other hand, the blinds may

influence the interior convection heat transfer coefficients on the window surfaces. This

increases the uncertainty in the conduction calculation. The uncertainty of the shading

coefficient also introduced error in the solar radiation calculation.
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Figure 5.11 Test 3 - Blind with slats at 45°.

5.3.3.4 Test 4: Carpet

Figure 5.12 shows the cooling load comparisons for the carpet configuration. The

results are consistent with the previous cases showing that the RTSM results deviate froln

the heat balance results as expected. As shown in the figures, the HBM significantly

overpredicts the peak load for the carpet cases. Discussions on these results can he found

in the paper of Chantrasrisalai et al. (2003).

Although the RTSM over-predicts the heat balance load by less than 200/0, it over-

predicts the measured load by approximately 30%. This result illustrates the dependence

of the RTSM on the heat balance procedure. Errors in the heat balance 'calculations are

propagated to the RTSM through the radiant time factors and periodic response factors.



On the other hand, fundamental improvelnents in the heat balance parameters and

algorithms will also be propagated to the RTSM resulting in overall improvement of the

predicted cooling loads relative to the measured data.

(b) Heavy Building (a) Light BuildingI 1.6
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Max =2682A95 W
Min =-1184.761 W

Figure 5.12 Test 4 - Carpet.

5.3.3.5 Test 5: Thermal Mass

The thermal mass configuration is the carpet configuration with some office

furniture and books. The results shown in figure 5.13 are for the light building.

Comparing these results to figure 5.l2a, the RTSM-Modified model result is slightly

more accurate for the thermal mass configuration. Since diffuse radiation is assumed to

be distributed uniformly over all internal surfaces, the error reduction is due to the

thermal mass shared portion of diffuse radiation heat gain, the amount of unaccounted for

conduction loss from other surfaces is less than that of the carpet configuration. However,

since solar radiation is the dominant heat gain in this zone, the increase of thermal mass

cannot improve the RTSM results significantly.
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Figure 5.13 Test 5 -Thermal mass.

5.3.3.6 Test 6: Combined Configuration

Figure 5.14 shows cooling load comparisons for the combined configuration. This

configuration includes,blinds, carpet and thermal mass. The blind slats are in a

horizontal position resulting in higher beam solar radiation heat gains compared to the

blind configuration. The blinds lnay also influence the surface convection coefficients in

this test. The t11ermal mass in the test cells alleviates the unaccounted for conduction

error and the suspended ceiling results in a better approximation of the interior

convection coefficient at the ceiling level. The RTSM results behave consistently with

the other configurations.
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Figure 5.14 Test 6 - Combined configuration.
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contribution of 67.5% of the total heat gain. For typical applications, the error is

expected to be much less.

Figure 5.15 shows the office configuration calculated results for the test buildings

modeled with a normal sized window [I.52-m by I.52-m (5-ft by 5-ft)] on the west-

facing wall. The window was changed in the model to a double-pane, low emissivity

glass and is shaded all the time with a 45° Venetian blind. The boundary conditions are

40 C (104 F) design day outside dry bulb and constant 25 C (77 F) inside air

temperatures. Internal heat gains were also considered in this simulation: two people are

working in each building during office hours; two computers are used continuously and

are in saver mode in the evening until the people come back the next lTIoming; two 40 W

lamps are on when the people are there.

Light Building

1 3 5 7 9 11 13 15 17 19 21 23

Hour

Max = 1781.50 W

Min = 125.36 W

Heavy Building

"0 1.2 ,. ,
~

.Q 1

.¥
~

~ 0.8
:E
~ 0.6

'0 0.4
c::
o
U 0.2
E

LL 0 -f--r----r--r---,.-:-.r~--..--~-r--r-.....---.--,---,-........-..,.__._...--r--r-r-i

1 3 5 7 9 11 13 15 17 19 21 23

Hour
Max =1611.156 W
Min = 646.33 W

Figure 5.15 Simulations for typical building configurations.

As shown in Figure 5.15, the RTSM results are almost identical to the HBM results. The

off-peak load difference is due to the constant film coefficients used in the RTSM. Table

5.6 sumlnarizes the individual heat gain contribution to the total cooling load for the light

building. Comparing these heat gains to the experimental heat gains (table 5.4), table 5.6

shows that the air-to-air conduction heat gain dominates the thermal processes. Although
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the window area is smaller, the transmitted solar heat gain still contributions significantly

to the total cooling load. The internal heat gains are about 50% of the transmitted solar

heat gains. The infiltration rate was not changed for the typical office simulation.

Table 5.6 Heat gain fractions for typical building configurations.

Component Heat . . '" '"
Gain q injil q cond q solar q internal

Heat gain
2.78°;6 55.810/0 27.42% 13.99%

fraction

5.4 Conclusions and Recommendations

The experimental results illustrate the utility of the RTSM, even for the extren1e

case of a conditioned sunspace with no internal gains. As far as the peak load is

concelned, although it has detailed input infonnation, the tuned model does not show

significant improvements over the baseline model. The modified RTSM over-predicts the

heat balance by less than 20% for the well-defined zones. This is quite reasonable for the

heat gain split (67.50/0 solar) observed in the experiments. Simulation of a typical

building configuration with internal heat gains and less transmitted solar radiation, shows

that the RTSM can be expected to match the HBM predicted peak cooling load for

typical configurations.

The experimental results also highlight the importance of the reflected solar

radiation correction for highly glazed zones. This correction can be easily implemented

using infonnation already available in the RTSI\1 algorithms. It is recommended that the

correction be included in the next version of the ASHRAE Loads Toolkit. Additional

work to correct for the conductio!1 losses from the zone is not recommended. The

adiabatic zone assumption is an implicit simplification in the RTSM; derivation of

91



additional correction factors unnecessarily complicates the method. Rather, future

research should be aimed at improving the heat balance models and refining and

cataloging model input parameters. Improvements in the HBM will be propagated to the

RTSM and result in the improved accuracy of both methods.

The research also illustrated the importance of choosing interior convection heat

transfer coefficients on the basis of the ventilative flow rate. Using natural convection

based correlations for high ventilative flow rates can result in significant error in the

calculated cooling load. Finally, the dominant effect of windows in determining the peak

hour for the experimental buildings was illustrated by the research results. The 500/0

glazing on west and south walls completely eliminated any peak hour shift between the

heavy and light buildings. Additional research is required to determine the effect of

advanced glazing systems on the peak cooling load.
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CHAPTER 6

CONCLUSIONS AND RECOMMENDATIONS

6.1 Conclusions

This thesis discussed the implementation and validation of the radiant time series

method (RTSM) for cooling load calculations. The RTSM uses periodic response factors

(PRFs) and radiant time factors (RTFs) to simplify the cooling load calculation

procedures. PRFs represent the thermal response of a wall to a single steady periodic

temperature pulse. Using PRFs with sol-air temperatures, the transient conduction

problem is simplified such that conduction heat flux can be directly related to

temperatures only. Similar to PRFs, RTFs represent the thermal response of a zone to a

single steady periodic radiant pulse. In the RTSM, heat gains are split into convective and

radiative components. The convective heat gains are directly contributed to the

instantaneous cooling loads, while the energy storage and release effects of the radiative

heat gains are operated on by the RTFs to become cooling loads. Both PRFs and RTFs

are predetermined coefficients in the RTSM.

A calculation procedure to derive PRFs from conduction transfer functions

(CTFs) is described in chapter 2, where the "air-to-air" and "surface-to-surface"

CTFs/PRFs were clarified in terms of their physical meanings and applications. The

procedures of using the ASHRAE Loads Toolkit modules to calculate CTFs and PRFs

were discussed. A computer program using the Toolkit Modules was presented to
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effectively calculate CTFs and PRFs for any constructions. The program outputs were

evaluated based on:

1. Physical significance of the CTFs and PRFs.

2. Comparison to the published data.

3. Steady state accuracy.

The results showed that the outputs are satisfactory. An uncertainty analysis using the

computer program showed that for a test case with 3.4% error in V-value resulted in less

than a 1.5% error in the cooling load.

In addition to the calculation of the CTFs/PRFs, the application range of the

Toolkit CTFs (state-space and Laplace) was investigated in chapter 3. The range of

applicability is measured with Fourier number and thermal structure factor in the form of

l/(FoSie) to quantify the CTF solution error in conduction calculations. The higher value

of 1/(FoSie) , the larger application range ofCTFs is. For a 5% error bound, the state­

space CTF shows a relatively constant application range (1/(FoSie)z450) for the entire

range of the number of layers, while the application range for the Lapalce CTFs

decreases as the number of layers increases (1/(FoSie)z800 for single-layered slabs). The

sources of the CTF solution error were due to the CTF calculation and CTF application.

The investigation showed that the CTF solution errors are larger for the thermally

massive constructions because of the small amount of conduction heat fluxes. As a result,

the impact on the resulting cooling load is small.

A heat balance based calculation procedure to calculate RTFs is described in

chapter 4. The difference between beam and diffuser RTFs was discussed. Since existing

RTF data are not available in the literature. A computer program using the Toolkit
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Modules was presented to conveniently calculate RTFs for any particular zone geometry

and construction. The program outputs were evaluated in tenns of the physical

significance of the RTFs. The results are satisfactory with an error less than 0.5%. The

results also showed that the beam and diffuse RTFs are approximately the same if the

thermal capacitances of all building envelope elements are similar. The use of RTFs in

the RTSM was also discussed in the chapter. Since RTFs are calculated based on an

adiabatic zone assumption, the use of RTFs in the RTSM results in overprediction of

cooling loads, especially for zones with high radiant heat gains.

The experimentally validation results of the RTSM were reported in chapter 5. To

investigate the error due to the 'adiabatic zone assumption' used in the RTSM, cooling

load data were collected from a heavy weight and a light weight test cells that are

constructed with highly glazed surface area. Using the ASHRAE Loads Toolkit

algorithm, the RTSM was validated in three versions: baseline, tuned and modified. The

baseline model is based on minimum number of input parameters, and use simplified heat

transfer models to run the RTSM. rrhe tuned model uses detailed input data and

sophisticated models in the cooling load estimation. Based on the same input data and

heat transfer models of the tuned models, the modified model was developed to correct

the possible radiation heat loss from windows. The RTSM validation was conducted by

comparing predicted cooling loads to the measured data for different test cell

configurations. The validation results showed that all the RTSM versions overpredicted

the peak cooling loads for all the test cases. The baseline and tuned models predicted

similar peak load errors. The modified model effectively reduces the peak load errors

predicted by other models. For a well-defined zone configuration, the modified model
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overpredicted the peak cooling load by 12.66%, while the tuned model overpredicted the

peak cooling load by as much as 36.98%. Other possible sources of error of the modified

model come from the unaccounted for conduction heat loss through the building envelope

and the constant film coefficients used in the RTSM. Errors are also propagated from the

heat balance method (HBM). The validation results also showed that the dominant

amount of solar radiation heat gains through the windows completely eliminated the

phase hour shift between the buildings. The magnitude of the i11terior convection

coefficient although does not apparently influence the peak time, it has a significant

effect on the magnitude of the peak load.

6.2 Recommendations

As a result of this investigation, the followings are suggested regarding the

accuracy of the RTSM in cooling load calculations:

• For a 5% CTF error bound, the Laplace CTFs are recommended to use if the

number of layers of a building fabric is less than 6. The application range of the

Laplace CTFs changes from 1/(FoSie)z800 for single-layered slabs to l/(FoSie)z

450 for 6-layered slabs. The state-space CTFs are recommended if the number of

layers is more than 6. The application range of the state-space CTFs is at

1/(FoSie)z450 for the entire range of the number of layers in the Toolkit

algorithm.

• In case of a building with similar thermal capacitances on all surfaces, a single set

ofRTFs is enough to convert all kinds of radiation heat gains into cooling loads.
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As a result, the RTSM calculation procedures can be further simplified but

without loss of accuracy.

• Since the short wave radiation correction on the adiabatic zone assumption

significantly improves the RTSM on peak load estinlations. It is recommended to

include the short wave radiation correction in the future version of the RTSM.

• Although short wave radiation heat loss can be corrected, it is still not

recommended to apply RTSM on buildings with highly conductive surface area

due to the unaccounted for conduction heat loss in the RTSM.

• To preserve the simplified calculation procedures of the RTSM, additional work

on the correction of the conduction heat loss through the building envelope is not

recommended. Rather, future research should be focused on improving the heat

balance models. Since the errors of the HBM are propagated to the RTSM,

improvement in the HBM will also improve the R'rSM accuracy.
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