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Abstract: The purpose of this study was to investigate tfecebf Getting Things Done
™ (GTD) software on the motivation and self-reglatof pre-service teachers in an
introductory Educational Technology courggetting Things Done ™oftware has the
potential to provide pre-service teachers with sitpee influence on their personal
growth in relation to their accomplishments in tdoeirse. This dissertation attempts to
integrate an examination of motivation and selfutagion for pre-service teachers with
the use of5etting Things Done™oftware. The study was a concurrent mixed methods
study, employing both quantitative and qualitativeasures, to determine and ascertain
the differences in motivation and self-regulati@ivizeen comparison groups.
Comparison groups consisted of eight intact sestadrihe Educational Technology
course, randomly divided into equal numbers of @rpental and control groups. The
Motivated Strategies for Learning Questionnaire @ and a researcher developed,
Likert-type scale, were utilized for the pre- ara$ptest component of the study.
Additional qualitative data was collected througterviews with eight randomly selected
participants from the experimental groups at thet @frthe study. Paired sample t-tests,
independent samples t-tests, and Pearson bivaoatelations were conducted on the
guantitative data. The qualitative interviews weamscribed and analyzed for themes.
Significant results were discovered in both theegxpental control groups for the MSLQ
subscales and the Likert-type data. As a redtdt;rative causes for significance were
considered. The number of significant resultsathlgroups point to unexpected
conseqguences via an unintentional cause. It is\umal that there were statistically
significant changes in both groups because consdrictors for the experimental groups
and the control groups modeled the components & @a their use of the online course
platform, Desire2Learn (D2L), for calendaring, reders, and course materials, which
closely mimicked the components of the GTD softwareall of the classes. Therefore,
due to course structure, all students were prowdédinformation and tools to stay
connected to and on top of course material viatiime course platform and were not
forced to seek out alternative methods to stayrorgal.
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CHAPTER |

INTRODUCTION

The world of technology is constantly changing amdlving. Those teaching
others to use technology are in a continual steiggbalance existing programs and
applications with newly released products. A fartbhallenge exists for teacher
educators in technology preparation courses. Niytao these educators instruct pre-
service teachers in how to use these programshanaipipropriate application of the
technology, but also they must educate these fidaehers on ways in which technology
can be effectively integrated into K-12 classroamienments.

Unfortunately, the overwhelming number of prograand applications to be
taught in these courses can put a strain on pxwesdeachers. Tarafdar et al. (2007)
found thattechnostressr stress from too much computer technology caiseaverload,
privacy invasion, inability to deal with the compiiges of the technology, and lead to a
fear of technology. Aoki and Downes (2003) discedethat students struggle when they
endeavor to manipulate more technology than thiek tiney can handle.

Balancing technology and coursework assignmentsarclassroom is difficult
for many students. Learning to use new progrardsstaying current with course
assignments can be daunting tasks. Trying to balaaursework, technology

instruction, and future technology implementatioayrbe an overwhelming process for



for pre-service teachers. Kinzie (1990) notes léarners to be effective, they must be
able to make appropriate instructional choices daseeffective learning strategies, and
they must be motivated by a desire to learn” (p.Kinzie also believes that learners
who use self-regulated learning methods will dertrates better ongoing motivation to
learn.

Zimmerman (2008) states that current research difoals on the ways
motivational feelings and beliefs of students iaflaes their ability to begin and sustain
changes in self-regulation of learning. AdditidpaDexter, Doering, and Riedel (2006)
contend that while National Educational Technol&ggndards for Teachers have been
implemented in higher education programs, pre-seri@achers need opportunities to
learn to use technology. Topper (2004) discovénatipre-service teachers graduating
from a teacher education program did not have eiméicdence or capability to utilize
basic technology in their own classrooms. Collstgelents face a variety of obstacles to
successfully complete their coursework includirgnpeting demands from different
courses, lack of personal confidence in their 8bib accomplish tasks, and insufficient
knowledge in applying technological applicationdédp with assignments. This
research study attempted to address several @& tb&ses for pre-service teachers in an
introductory Educational Technology course.

Purpose of study

The purpose of this study was to investigate tfecebf Getting Things Doné&"
(GTD) software on the motivation and self-regulatad pre-service teachers in an
introductory Educational Technology course. Thseagcher hypothesized pre-service

teachers who used GTD software would demonstrgteater increase in motivation and



self-regulation scores on the Motivated Stratefesrning Questionnaire (MSLQ) than
pre-service teachers who did not utilize the GTiveare.
Resear ch question

The research question guiding this current study. W2o pre-service teachers in
an introductory Educational Technology course u§letting Things Done™oftware
demonstrate an increase in motivation and selflagign?
Statement of the Problem

Randi (2004) believes that self-regulated learsitngtegies are essential skills for
teachers to develop. Randi suggests one way &laeself-regulation skills is to
provide related learning experiences. To explawe the motivation and self-regulation
of pre-service teachers is affected®gtting Things Done ™$oftware, a related learning
experience was presented to students in the expetaingroups. According to Self-
Determination Theory (Ryan & Deci, 2002), peoplgéthe natural tendency to pursue
challenges and ascertain new perspectives dueitmate desire to expand their
interests. The authors go on to say that broadgrensonal capacities as well as
conveying talents and inclinations is part of alinirag their human potential. Self-
Determination Theory was utilized as a foundatiantlhis research and will be briefly
discussed.
Theoretical Approach: Self-Determination Theory

Self-Determination Theory (SDT) is “an organisndiedectical theory that views
human beings as proactive organisms whose natunarimsic functioning can be either
facilitated or impeded by the social context” (Detal., 1994, p. 120). The organismic

framework in this theory demonstrates that humae& growth, challenges and self-



actualization to become successful. The dialeaterface in this theory holds that
actualization is at one end of the spectrum anddcel environment is at the other; one
end or the other of the spectrum can facilitatblock an individual’s tendencies (Ryan
& Deci, 2002).

The focus of the theory is on individual growthdencies and inherent
psychological needs which influence self-motivataod personality integration (Ryan &
Deci, 2000a). According to this theory, peopledanate predispositions to integrate
human nature and social contexts that can eithatipely or negatively influence the
individual's behaviors. To promote healthy intetleal or emotional functioning in
humans, three specific needs should be met: comesteelatedness, and autonomy
(Ryan & Deci 2002).

SDT has evolved through over thirty years of exgtion and research. Today’s
theory is comprised of four mini theories: Cogretizvaluation Theory, Organismic
Integration Theory, Causality Orientations Theanyg Basic Needs Theory (Ryan &
Deci, 2002). Cognitive Evaluation Theory describes social contexts influence
intrinsic motivation. Organismic Integration Thg@xplains extrinsically motivated
behaviors. Causality Orientation Theory detaiffedences in orientations towards the
social world. Basic Needs Theory illustrates tslatronship between motivation and
goals towards health and wellbeing.

Black and Deci (2000) offer the opinion that S¥Es motivated behaviors as
spanning the spectrum of internal locus of contratéxternal locus of control. Those in
the internal locus of control are considered tonbensically motivated. Those in the

external locus of control are seen as extrinsiqalbyivated. Intrinsic and extrinsic



motivation are additional key components of SDTansteenkiste, Lens, and Deci (2006)
differentiate intrinsic motivation or “engagementan activity for its own sake” (p. 20)
from extrinsic motivation or “engaging in an actyvto obtain an outcome that is
separable from the activity itself” (p.20). Blaakd Deci (2000) believe that intrinsically
motivated behaviors are carried out due to inteardtare autonomous. Furthermore,
“autonomy-supportive contexts tend to maintainrdrance intrinsic motivation and
promote identification with external regulationdyile controlling contexts tend to
undermine intrinsic motivation” (Black & Deci, 2000. 742). Ryan and Deci (2006)
note that SDT “views the issue of autonomy as at@eynderstanding the quality of
behavioral regulation” (p. 1562). They also se@@aomy as a quality of self-regulation.

On the other side of the spectrum is extrinsic waiebn. Ryan and Deci (2000b)
see extrinsic motivation as non-autonomous andastimg with intrinsic motivation.
According to the authors, extrinsic motivation axtirinsically motivated behaviors
occur due to outside consequences and control.t¥@migste et al. (2004) offer the
opinion that within SDT, “learning is an active pess that functions optimally when
students’ motivation is autonomous (vs. controlled)engaging in learning activities
and assimilating new information” (p. 247).

Ryan and Deci (2006) explain that they “attempapply self-determination
theory and the empirical evidence it yields in éostg healthy self-regulation and
positive mental health” (p. 158). Furthermore, \faeskiste, Lens, and Deci (2006)
believe that SDT explains differences in learnitrgtegies, performance and persistence

in students.



Significance of the Study
The results from this research will advance thdewstanding of the relationship
between motivation and self-regulation when incoapiong Getting Things Done™
software with pre-service teachers in their Educeti Technology course. This research
will also set the stage for future research widsthconstructs for this or other
populations. Finally, the research will add todany information on the topic of
motivation and self-regulation in pre-service tessh
Assumptions of the Study
1. Subjects participating in the study are a reprediet sample of pre-service
teachers attending the university under study.
2. Subjects will respond honestly to the questionthenMSLQ and the open-ended
guestions in the pre- and post-testing processes.
3. Subjects participating in the interviews will respichonestly and truthfully to the
guestions posed to them during the process.
4. Subjects in the experimental groups will utilize @etting Things Done™
software during the course of the semester.
Limitations of the Study
1. The sample is limited to pre-service teachers &doh introductory Educational
Technology courses taught by multiple instructors.
2. The sample size may limit the generalizabilitytué tesults of the study.
3. The population of pre-service teachers may limetdgeneralizability of the results

of the study.



4. The duration of the study is relatively short inura (16 weeks) and may have an
effect on the generalizability of the study.
5. The qualitative data in this study could have iptetations other than those found
by the researcher.

Definition of Terms
Pre-service teacherStudents enrolled in teacher education progr@ndegree granting
institutions of higher education.
Educational Technology:The study and ethical practice of facilitatirggatning and
improving performance by creating, using and mamgagppropriate technological
processes and resources” (Richey, 2008, p. 24).
Educational Technology 3123 (EDTC 3123n undergraduate level course for pre-
service teachers in the field of education at avististern university. The course covers
planning and developing instruction using educationedia and technology. The course
also covers materials development, contemporarlcappns of computers and other
electronic systems for instruction as well as irdéign of instructional design,
instructional media, and instructional computif@SU Course Catalogue, 2012-2013).
Self-regulationSelf-generated thoughts, feelings, and actionsahaplanned and
cyclically adapted to the attainment of personallgb(Zimmerman, 2000, p. 14).
Self-regulated learning®Self-directive processes and self-beliefs thatbdm&earners to
transform their mental abilities...into an academadf@rmance skill” (Zimmerman,
2008, p. 166).

Motivation: Sense of energy or activation regarding an endtré@yan & Deci, 2000Db).



Intrinsic Motivation: Accomplishing something due to innate interesiafiR& Deci,
2000b).
Extrinsic Motivation:Accomplishing something due to an external infeee(Ryan &
Deci, 2000b).
Web 2.0
“A trend in the use of World Wide Web technologylameb design that aims to
facilitate creativity, information sharing, and, stmotably, collaboration among
users. These concepts have led to the developmdrewvalution of web-based
communities and hosted services, such as socwbndng sites, wikis, and blogs.”
(http://en.wikipedia.org/wiki/Web_2, 2008).
Getting Things Done™:David Allen’s (2001) productivity and organizatidomaethod.
The method is based on two objectives. First,uramverything that needs to be
accomplished in a logical and trusted organizagigstem outside of one’s thoughts.
Two, use discipline to make front-end decisionsulitems in one’s life and making
plans for items that will be occurring in the fugur
Getting Things Done™ softwar@rganizational and productivity software designed t
assist individuals in completing tasks and eventsiwpredefined time frames as well as
planning for long range goals.
Conclusion
Pre-service teachers have only a short periodrad to learn as many
competencies and skills as possible for their ttimmsto in-service teaching. Assisting
these pre-service teachers with the developmeadditional tools for the classroom is

one goal of the Educational Technology courGetting Things Done™oftware has the



potential to provide pre-service teachers with sitpee influence on their personal
growth in relation to their accomplishments in tbagirse. This dissertation attempts to
integrate an examination of motivation and selfutajon for pre-service teachers with
the use of5etting Things Done ™oftware.

Chapter 1 outlines the purpose, statement of thiel@m, research question,
theoretical approach, assumptions and limitatidribestudy, and definition of terms. In
the chapters that follow, the research will be aigd in the following manner. Chapter
2 contains a review of literature relevant to theeiarch topic including a) Pre-service
Teachers, b) Self-Regulation, c) Motivation, d)f$&kgulation and Motivation, ére-
service Teachers, Self-Regulation and Motivatipiy/éb 2.0, and glpetting Things
Done™ Chapter 3 discusses the research methodolagyding general procedures,
subject information, a review of the quantitativel aualitative materials utilized in the
study, study procedures, and data analysis. Cha@mmarizes and discusses the
results from the study, including quantitative apulitative data. Chapter 5 concludes
the research by connecting the results to exisitexgture, addressing limitations and

implications, and offering suggestions for futuesearch.



CHAPTER Il

REVIEW OF LITERATURE

Introduction

The purpose of this study was to investigate tfecedf Getting Things Done™
(GTD) software on the motivation and self-regulatad pre-service teachers in an
introductory Educational Technology course. THefing research question was
addressed: Did pre-service teachers in an inttodg&ducational Technology course
usingGetting Things Done ™oftware demonstrate an increase in motivationsaffe
regulation? This chapter will review literaturéated to the research by looking at the
following areas: a) Pre-service Teachers, b) Seljtfation, c) Motivation, d) Self-
Regulation and Motivation, &re-service Teachers, Self-Regulation and Motivatip
Web 2.0, and g§etting Things Done™
Pre-service Teachers

Pre-service teachers are students enrolled ilhéeacucation programs at degree
granting institutions of higher education. Thesglents traditionally seek college
degrees in one of three areas. The first is Eahnijdhood Education, or education of
children younger than 5. The second is Elemertarycation, or education of children
in grades 1-8. The third is Secondary Educatioedocation of children in grades 6-12.

According to Ottensen (2007), “teacher educatiamsigally made up of three parts:

10



academic coursework providing subject-matter kndg#e professional coursework
focusing on pedagogical issues, and field expeeehring internship periods” (p. 613).

One form of professional coursework essentialr@paring today’s pre-service
teachers for their classrooms is instruction oratively implementing technology into
the educational process. While Strudler and W€iZ99) note that pre-service teachers
will be less inclined to use technology when theach if their education faculty do not
use it in the college classroom, there is enconagews regarding the technological
preparation of pre-service teachers. The Nati@eaiter for Education Statistics (NCES)
(2007) published findings related to Educationatir®logy in teacher education
programs. The report found that 57% of all Titledegree-granting instructions offer
teacher education programs. Of those offeringneaeducation programs, 100% report
some sort of technology integration into the tea@ueication process. That percentage
can be translated to integrating technology intthamds courses, field experiences, and
stand alone Educational Technology courses. Teacharation planners find that
learning about technology is a fundamental compbittethe pre-service teacher
experience (Schrum, 1999).

Morrison and Lowther (2005) describe ways pre-serteachers can learn to
utilize computer technology in their lesson plamgpindeas include rewriting story
endings with word processing programs, calculatbmgl costs with spreadsheets, and
creating student newspapers with publishing prograBitter and Pierson (2005) note
the increased use of other technology tools. Hedgve that email opens the lines of
communication among teachers with internet searabed for research and knowledge

acquisition. Benson et al. (2004) deem that preiseteachers should be able to instruct
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their students in basic technology functions siehsang the internet, multimedia
products, and CD-ROMS. For pre-service teacheesrploy these technologies in their
classroom, they themselves must be proficientenuge and application of a variety of
technological functions and tools.

Pre-service teachers learn additional technologitagration skills from personal
projects and experiences in their technology caussle Most pre-service teachers
create a portfolio of course work and assignmeutsd the course of their teacher
training. The portfolios are used for admissiod smshowcase accomplishments for the
college and future employers. While pre-servieeter portfolios have existed for many
years, only in the recent past have colleges of&tthn embraced the notion of placing
these artifacts into electronic documents. Ba(&€07) offers this general definition for
portfolios, “An educational portfolio contains woitkat a learner has collected, reflected
upon, selected, and presented to show growth asmabehover time, work that represents
an individual’s or an organization’s human capii@:436). Barrett goes on to note that
“an electronic portfolio uses technologies as thetainer, allowing students or teachers
to collect and organize portfolio artifacts in mangdia types (audio, video, graphics,
and text). Hypertext links organize the materiahmecting evidence to appropriate
outcomes, goals, or standards” (p. 438). Ovetadle-portfolio is a versatile tool for pre-
service teacher education.

Online courses are another experience for preeteachers. According to
Dempsey and Van Eck (2002), “Online learning is Er@yning that uses the internet to
deliver some form of instruction to a learner @rteers separated by time, distance or

both” (p. 283). The authors also note that onliga@ning may be asynchronous,
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synchronous, or a combination of the two formsahmunication. Allen and Seaman
(2007) found that 86% of students in online couesesundergraduates and the majority
of universities offering online courses expectiinenber of students enrolled in those
courses to continue to increase. With this in mardine learning has the potential to
play a significant role in teacher education prapan. Sorin (2004) conducted what she
called the Webfolio project which was designedddrass issues of integration,
relevance and collaboration for pre-service teachéccording to the author, “it was an
online learning environment, where education sttgJeand education related
professionals... interacted with each other and aeckgirtual resources to explore
topics of significance to the developing and pawcy educational professional” (p. 103).
After the course, 86% of participants reported thatexperience was beneficial to them.
Pre-service teachers should be taught not only waygegrate technology into their
classroom, but also taught in ways that will expibeen to prevailing forms of
technology integration.

Delfino and Persico (2007) believe that “futurectears should be trained with
methods and tools that are similar to those theysapposed to use with their own
students” (p. 351). Furthermore, the experientgsesservice teacher education will
shape pre-service teachers’ actions once theyearnitheir own classrooms (Kennedy,
1999). Importantly, Benson et al. (2004) found gtadents showed a statistically
significant increase in their technological knowgedand skills after completing a
technology education course and a technology iategr student teaching experience.
Strudler and Wetzel (1999) found that pre-serveaehers view Educational Technology

as a vital component of their professional trainiimgoday's world, it is becoming more
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difficult to imagine sending pre-service teachersheir own classroom without
technological skills and abilities.
Self-Regulation

Self-regulation can be defined as “self-generadtedghts, feelings and actions
that are planned and cyclically adapted to therattant of personal goals” (Zimmerman,
2000, p. 14). Pintrich describes self-regulatedrag as “an active, constructive process
whereby learners set goals for their learning &ed attempt to monitor, regulate, and
control their cognition, motivation, and behaviguided and constrained by their goals
and the contextual features in the environment@2p353).” Hofer, Yu, and Pintrich
(1998) believe that self-regulated learning is @tie part of academic performance and
achievement in students. Boekaerts and Cascal@6] contend that students who are
able to self-regulate feel control over their owarhing. Zimmerman (2002) also says
self-regulation is essential in the education psec@nce a primary goal of education is to
develop lifelong learning skills that will allowwtents to function in their chosen
workplace.

Looking at self-regulation from an education staridp Zimmerman, Bonner,
and Kovach advocate the notion that students ukeeggilation to “attain specific
educational goals, such as analyzing a readingrasgint, preparing to take a test, or
writing a paper” (2008, p.2). They also found thigth achieving students set specific
learning goals, self-monitor, and then adapt te#orts. McCann and Turner (2004)
suggest that successful student self-regulatioresdnom the ability to cope with
different emotional states during the learning pssc Zimmerman (1998a) characterizes

self-regulated learners as those who view theidatécs as a proactive learning
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experience that they initiate for themselves rathan as a learning experience provided
or completed for them. Schunk and Zimmerman (1988g that strategy teaching or
teaching students systematic methods for workingaatlemics is an important
component in self-regulated learning. Strategghew increases motivation and
independent work on academic materials. Winnef18%ers the opinion that self-
regulated learning develops in increments as stadarmgage in educational experiences.
Those experiences provide students with the alddityuild awareness about future self-
regulation.

Wolters, Pintrich, and Karabenick (2003) present fmdommon assumptions seen
in the majority of self-regulated learning modelhese assumptions include the belief
that 1) students are active participants in thearring, 2) students can monitor and
control certain portions of their learning enviroemy, 3) students can compare their
personal progress against standards, and 4) seifated students mediate between
individual characteristics and actual performarid¢e researchers go on to describe four
phases of self-regulated learning that can bezatllin the classroom. Phase 1 includes
planning, setting goals, and initiating awarendgb® task in comparison to personal
knowledge. Phase 2 relates to metacognitive awasemonitoring related to the task or
the self. Phase 3 comprises of personal effarbtdrol and regulate the task or the self.
Phase 4 concerns reflections and responses tasket the self. These assumptions and
phases form the basis of the Motivated Strategiekdarning Questionnaire (MSLQ)
utilized in the research for this dissertation.

Zimmerman (2002) states that while research reval self-regulation leads to

success in academics, many students do not knovtdeelf-regulate their academic
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studying. How do you help students develop satsation? Zimmerman (1986) notes
there are no specific learning environments whitsuee students will develop the ability
to self-regulate. According to Zimmerman, this methat teachers should use an
assortment of methods for assisting students imt¢heevement of their goals. He
suggests the following self-regulation strategiesnzorporated into the learning
environment: helping students 1) become activagyaaints in their personal learning, 2)
teaching students self-evaluation processes, B)rfgestudents see themselves as
competent learners, and 4) constructing an opti@aahing environment. Zimmerman
(2002) also believes that teachers should asgstgtudents in recognizing their own
strengths and limitations in learning. McCann @ndner (2004) propose that teachers
provide feedback on errors in the learning expegsmather than focusing on
insufficiencies. Zimmerman, Bonner, and KovachO@0feel that specific instruction in
goal setting, self-monitoring, and methodical pigctan help students develop self-
regulation. Wolters, Pintrich, and Karabenick (2D0ffer three cognitive strategies to
help develop self-regulation: 1) rehearsal, 2) @aton, and 3) organization. Rehearsal
strategies include memorization of materials thiotegiting phrases over and over.
Elaboration strategies include summarizing the mageor putting the materials into
one’s own words. Organization strategies includévg notes, drawing diagrams or
creating concept maps.

McCann and Turner (2004) contend that students deadtwith situations both in
and out of the classroom and learning volitionaltoal can assist students in mastering
academic challenges. Boekaerts and Cascallar J208@ that student interactions with

teachers and peers affect self-regulation, whiabdehe authors to explain that
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contextual classroom clues can either prompt oeteghe use of self-regulation. The
researchers go on to describe classrooms whichitusged learning or anchored
instruction to assist students in knowledge buddand collaboration to help support the
development of self-regulation. A study by Zimmamand Martinez-Pons (1990)
compared 14 different self-regulated learning sgis in middle and high school
students. The results indicate that girls useidregulation strategies more often than
boys, gifted students possessed more self-regaltdtan traditional students, and self-
regulation increased fromi"So 8" grade but decreased by™grade. The authors offer
the following suggestions for teachers: find wiyseduce social comparisons, focus on
task mastery, and assist students in the use miihggstrategies. Wolters (2003b) also
looked at self-regulation, interestingly, as a w@ynderstand procrastination in college
students. The author notes that those studentvaooastinate are starkly contrasted
with those who self-regulate. The study found fhratcrastination was related to
student’s beliefs about their ability to completguired coursework. These results point
toward the belief that those with high self-regwalatdo not procrastinate as much as
those with low levels of self-regulation. Oversdlif-regulation in education is a
complicated topic, but students and teachers cahk tegether to improve learning both
in and out of the classroom.

Online learning is rapidly becoming a mainstagdfication at all levels. College
students have the ability to take courses in thditional classroom setting, via online
platforms or through a blended approach. Variaibas have looked at the impact of
online learning on self-regulation in higher edimat Schunk and Ertmer (1999)

assessed the influence of process and product godhe achievement of college
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students undergoing computer skills training. Tite# experiment found significant
correlation results on the two self-regulation nueas. The authors note that providing
students with process goals was successful in mipgachievement outcomes. Azevedo
and Cromley (2004) researched the effect of segjfHation training on college students’
ability to regulate learning about the circulatsggtem in a hypermedia environment.
Results indicate that training in self-regulatisreffective in improving students’
comprehension of a complex topic. Chen (2002) datlvat effort regulation, a
component of self-regulated learning, was the raffsttive in lecture environment
achievement in an information systems course. LyamthDembo (2004) utilized the
MSLQ to look at learner self-regulation in hybrehining environments. Interestingly,
the only items significantly correlated to finabge and self-regulation were self-efficacy
and verbal ability. Time and study environmentdplseeking, internet self-efficacy, and
intrinsic goal orientation were not significantlgreelated. The authors attribute this to
the blended environment of the class and the fettthe college was a top-tier university
with a highly competitive admission process. Thesefactors mean that students may
be highly self-regulated to gain admission and thatface-to-face time with the
instructor may lessen the need for self-regulatiaime online component of the course.
Overall the results of these studies indicate sk#tregulation plays a notable role in
online learning in many different capacities.

Educators at the elementary and secondary levelwant to develop self-
regulation ability in their own students need tdtghe responsibility of learning from
themselves to their students (Zimmerman, Bonndfp&ach, 2008). That means that

we must educate pre-service teachers about methansrease not only their own self-
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regulation but also that of their future studeriffie question could be raised of why do
we need to develop self-regulation in pre-serviaehers? Dettori, Giannetti, and
Persico (2006) offer the thought that teachers sederegulation skills to be able to
adapt to different classroom situations, to keewvitb technological and cultural
changes, and to maintain effective classroom manage Paris and Winograd (2003)
suggest that self-regulated teachers should corapdetieir personal thinking so that
they can cultivate the thinking of their studen®andi and Corno (2000) focus on the
fact that self-regulation is needed for preparatind success in school due to the
demands, restraints, and affordances that schffels students. Sungur and Tekkaya
(2006) note that there is little value in self-riegary skills if students are not motivated
to use them. The authors utilized the MSLQ to stigate how problem-based learning
and traditional instruction affect self-regulatedrning in high school students. The
results of the study indicated that self-regulat®anhanced through problem-based
learning.

How do we go about training pre-service teachetsetmore self-regulated?
Kitsantas and Baylor (2001) conducted self-regafatraining with pre-service teachers
in an introductory Educational Technology coursethieir Instructional Planning Self-
Reflective Tool (IPSRT). The results found thatents improved their performance
and attitudes toward instructional planning basetraining they received on self-
monitoring and self-evaluation. Hofer, Yu, andtRah (1998) advocate the use of a
two-by-two matrix to teach students self-regulatidrhese factors include a focus on the
constructs of knowledge and beliefs as well asrmédion on regulation strategies and

the cognitive and motivational domains. The awthimplemented this model in a
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Learning to Learn course whereby students werehtdumwv to process information, take
notes, prepare for tests, set goals, and manamgeithe.

Randi and Corno (2000) put forth several diffeiestructional methods for
increasing self-regulation in students. Theseuithelencouraging flexible assignments,
implementing collaborative learning, scaffoldingtiuction, utilizing self- and peer-
evaluations, and embedding assessment into thiewum itself. These are only a few
of a variety of methods and techniques utilizethe Thain concern is to train pre-service
teachers to become aware of self-regulatory tegamiethods that can be utilized in their
future classrooms.

Paris and Winograd (2003) note that students whdesschers model self-
regulatory behavior such as planning, making gyatecisions, and dealing
constructively with bad situations will model thmghavior. Zimmerman (2002) contends
that the goal of teachers should be to empower siigdlents to become self-aware of
their need to self-regulate as opposed to accommmgdavery student’s limitations.
However, McCann and Turner (2004) point out thgardless of the effort teachers
expend on developing self-regulatory learnersegjatdelines and curriculum standards
must still be followed and certain topics or subgesre more difficult to teach in self-
regulatory ways than are others. A key componengimember is that while teachers
chose the assignments and homework, students imakdoice to study and do the work
(Zimmerman, 1998b). Therefore, students and teachast work collaboratively to
reach requirements in a way that fosters not oglfyregulation, but also knowledge and

understanding.
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Motivation

Motivation is the activation and persistence ofdebr and is partially embedded
in cognitive actions; it functions through goaltse and self-evaluative reactions
(Bandura, 1977). Moreover, Bandura (1977, p. £®8)ends that “self-motivation
involves standards against which to evaluate perdoice. By making self-rewarding
reactions conditional on attaining a certain lexfdbehavior, individuals create self-
inducements to persist in their efforts until th@arformances match self-prescribed
standards.” In a later study, Bandura (1989)rsnfkat a large source of personal
motivation comes from cognitive activities wherdbyethought is utilized to
anticipatorily guide one’s actions and plan futocoeirses of action. Furthermore, people
set goals for themselves and plan courses of abasad on their anticipation of likely
outcomes. Ryan (1998) believes that the discigfrr@otivation is a cornerstone to the
science of human behavior due to its focus on witates people. Anderson (2001)
believes that those who exhibit the capacity ftfrsgulated learning have the ability to
direct and monitor their metacognitive and cogmeitactivities as well as maintain the
necessary motivation to accomplish their goalsnddaa (1991) offers the thought that
the ability to influence oneself through persor@altenges and evaluate one’s
attainments is a key cognitive instrument of mdtom

According to Bandura, (1977) a fundamental compboémotivation is efficacy
expectation, which he defines as the assurancdepbape that they can successfully
accomplish the behaviors needed to generate anraatcEfficacy beliefs influence
people’s feelings, thoughts, motivations, and balta Bandura, 1993). Individual's

efficacy beliefs or self-efficacy influences anpiatory scenarios; people with high self-
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efficacy visualize successful settings which prevobsitive guides for performance and
people with low self-efficacy visualize failed setfs which reduces motivation and
damages performance (Bandura, 1989). Schunk anteE(2000) see perceived self-
efficacy as a key self-regulatory motive. Pajd&808) contends that self-efficacy
beliefs are foundational to motivation, happiness] personal achievements.

Pajares (2008) notes that individuals with stroglfefficacy see challenging
tasks as trials to be mastered as opposed toshrebe escaped. Therefore, self-efficacy
beliefs influence individual accomplishment leviela very powerful way. Research by
Braten, Samuelstuen, and Stromso (2004) detadefys that business administration
college students who anticipated success reportg@ihlevels of self-regulatory strategy
use than those who thought they would fail. Asdtan (1993) postulated, the most
central and pervasive personal agency is subjebglief about the ability to maintain
control over functioning and life events. Bandgoes on to say that one of the major
cognitive mechanisms of motivation is the abiliyeixercise self-influence over personal
challenges. Linnebrink and Pintrich (2002) see-sHi€acy as a judgment of task-
specific competency based on successes and failthiey offer the opinion that the best
way to facilitate self-efficacy in educational sags is to provide students with
opportunities to be successful on assignments nvittair capabilities. Motivation is not
fostered, they contend, through incorrectly pragjgask accomplishments. Incorrect
praise has the possibility of fostering mistakettiteds. Pajraes (2002) puts forth the
notion that beneficial self-regulatory practicessmgreater self-efficacy and
achievement in multiple academic subjects. Zimnagriand Kitsantas (1997)

discovered that high school females working onraplex skills task showed significant
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results when social goal setting and self-monitpurere utilized to enhance their self-
efficacy. The researchers also found high coigelatbetween self-efficacy and intrinsic
interest. The authors offer the thought that pitmg students with social guidance
during complex skill learning prepares studentstiiize self-regulation when working
on their own.

Linnebrink and Pintrich (2003) offer a two-sidegapach to student motivation.
The authors generalize that a student is motivatbey have interest in, are excited
about, or think that school tasks are importantldifionally, students are motivated
when they have high self-efficacy or believe tlmatytcan accomplish school tasks.
Finally, the researchers postulate that educatorsacrange instruction to positively
impact student self-efficacy and learning. Joopdggand Choi (2000) researched the
effect of academic self-efficacy on learning andgenance in web-based instruction.
The results revealed a significant relationshipveen self-efficacy for self-regulated
learning and student confidence in the classrootnoarthe internet. The authors note
that if educators have self-efficacy and confideinéermation about their students when
planning instruction, instructional time could B®eated to improve weaker skills.

Pokay and Blumenfield (1990) researched the redaligp between student
motivation and learning strategy usage with highost math students. The researchers
reported that motivation research points to thempnence of self-concept of competence,
belief of successfulness, and perceived subjediwvas forecasters of academic behavior
at different times in the semester. The resuttsiftheir study found significant results
with regards to motivation and the use of learrstrgtegies early and later in the

semester. Wang, Ertmer, and Newby (2004) exanhogdvicarious learning
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experiences and goal setting, individually and cimiedb, influenced the self-efficacy of
pre-service teachers within a technology integrasietting. While all results were
significant, pre-service teachers who receivecctirabination of vicarious learning
experiences and goal setting related to technalutggration saw the most significant
increase in their self-efficacy. The authors poiut that these conditions may assist pre-
service teachers with the confidence to use tedgyah their own classrooms.

Intrinsic motivation, according to Zimmerman andek (2008), concerns the
interest, enjoyment, and contentment in a dutyctividy completed by individuals.
Vansteenkiste, Lens, and Deci (2006) offer the iopitthat intrinsic motivation is an
activity in which the behaviors are rewarding i af themselves as opposed to
physiological drives. Deci, Koestner, and RyarO@0completed a meta-analysis of the
interplay between extrinsic rewards and intrinsatination. The results revealed that
educators should focus on facilitating intrinsictimation in students rather than focus on
rewards for motivation. Research by Zuckermanl€fl3/8) looked at intrinsic
motivation in college students working collaboratyy in pairs, on a task. The authors
discovered that those students who were given ladioéce over the illusion of choice
worked on the task significantly longer. In sumyndhe authors state that an
individual’'s motivation is higher when they are givmore control over their
environment than when it's controlled for them. M@ (2001) work on the Dragonfly
Web Pages, interlinked educational web pages &nehtary students, promotes intrinsic
motivation by giving students control through clesien problem solving.

Ames (1992) assessed classroom structure astgsdtaachievement goals and

student motivation. The author explains that tasiauld be meaningfully focused,
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contain a variety of designs, and assist studergeal setting. Classroom authority
needs to provide students with the ability to pgvtite in the decision-making process,
with decisions based on effort as opposed to th&ation of ability, and giving students
the opportunity to develop independence. Wheontes to student evaluation, educators
need to consider effort recognition, emphasizeviddial improvement, and promote
mistakes as part of the learning process. Ovetialying motivation as a qualitative
change in multiple classroom structures allowsesttglto see themselves in the learning
process.

Pintrich (2003) summarized five major ways educatan motivate students
through corresponding design ideas. First, utgielk-efficacy and competence beliefs to
motivate students. This can be accomplished thr@ognpetence-based feedback and
classroom tasks that challenge students yet allemtto be successful. Second, give
students control and choices. Present feedbadkregiharound learning and student
control of the learning. Additionally, develop wrdtanding and caring relationships
with students. Third, ensure students have higdrest and intrinsic motivation towards
the topic. Provide materials in a novel and statin manner, use personally
meaningful and interesting materials, and exhéather curiosity on the subject. Fourth,
make sure students are motivated with high valuatds the topic. Materials should be
relevant and personally identifiable. Fifth, gostt®uld contribute to student motivation
and provide a sense of direction. Promote stuckspionsibility, foster classroom
discussion on mastery and understanding, and euchoperative and collaborative

classroom groups to achieve goals.
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Self-Regulation and M otivation

Schunk (2008) suggests that self-regulation isiieddy motivation. One
important component of this is perceived self-@ffiz. Schunk notes that students with
higher self-efficacy will put forth more effort yttonger when the task is difficult, and
accomplish tasks at higher completion rates. Holigher self-efficacy developed?
Schunk contends that learners develop higher fiegthey from successful personal
performances, positive experiences of peers, arsligsive reports from teachers.
Pintrich and DeGroot (1990) conducted a correl@lictudy to explore the link between
motivation, self-regulated learning, and acadeneidqgumance in middle school English
students. The authors believe that differencegifaregulation could be linked to
differences in student motivation. The resultsgasged that self-efficacy was connected
to cognitive engagement and academic performamténéimsic value was strongly
associated with cognitive strategies and self-agui. According to the authors, these
outcomes suggest evidence to support inclusionadivation and self-regulation
learning elements in the classroom. Pajares (26@&pnds that students who utilize
effective self-regulation demonstrate greater s#itacy and accomplishment in school
settings, therefore self-regulation should be & gamproving self-beliefs and success
in school.

Lens and Vansteenkiste (2008) advocate that theedeg which students use
self-regulated learning strategies is contingentheir motivational resources. The
authors present suggestions to increase self-riegul@arning. These include, organizing
the learning environment to be free of distractiorducing the number of activities that

are not related to academics, developing speadisgfor the future related to the current
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academic subject, and creating intrinsic learnioglgas opposed to extrinsic learning
goals. Zimmerman and Schunk (2008) observed thaat though self-regulated learning
research yielded positive results in the classrabmeffects were not sustained over the
long term in less-structured environments; thesaifigs led to research on sources of
student motivation to self-regulate. Accordingtie authors, one important component
of the self-regulation and motivation interplaystadent interest in a topic. Interested
students persist while uninterested will disenga@erno (2008) believes that motivation
should be an after effect of learning to self-ragell However, Zimmerman (1998a)
advocates that there is not a single learningegiyathat will work for all students and the
usefulness of a given strategy changes as studem$op additional skills. Therefore,
learning should be conceptualized as an open-eryididal process which includes
processes such as goal setting, self-efficacyfsebelf-monitoring, self-evaluation, and
adaptations.

Pintrich (2004) details a four phase self-reguldéadning conceptual framework
related to motivation and leaning in college studeRhase 1 includes planning and goal
setting; Phase 2 brings in self-monitoring and e@gaitive awareness; Phase 3
comprises control and regulation of self or tasld BRhase 4 consists of reactions and
reflections. Pintrich points out that studentsiobsly utilize different strategies and
have different levels of motivation for differerdurses. Roberts et. al (2006) researched
the competencies of successful pre-service anavieseagricultural science teachers.
The results revealed several traits of a succetsdigher, including internal motivation,

time management, planning and organizational slkahsl people skills.
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Kinzie (1990) presents potential methods for effecinstruction including
learner control, self-regulation and ongoing mdima As noted by the author, learners
are more effective when suitable instructional &@as, based on useful learning
strategies, are coupled with motivation to leattino and Stephens (2007) investigated
academic motivation and self-regulation in undedgede and graduate students in an
online environment. Results indicated that graelsatdents were more effective in
academic self-regulation. The authors provide saggns for conducting online
instruction. Including, offering specific instrumbal support and organization,
developing self-efficacy in students, encouragiolpboration between students, and
scaffolding online communication.

Wolters (2003a) sets forth the notion that wherorhes to educational
motivation, those learners with self-regulatoryliskiend to possess an assortment of
adaptive behaviors which encourage persistencevdimagness to participate in
academic assignments. Therefore, the author cdsiteelf-regulated learners can
choose, monitor, and control the use of those helmvWolters also presents a
compilation of strategies to regulate student nadtbn. These include personal
consequences and rewards, self-talk about goal®asing intrinsic motivation or
interest in the situation, removing distractiongnaging self-efficacy through goal
setting and positive self-talk, and regulation wioéions. Kuyper, van der Werf, and
Lubbers (2000) conducted a longitudinal study s®aech the educational attainment of
secondary education students, postulating thagldyhmotivated student will achieve
more in the long run. Achievement motivation aedrfof failure predicted achievement

while self-regulation was not associated with maeamevement.
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Pre-service Teachers, Self-Regulation, and M otivation

Randi (2004) described ways in which teachers earldp self-regulation in
their students. Ideas include encouraging studenise self-regulated learning
strategies such as goal attainment or task maskandi also presented information on
outcomes of self-regulation by pre-service teach@&tsese results include higher levels
of autonomy, reflection on the teaching procesd,iaternalization of knowledge. The
author states that if self-regulation helps stuslémassume responsibility of their
learning, then it should be beneficial to teaclaarsvell. Song, Hannafin, and Hill (2007)
view the co-dependence of teaching and learninghpsrtant to examine to aid teacher
understanding of student needs. According to titkecss, one area for teachers to attend
to is motivational sensitivity. Teachers who idnstudent motivational needs assist
learners with conceptual changes.

Kremer-Hayon and Tillema (1999) found that pre-merteacher education could
play a decisive role in developing the competenafeself-regulated learning by providing
more opportunities to allow students to take chafgbeir own learning, being open to
guestioning, and constructing new knowledge thrdegting personal ideas. The authors
offer the opinion that teacher education prograrag need to include specific information
on developing self-regulated learning among preiseteachers within the instructional
curriculum. Tillema and Kremer-Hayon (2002) expahtheeir earlier work and found that
self-regulated learning for teacher educators aegervice teachers comes from using a
reflective approach in teaching, based on gathaniiogmation and studying student

reactions. One important point is that teachecatius influence their students with
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regards to self-regulated learning and, as su@d teeensure proper modeling of self-
regulation to their students.

Bembenutty (2006) found that pre-service teachérs seek help for homework
tasks from their instructors, have higher homevealk-efficacy. Yet students who seek
help from peers have lower homework self-efficaGhen (2002) discovered similar
results regarding working with peers in a recemtigton self-regulated learning for
college students in an information systems cou@een reported that those students who
studied with peers scored lower on course examigwiose who had high effort
regulation scored significantly higher. Bemben#§07) also found that pre-service
teachers who highly value the tasks have higheotiseetacognitive strategies, learning
self-efficacy, and personal self-efficacy. Thehautalso discovered those pre-service
teachers who have high levels of control over thensonal time and study environments
reported higher levels of learning self-efficacyldeacher self-efficacy.

Perry, Philips, and Dowler (2004) investigated effects of pairing pre-service
teachers with mentor teachers on developing sglitating lessons for elementary
students. Results indicate that pre-service teachere effective in designing lessons
that encouraged self-regulation in the students whiom they were working. Perry,
Phillips, and Hutchinson (2006) also presentedtantdil longitudinal data on pre-service
teachers developing self-regulation in their owrdsnts. These results show that pre-
service teachers are capable of promoting selflagiga in their own elementary school
students. Kitsantas and Talleyrand (2005) notegtetservice teachers who use self-
regulation strategies learn to adapt their perforwean light of external and internal

classroom situations.
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Baylor, Kitsantas, and Hu (2003) postulate thatgaevice teachers need self-
regulation to write lesson plans. One reason hethiis is the fact that pre-service
teachers traditionally lack experience, skill, @odfidence in their ability. Pre-service
teachers who utilized the authors’ Instructionar?ing Self-Reflective Tool (IPSRT)
saw an increase in their self-efficacy and intagmaiotivation for writing lesson plans.
Pierce and Kalkman (2003) reflect that pre-serteaehers bring years of observational
experience into their education classes and instigithem to utilize learner-centered
techniques can be challenging. The researchess fiifjgestions to assist with the self-
regulation of learning. These include intentiopdlliilding meaning from information,
connecting novel information with existing infornmat, and encouraging students to use
directed reflection. The authors argue that maitvais a key issue to using self-
regulation during these processes. Training preiseteachers to utilize these tools
themselves increases the probability that theyguitle their own students through these
processes once they enter the classroom.

Web 2.0

Web 2.0 is the idea of seeing the web as a platf@nere users actively
participate and control data, data that can beghboaf as collective intelligence. The
term was first coined by Dale Dougherty and Tim @il in 2004 (O’Reilly, 2005).
Defining specifically what Web 2.0 is has been agang process since the term was
first introduced. According to Oliver (2007), W2l is “an umbrella term for many
individual tools that have been created with weltaboration, sharing and/or new

information creation in mind” (p. 55). Wikipediaq08) defines Web 2.0 as
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“A trend in the use of World Wide Web technologylameb design that aims to

facilitate creativity, information sharing, and, shaotably, collaboration among

users. These concepts have led to the developmeémvalution of web-based

communities and hosted services, such as socibrighg sites, wikis, and

blogs.” http://en.wikipedia.org/wiki/Web_2.0.
Madden and Fox (2006) note that Web 2.0 allowssugecontribute content, but not
control that content. Whatever way one defines \B/8bthe components of it have
become integral to the way the internet is usedyod

However, many of those faculty responsible foraadimg students have not kept
up with the proliferation of Web 2.0 technologiesccording to Thompson (2007)
students will soon arrive at institutions of higleelucation expecting the integration of
Web 2.0 technologies into the education procesdandet with archaic technology.
Hardman and Carpenter (2007) believe that the wayynschools teach today is
inconsistent with the world outside the classroorhose faculty that have introduced
these technologies into the classroom often usa there for delivery of content than
changing the way teaching and learning occur (Map2007). Alexander (2006)
believes that the ease of entry into Web 2.0 tddgnes will lower the barriers to
implementation. Alexander sees that implementai®a powerful tool for education and
educators.

One area in which technology is infiltrating th@wersity is in teacher education
programs. Currently, most colleges of educatidarcfome sort of Educational
Technology course to pre-service teachers in hopesnly of teaching them how to use

current technology for themselves, but also hownfgement technology in their own
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classrooms once they graduate. However, Spra@@d)2otes that those within the field
of Educational Technology keep to themselves ntae they should. Sprague goes on to
note that Educational Technology faculty need teract with other teacher educators so
they can learn the best ways to integrate techgotudg traditional classes. This sharing of
ideas and techniques helps technology become egrahipart of the teacher education
program rather than a stand-alone entity.

While the issue and process of transforming edocatito a Web 2.0
environment will continue to exist for some timens educators are currently
implementing these technologies into their classr®oWeb 2.0 functions include tools
like blogs (web-logs), wikis, and advanced Googlections, and they have become the
focus of research regarding pre-service teachereduacation. While these tools are for
the most part cost-free, Oliver (2007) remarks dthtcators need to address the potential
problems that may occur due to their use. Theskl@ms, Oliver notes, include privacy
issues, ethical concerns, and program/softwar@plésaance. Privacy and ethical issues
come from sharing personal information in publiasgs. The disappearance of programs
and software occur as developers create sometkbiwgnmove their site to a new
location without a “forwarding” address. Taking#e issues into consideration prior to
their use in class affords teachers and studeatkrtbwledge necessary to navigate
through the maze of Web 2.0 tools. Albion (2003%es that this is important because
“Teacher education faces the dual challenges di/eqgpWeb 2.0 tools to enhance
teacher preparation and preparing teachers for wherapplication of Web 2.0 tools in

the classroom will be authentic practice” (p. 2).
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Blogs (web-logs) are one tool pre-service teacbanseasily utilize. Oliver
(2007) found that the majority (79%) of studentsiigraduate level Educational
Technology course found blogs useful. The instnuatso had the students use web
bookmarking and most thought it would be very usefiengaging students on the
internet. Wassell and Crouch (2008) used blogsrulticultural education course for
pre-service teachers. The goal of the researcHavdlse students to investigate not only
the textbook, but also web-related information emdhare what they learned. The
authors discovered that students were able to éptekeir own ideas and opinions and
respond to others outside the temporal and sgadiahdaries of the classroom”

(p. 223). Kuzu (2007) investigated the use of blmgan introductory Educational
Technology course for pre-service teachers. Tla gahe research was to gather the
viewpoints of pre-service teachers towards bloggifige majority (80%) of the class
responded favorably to the blogging experiencecofding to the researcher, blogs
allowed for additional communication with the ingtior and classmates. Issues addressed
by the author included the need for instructioahping prior to the use of blogs in the
classroom, the need to use relevant and up tamfatenation, and the need to moderate
what the students were blogging about.

While most of the research indicated that studinisd blogging useful, there is
another side to the story. Hernandez-Ramos (20€= blogs and online discussion as
methods for pre-service teachers to reflect orr fhemisonal beliefs about teaching,
learning, and technology. This researcher fouati$tudents did not write long detailed
opinions about class issues in their blogs. Adddlty, only five of the fifty-six students

reported interest in using blogs as a teachingftadheir own classroom.
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Also included in Web 2.0 are wikis. Foley and Cip&2006) define wikis as, “a
type of web site (or a feature of a site) in whisters are allowed to add and edit the
content on the site” (p. 1). Their research onisMéicused on how wikis can be used as
a support for pre-service teachers as they leavatabaching. The results were mixed
regarding wiki use. While some saw the wikis @slaborative tool, others expressed
concern over the technical aspect of the proc@s®rall, the students noted that they
prefer discussion boards to wikis.

Overall, Web 2.0 promises to alter the way in whadlication occurs. No longer
are students at any level bound by the four wélte@classroom. Additionally, the web
promises collaboration and interaction with ottesund the world as well as access to
information faster than ever experienced. As Riodleal. (2007) note, Web 2.0 will allow
education to become a community of ideas. Thateonity will continue to grow and
expand, hopefully embracing more and more educators
Getting Things Done

The term Getting Things Done originated with PeZeged, who wrote three
versions of a book entitled Getting Things Donehm1930’s and 1940’s. These books
were written after Creed spent extensive time atalg the notion of business
organization in the United States (www.wikipediang@008). Davidson (2005) notes
another book, also entitled Getting Things Dones mablished in 1976, prior to the
advent of current technological advances for ojagiand streamlining lives. Since
those books were written, technology has advanoddtee pace of life has picked up
speed. Today more and more people are strugglistay current with commitments and

responsibilities. According to Davidson (2005),dgd goal for theSetting Things
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Done™ books, software, and motivational seminars ismeiccomplish more in a day,
but to complete current tasks with greater peacriod.

Three authors have written books on the subje@etfing Things Done. Allen
(2001) desires for people to be relaxed yet efficidBossidy and Charan (2002) want
people to get to the heart of issues. Davidso@QFp@ould like for people to be
organized, be better time managers, have incregffiegncy, and be more effective.

Bossidy and Charan (2002) note that when spactsdsaveen goals and
outcomes, there is a gap between ambition andyre@ccording to Bossidy and Charan,
to deal with that gap, people must be realisticcksar goals and priorities, and follow
through. Davidson (2005) thinks that people astratted, overloaded, have too many
choices, and have too many interruptions. Davidsdieves the answer lies in
organization, efficiency, effectiveness, and mamggnergy. Allen (2001) offers this,
“Ineffective personal organization systems creatgelsubconscious resistance to
undertaking even bigger projects and goals thatikely not be managed well, and that
will in turn cause even more distraction and strgss3).

Although there are many books on the topics of mizgdion, productivity, and
efficiency, one book has caught the eye of tectgyobxperts. This is Allen’s (2001)
book, Getting Things Done™Google returns almost three-quarters of millhats on the
topic. Mann (2004), author of the 43Folders wehsibtes that Allen’s notion succeeds
because it addresses the fact that “stuff” is thgnbarrier in accomplishing daily tasks.
Michel (2005) thinks that the system helps to cagptasks, projects and follow-up items
dealt on a daily basis. Fallows (2004) likes Aldemotion of closing the open-loops left

by unfinished tasks.
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According to Robinson (2003) “At some point, yowd&#o actually do something,

and getting just about anything done requires thpgy tools” (p.4). Allen’s (2001)

Getting Things Done™tethod offers a set of tools for organization. $istem is based

on what the author calls natural planning. Natptahning involves five phases. The first
phase is to determine the purpose of why one isgdohat one is doing. The second phase
is to understand how your principles give paranseded criteria to your behavior. The

third phase is to develop a vision of what a susfoésutcome to a project would entail.

The fourth phase is to brainstorm ways in whichgmts go from ideas in your mind to
finished events. The final phase is to determeeallocation and reallocation of resources
to get the project moving.

Allen (2001) describes how to master workflow wefisteps: collect, process,
organize, review, and do (see Figure 2.1). Tl $§itep is to collect, in one place, all
“stuff’” to which you need to attend. The secongbsseto process the information
contained in the in-baskets. The third step isrg@anize the information from the process
step. The fourth step is to review the outstand®mms in your baskets and decide what
needs immediate attention and what can be deférddter. The final step is what
Allen (2001) calls the “Do” step. This is whereris that take longer than two minutes

to complete are acted upon.
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Figure2.1

David Allen’s Workflow Diagram
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Reprinted with permission. www.davidco.com

Allen offers models to consider for the “Do” stePne is the “Four-Criteria
Model” whereby individuals determine the contexinich the action needs to take
place, the time available to complete the tasketiergy available to complete the task,
and where on the priority list the action itemdsfalA second model is the “Threefold
Model” to evaluate daily items. This means indiats determine to do work as it is
predefined, as it shows up, or redefines the wotketaccomplished. He recommends

the first defining your work process.
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There is a lack of scholarly articles on thetting Things Done™bpic and
software, yet many websites are dedicated to thie ta;md Allen’s software. Bloggers
(i.e. www.gtd.marvelz.com, www.thatcanadiangirluq.www.smallfuel.com/blog,
ideamatt.blogspot.com, blog.ianbicking.org, scatad.blogs.com,
www.foldedspace.org/weblog, and www.officezealangoeport on their inclusion of
Allen’s software into their personal and professidives. Additionally, technology
websites post information about the use of@Ge¢ting Things Done tethod (i.e.
lifehacker.com, www.43folders.com, www.minezone,difglearningtoday.com, and
www.centernetworks.com). Furthermore, the Davig@ICompany
(www.davidco.com) provides interested users witbrimation, instruction, and support
related to the use of ti@etting Things Done "hethod.

No study could be found that sought to determieerélationship between pre-
service teachers, Educational Technology, andétting Things Done ™$oftware.

Levin and Wadmany (2008) note that a gap existstegrating technology into the
classroom and teachers’ desires to use technoldst gap, Levin and Wadmany note,
evolves from the incompatibility between educatlay@als and the interaction between
students, teachers, curriculum goals, and materRésults from a longitudinal attitude
study on the issue found that teacher educatorswetneed technology as a partner in
teaching demonstrated positive views towards ugolgnology in the classroom. Using
technology as a tool for pre-service teachers tomaplish their goals will be more likely
to occur when educators believe that the use dhtdogy helps to achieve educational
goals. Furthermore, Aoki and Downes (2003) fourad tlollege students who feel

overwhelmed by information coming in from media ahasses struggle to handle all of
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the information. UtilizingGetting Things Done ™oftware may provide overwhelmed
students with a way to control part of the inforroatbombardment.
Conclusion

Pre-service teachers undergo a lengthy schoologeps prior to entering the
classroom as educators. Essential to their abditgach in today’s classroom is training
in utilizing Educational Technology methods. Ttraning is enhanced when pre-service
teachers are taught self-regulatory skills anceamuraged to employ personal
motivation. One method of incorporating Educatiofechnology methods in pre-
service teacher preparation is training in Webcdiponents such as blogs, wikis, and
web-based applications. A technique to promotgrsgeon task is instruction in David
Allen’s Getting Things Done™thethod.

The following chapter will discuss the researchhodblogy for this study. This
will include descriptions of general proceduredyjsat information, a review of the
guantitative and qualitative materials utilizedhe study, study procedures, and data

analysis.
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CHAPTER Il

METHODOLOGY

General Procedures

The purpose of this study was to investigate ffexeof Getting Things Done™
(GTD) software on the motivation and self-regulatad pre-service teachers in an
introductory Educational Technology course. Teksearch was conducted at a
Midwestern university, within the College of Eduoat during the Fall 2008 semester.
The course utilized in the study was Educationahfelogy 3123 (EDTC 3123). This is
an undergraduate course for pre-service teachéhe ifield of education at a Midwestern
university. The course covers planning and devetpmstruction using educational
media and technology. The course also covers rastelevelopment, contemporary
applications of computers and other electronicesystfor instruction as well as
integration of instructional design, instructionadia, and instructional computing.
(OSU Course Catalogue, 2012-2013). The study veameurrent mixed methods study,
employing both quantitative and qualitative measuoedetermine and ascertain the
differences in motivation and self-regulation betweomparison groups with regards to
Getting Things Done™oftware. Creswell and Plano-Clark (2007) notd€Tise of
guantitative and qualitative approaches in commngbrovides a better understanding of
research problems than either approach alone”.(lR&searching differences between

groups via mixed methods provided a more comprebersplanation regarding the
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differences observed. The research question guitiis study was: Do pre-service
teachers in an introductory Educational Technologyrse usingsetting Things Done™
software demonstrate an increase in motivationsatferegulation?

There were ten sections of the introductory Edanat Technology course (EDTC
3123) taught during the study, seven were taugimglthe day, two were taught during
the evening, and one was taught completely onlifight face-to-face sections were
included in the study. One face-to-face sectioa @adomly chosen to be excluded from
the study to provide an equal number of intactieestto divide between the experimental
and control groups. The online course was excliided the study because of the
differences in the course format. Three sectidriseocourse were taught by the
researcher, while seven sections were taught &y othtructors. Differences between
instructors were controlled through the use ofstla@dardized curriculum. Sections used
the same production assignments, the same textharsdime reading assignments and
quizzes. All sections utilized the university oilearning platform, Desire2Learn (D2L),
to turn in assignments and complete quizzes.

The study took place over the course of a 16-veeekester. The first week of
the semester was considered a probationary pesrastddents since it is traditionally a
time when courses are added and dropped. Theydherstudy did not begin until the
second week of the semester. The study conclutiedl2 weeks of intervention to
minimize the effect on the results caused by tlte@rthe-semester projects and course
finals. During the 1% week of the semester, the post-test materials eatected from
the subjects and debriefing information was presgeid the subjects. A pre-test/post-test

design was used to collect and analyze the data tine two comparison groups.
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Comparison groups consisted of a control groupaamexperimental group of pre-service
teachers enrolled in different sections of a regpiinstructional course. Subjects
completed the Motivated Strategies Learning Questoe (MSLQ). Furthermore, a
Likert-type scale and open-ended short answer/apsastions were collected from all
the participants at both the beginning and enth@®txperimental cycle. Additional
gualitative data was collected through interviewthwwight randomly selected students
participating in the experimental groups. Two siutd from each of the experimental
groups were interviewed. No students from ther@bigroups were interviewed due to
the fact that the majority of the interview questidocused on the GTD software utilized
during the study as opposed to concepts the sdadtreanforced. During the time of
treatment, the control groups, the subjects witli®UD software, were presented course
content as it is traditionally done. The experitaégroups completed course content in
the traditional manner, but were also provided wisttruction on thé&etting Things
Done™method, developed by David Allen (2001), as welinasruction for using GTD
software to organize course assignments at thexbieg of the semester.
Participants

The participants in this study were pre-servicecation students, either
secondary or elementary majors, enrolled in amahictory Educational Technology
course (EDTC 3123) at a university in the Midwelsttact sections were randomly
assigned to either the control groups, without GbRware, or the experimental groups,
with GTD software. Students enrolled in both éxperimental and control groups who
were not pre-service teachers were allowed to cetaphe survey materials; however,

their data was not included in the data analy®ise to the need to compare pre- and
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post-test results, only students who completed thatpre- and post-test materials were
included in the final quantitative data analySBverall there were 90 students involved
in the study, with 45 in students in the experimégtoups and 45 in the control groups.
See Tables 3.1 and 3.2 for details regarding thgests.

Table 3.1

Section Information

Section Overall *Pre-Service  *Pre-Service Experimental
Number Teachers Teachers or
Enrolled Completing Completing Control
Pre-Test Post-Test

EDTC 3123-001 **Excluded from study

EDTC 3123-002 19 16 12 Control

EDTC 3123-003 19 14 13 Experimental

EDTC 3123-004 13 12 12 Experimental

EDTC 3123-005 20 15 14 Experimental

EDTC 3123-006 20 16 14 Control

EDTC 3123-007 19 10 7 Control

EDTC 3123-008 17 13 12 Control

EDTC 3123-801 9 8 6 Experimental

EDTC 3123-503 ***Excluded from study

Overall Numbers 136 104 90

*Students enrolled in the class who were non-edutatajors were excluded from the
study and the subject count

**Section randomly chosen to be excluded from tiel

***Online course excluded from the study
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Table 3.2

Experimental and Control Groups Subject Information

Sections Pre-Test Post-Test Final
Participants Participants Number
Experimental
(003, 004, 005, 801) 49 45 45
Control
(002, 006, 007, 008) 55 45 45

Instrument/Materials

Quantitative measure.

The Motivated Strategies Learning QuestionnairSiK)) was used in this study.
According to Pintrich et al. (1993), “The MSLQ isealf-report instrument designed to
assess college students’ motivational orientatesmstheir use of different learning
strategies for a college course” (p. 801). Thé&umsent was first constructed in 1986 to
assess the effectiveness of Learning to Learnedaaisthe University of Michigan
(Pintrich et al., 1991). The original format wabranistered to over 1,700 students over
a three-year period with revisions occurring asessary (Pintrich et al., 1993). Duncan
and McKeachie (2005) report the use of the MSLQ\er eighteen countries with
populations ranging from elementary age studenggaduate students.

The MSLQ has been used to study motivation andreglilation of K-12
students in areas such as mathematics (Kaya, Ri07, 2006; Missildine, 2004),
science (Ulkins, 2007; Kennedy, 2007; Barlia, 199@d music (Bailey, 2006). Studies
have also been conducted at the graduate levetddical students (Sullivan, 2003;
Barker, 1997) seminary students (Harlow, 2006)aitld community college students

(Puzzifero, 2006; Reed, 2003). The predominateotifee MSLQ is with undergraduate
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students. Studies have been conducted with dstadhecation classes (Richardson,
2007, Dunigan, 2003), economics classes (Zachar#g), accounting classes (Eide,
1998), English composition classes (Wu, 2006; Hatch999), history classes (Quick,
2000), mathematics (Clarke, 2006; Hurn, 2006; Ween2000), business classes
(Thongnoum, 2002), information systems classesd&an2002; Chen, 2002), and
engineering classes (Krupczak et al., 2005; Matth@®04). The MSLQ has also been
used to study students in online courses (Cald&e06; Fredricksen, 2004; Maupin,
2003), non-traditional students (Spencer, 1999], arder-prepared students (Beverly,
2003). While pre-service teachers have been studith the MSLQ (Lewis, 2006;
Bhattacharyya, 2004; Selvester, 2004; Willems, 2006Clendon, 1996; Gilles, 1994;
McClendon, 1993), no study could be found that soty determine the relationship
between pre-service teachers, Educational TechpotoglGetting Things Done™
software.

According to Duncan and McKeachie (2005), the unsknt consists of 81, 7-
point Likert-type items, with responses rangingrird (not true at all of me) to 7 (very
true of me). The items are divided into fifteealss, comprising of two major
components: motivation and learning strategiestrieh et al. (1993) evaluated the
reliability and validity of the final version of ¢0MSLQ with 356 students. The
reliability for all fifteen scales can be seen @ble 3.3. Predictive validity for the both

components, via correlation, can be seen in Taldle 3
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Table 3.3

Coefficient (Cronbach’s) Alpha for MSLQ:

Scale Cronbach’s Scale Cronbach’s
Alpha Alpha

Motivational Scales Learning Strategies Scales

Intrinsic Goal Orientation 74 Rehearsal .69

Extrinsic Goal Orientation .62 Elaboration 75

Task Value .90 Organization .64

Control of Learning Beliefs .68 Critical Thinking .80

Self-Efficacy for Learning Metacognitive Self-

and Performance .93  Regulation 79
Time and Study Environment

Test Anxiety .8C Managemer .76
Effort Regulation .69
Peer Learning .76
Help-Seeking 52
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Table 3.4

Correlations among MSLQ Scales:

Intr  Extr Tskv Cont Slfef TanxReh Elab Org Crit Mcg TstdyEfft Prirn
Extr 0.15
Tskv  0.68 0.18
Cont 0.29 0.14 0.30
Sifef 0.59 0.15 0.51 0.44
Tanx -0.15 0.23 -0.14 -0.10 -0.37
Reh 0.10 0.23 0.12 0.02 0.10 0.11
Elab 0.48 0.13 0.44 0.22 0.37 -0.13 0.36
Org 0.27 0.09 0.19 0.02 0.21 -0.05 0.49 0.52
Crit 058 0.06 0.39 0.19 0.42 -0.11 0.15 057 0.31
Mcg 050 0.07 045 0.17 046 -0.24 0.39 0.67 0.55 0.53
Tstdy 0.32 0.13 0.37 0.00 0.32 -0.17 0.38 0.44 0.44 0.25 0.58
Efft 0.43 0.11 0.47 0.07 044 -0.21 0.26 044 0.36 0.25 0.61 0.70
Prirm  0.13 0.20 0.09 -0.03 0.05 0.10 0.21 0.19 0.23 0.25 0.15 0.10 0.05
Hsk 0.10 0.08 0.16 0.00 0.08 0.08 0.18 0.28 0.22 0.19 0.25 0.21 0.18 0.55

Intrinsic Goal Orientation: Intr; Extrinsic Goal @ntation: Extr; Task Value: Tskv; Control of Learg Beliefs: Cont; Self-
Efficacy for Learning and Performance: Slfef; TAskiety: Tanx; Rehearsal: Reh; Elaboration: Elabga@ization: Org;
Critical Thinking: Crit; Metacognitive Self-Reguiah: Mcg; Time and Study Environment Managementdy:sEffort
Regulation: Efft; Peer Learning: Prlrn and Help{8eg: Hsk



Duncan and McKeachie (2005) state that since take seas designed in a
modular fashion, each scale can be used by itselitb any of the other scale. For this
study, the following motivation subscales were usask value, control of learning
beliefs, and self-efficacy for learning. The folilmg learning strategies subscales were
used: organization, metacognitive self-regulattong and study environment
management, and effort regulation. These scales weluded since they aligned with
the research question. See Appendix B for the MSLQ

The scales that were excluded from the motivatidssesales include: intrinsic
goal orientation, extrinsic goal orientation, aadttanxiety. The scales excluded from
the learning strategies subscales included: rebkalaboration, critical thinking, peer
learning, and help seeking. These subscales weheded from the study because they
were not in alignment with the goals of this reshar

Scale definitions.

Task ValueAccording to Pintrich et al. (1991) task value refto the student’s
assessment of how interesting, how important, awddseful the task is to them. There
are six questions in this subscale. Sample questiclude the following:

e “Ithink | was able to use what | learn in this ceiin other courses.

e | think the course material in this class is usé&fulme to learn.

e Understanding the subject matter of this courserg important to me.

(p. 11)"
Control of Learning BeliefsThis scale investigates the subject’s opinioruabo

outcomes being contingent on personal effort instédaxternal factors like the teacher
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(Pintrich et al., 1991). There are four questionthis subscale. Sample questions
include the following:

e “Itis my own fault if | don’t learn the materiais this course.

e |f I don't understand the course material, itécause | didn’t try hard

enough. (p.12)”

Self-Efficacy for Learning and Performancé&:his scale refers to performance
expectations, and self-appraisal of ability to aopbsh a task, and confidence in ability
to perform the task (Pintrich et al., 1991). Thare eight questions in this subscale.
Sample questions include the following:

e “| believe I will receive an excellent grade inghalass.

e I'm confident that | can do an excellent job on #ssignments and tests in

this course.

e Considering the difficulty of this course, the teag and my skills, | think |

will do well in this class. (p. 14)”

Organization Organizing involves selecting appropriate infotioa and
establishing connections between information indlass. Organizing takes effort from
the student and being organized should increaserpeance (Pintrich et al., 1991).
There are four questions in this subscale. Saguestions include the following:

e “When | study the readings for this course, | mélthe material to help me

organize my thoughts.

e | make simple charts and diagrams, or tables to im&l organize course

material. (p. 21)”
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Metacognitive Self-Regulatioiihis scale looks at the knowledge and awareness
of students related to self-regulation. In thistinment, self-regulation refers to planning
(goal setting), monitoring (attention tracking)daregulating (self-check and correct)
(Pintrich et al., 1991). There are twelve questionthis subscale. Sample questions
include the following:

e “ltry to change the way | study in order to fietbourse requirements and

instructor’s teaching style.

e When I study for this class, | set goals for myselérder to direct my

activities in each study period.

e If | get confused taking notes in class, | makeadigort it out afterwards.

(p. 23)"

Time and Study Environment Managemerntis refers to the ability of students
to manage and regulate time and study settings ifbludes scheduling tasks in an
appropriate manner and organizing where the stugtadtes (Pintrich et al., 1991).
There are eight questions in this subscale. Saquastions include the following:

e “l have aregular place set aside for studying.

e | often find | don’'t spend very much time on thaucse because of other

activities (reversed).

e | make sure | keep up with the weekly readings asgignments for this class.

(p. 25)"

Effort Regulation This part of self-regulation relates to complgtoourse goals

in light of difficulties or distractions (Pintrickt al., 1991). There are four questions in

this subscale. Sample questions include the faligw
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e “l work hard to do well in this class even if | dbhke what we are doing.

e | often feel so lazy or bored when | study for tbligss that | quit before |

finish what | planned to do. (p. 27)” (reversed).

Qualitative measures.

The following qualitative measures were utilizecttlect data from participants.
First, demographic information was collected frahparticipants. Participants indicated
their gender, current age, number of years of gelmpleted, grade classification, and
current major. See Appendix C for the Demograjffata Questionnaire.

Secondly, pre- and post-test Likert-type Scale (ualitative) questions were
used to collect additional data from all particifgaim the study. The instrument
consisted of five, 5-point Likert-type items, witlssponses ranging from 1 (very high) to
5 (very low). Questions addressed self-assessofientrent technological proficiency,
current comfort level with technology, self-assesstrof ability to successfully complete
the course, self-assessment of motivation to campte course, and self-assessment of
organizational skills related to ability to com@etoursework. Additionally, one open-
ended question was asked of all participants. duestion was different for the pre- and
post-tests. For the pre-test data collectionj@péants were asked how they planned on
organizing their time and study environment for tberse. For the post-test data
collection, participants were asked if they learneéxperienced anything in the course
that helped them organize their time and studyrenment for the class. Data was
summarized and assessed for themes. See Appebdares E for the pre-test and post-

test Self-Assessment Questions.

52



The final set of qualitative data collected canmarfreight individual interviews
done at the end of the semester with students tin@nexperimental groups. Two student
names from each experimental section were randohdgen from a pool of volunteer
names gathered during the post-test process.

Interviews began with general background questimadding gender, age, years
of college completed, grade classification andentrmajor. Interview questions focused
on students’ perception of personal technologyipiericy, whether their proficiency
changed over the course of the semester, stugmrs2ptions of their level of comfort
with technology, how their level of comfort changmcer the semester, and their opinion
of the ease of successfully completing the coussejaments.

Additional questions were asked about studentsivatbn toward completing
the course, students’ organizational skills for¢barse and how those may have changed
over the semester, and organization of time andiystavironment. Lastly, interviewees
were asked what, if anything, they learned in the<that assisted them with personal
organization,

Finally, interview questions focused on studen&s’spnal opinions related to the
use of thesetting Things Done™QJTD) software in the courses. The researcher asked
series of open-ended questions about the use @Thesoftware during the
experimental period. These questions focused etrdiming, the utilization of the
software during the semester, use of to-do ligs,af the calendaring functions, ease of
completion of tasks based on the use of the soffwssues that kept the interviewee
from utilizing the software and software-prograne@fic opinion questions. The last

series of questions sought student opinions om #fdity to utilize the software in other
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courses, their recommendation of the softwarelterst and any additional comments
related to the study. The data was summarizecasessed for themes. The GTD
interview questions were based on components o&#@ software and the MSLQ
subscales utilized in this study. Interviews wewaducted at the College of Education
and scheduled for a time that was convenient feirterviewee; interviews lasted no
longer than 45 minutes apiece. The students’ resggowere recorded via digital audio
recorder and theme analysis was conducted fromethdts. See Appendix F for the
Interview Guide.

Instructional materials.

At the beginning of the semester, the experimagralps received instructions
from the researcher about the use of David All&etting Things Done ™oftware and
method to assist them in completing the assignnfentse course. The control groups
received the same materials following the postdasa collection. Students learned
about mastering workflow, natural planning, andubke of two types dgetting Things
Done™software to assist with productivity in this courseee Appendix G for the
Getting Things Done™owerPoint Training Materials.

Allen (2001) describes how to master workflow wefisteps: collect, process,

organize, review, and do (see Figure 3.1).
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Figure3.1

David Allen’s Workflow Diagram
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The first step is to collect, in one place, all theff’ to which one needs to
attend. This involves gathering physical items gepiesentations of electronic items into
an “in-basket” that holds said items until timeisilable to process the information.
Allen (2001) notes that this stage is essentiatfearing the RAM of the mind so that
one is not overwhelmed by trying to keep tracklbfreere is to do. One important note
for this stage is to set up enough in-basketsdarmrze various components of your life,

but not so many in-baskets that they become toonhatming to manage.
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The second step is to process the information awedan the in-baskets. This
step is time consuming and should only be undentakth a large block of available
time. Processing involves determining what theite and if an action needs to be taken
to deal with it. Actions include determining ifightask is a project, if the task is an action
item, or if the task is a non-action item.

The third step is to organize the information adseel by the process step. Non-
action items will be trashed, filed away for futwise, or put into a reference folder. Action
items that take two minutes or less to completeaacemplished immediately and those
taking longer than two minutes are either delegatateferred for later. If a task is project
based, it goes onto a projects list for action.

The fourth step is to review the outstanding itémthe various baskets and
decide what needs immediate attention and whabeateferred for later. One way to
organize items for review is to document them peesonal organization system. Allen
(2001) recommends a calendar that lists projeetst, actiontems, andvaiting foritems.
The review should take place on a weekly basismfaximum success.

The final step is what Allen (2001) calls the “Dstép. For items taking longer
than two minutes to complete another set of orgagigrocedures are followed. He
offers three models to consider during this phadee first step is addressing the “Four-
Criteria Model” where individuals determine the t@xt in which the action needs to
take place, the time available to complete the, thekenergy available to complete the
task, and where on the priority list the actiomigefalls. The second model is the
“Threefold Model” used to evaluate daily items. indsthe “Threefold Model,”

individuals complete the work as it is predefinasl it shows up, or defines the work to
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be accomplished. Allen recommends beginning viiégh“defining your work” process.
Finally, Allen offers the “Six-Level Model” to asgiindividuals in reviewing their
personal work. This model involves the individuedwing his/her personal priorities
from different perspectives. These six perspestare based on altitude and consist of
the “Runway” which lists current items that need&accomplished. The next level is
“10,000 feet” which includes current projects. Thied level is “20,000 feet” and is
made up of the top ten to fifteen “results driveategories in your life. Examples here
might include health, finances, and strategic plagn The fourth level is “30,000 feet”
and involves setting one- and two-year goals fdh lwaork and personal life. The fifth
level is “40,000 feet” and entails establishinge#to five-year visions for your future.
The final level is the “50,000+ feet” level. Theswhat Allen (2001) calls thieig picture
of life level and where primary life purposes are devalope

The Getting Things Done ™ethod is based on what Allen (2001) calls “natural
planning” (p.56). Natural planning involves fivegses. The first phase is to determine
the purpose of why one is doing what one is doifige second phase is to understand
how your principles establish parameters and @ifer your behavior. The third phase
is to develop a vision for the successful comptetatcome of a project. The fourth
phase is to brainstorm ways to move projects frd@as in your mind to finished events.
The final phase is to determine the allocation i@adlocation of resources to get the
project moving towards completion.

Students also received instruction on the @adting Things Done™oftware
programs chosen for the study. These programs uger@ as organizational tools for the

course assignments. Instruction was given omsgetip and managing an account,
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entering action item information into the taskstimecof the program and setting up

reminders for both iGoogle™ (http://www.google.capand Remember the Milk

(http://www.rememberthemilk.com/

Procedures

During the second week of the semester, the r@dssaattended seven sections of
the EDTC 3123 face-to-face classes to invite stigdenparticipate in the study and
complete the pre-test materials, consisting oMIE.Q, open-ended questions and
demographic materials. See Appendix H for the &®euent Script and Appendix | for the
Informed Consent Document. One of the researcd&sertation co-chairs presented the
materials to the eighth section, one of the evealagses, because the researcher was
engaged teaching the other evening class 80 nvilag an a different campus. Sections in
both the control groups and the experimental grovgre told that the survey would collect
data on Attitudes of Pre-Service Teachers towandataoductory Educational Technology
Course. All sections were debriefed on the degegtllowing the post-test data
collection. The deception was carried out durimggtudy in to lessen the possibility that
the title of the research study might influencéias the results.

Additionally, those sections chosen to be in theeexnental groups received
instruction in organizing their course assignmerdDavid Allen’sGetting Things
Done™method. Students were given two choices for tgarmzation software to be
utilized during the semester. The two tools fer dinganization were either iGoogle™

(http://www.google.com/igwith the calendaring and task functions addguktsonal

homepages or Remember the Milk software (http://wememberthemilk.comn)/
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Instructions for setting up an account, enterirgggaenents, and managing the accounts
were also provided.

At the end of the semester, the researcher retumseven sections of EDTC
3123 and re-administered the MSLQ and the openekqdestions. The dissertation
co-chair returned to the eighth section, the ewgnlass, to re-administer the MSLQ and
the open-ended questions, again due to the resgatdaching schedule. After
administering the post-test data collection, tlseaecher/dissertation chair provided each
subject with a debriefing letter and explaineddkeeption in the title to all participants.
See Appendix J for the Post-Test Debriefing Letter.

Additionally, those subjects in the control growgesre presented with instruction
in David Allen’sGetting Things Done™hethod and the two organization tools,
iGoogle™ and Remember the Milk following the cotlen of post-test data. After the
post-test data collection, individual interviewghweight student volunteers from the
experimental groups were conducted over the cafrseo weeks. Each interview lasted
approximately 45 minutes.

Data Analysis

Quantitative data analysis procedures.

The majority of the quantitative data for thisdsticame from the MSLQ
instruments completed by the students at the bewgrand end of the semester. Data
from each subject was entered into a spreadshegtgmn and mean scores from each of
the seven subscales used in the study were caduldihe subscale means for each
subject was entered into statistical analysis stBWSPSS). Paired sample t-tests were

calculated for each subscale variable at the 958tdmnce interval. Additionally, paired
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sample correlations, means, standard deviatiomsPaarson bivariate correlations
between the variables were calculated. To testtadistical differences between the
post-test means of the control and the experimgntalps, independent samples t-tests
were also calculated. For consistency in this\sttite researcher and the researcher’s
co-chair chose the following levels for interpretifi in the Pearson bivariate
correlations: low 10%, moderate 15% - 40%, and B@% and higher.

Additional quantitative data came from 5 Likert-¢yBcale questions asked of all
subjects during the pre- and post-test data callegrocess. Responses from each
guestion were summarized via subject in a spreadginegram. Then, summarized pre-
and post-test answers for each person was entaredtatistical analysis software
(SPSS). Paired sample t-tests were calculateelicn question. Additionally, means,
standard deviations, and Pearson bivariate colwaRbetween the variables were
calculated. To test for statistical differencesnssn the post-test means of the control
and the experimental groups, independent sampéests-were also calculated. As stated
previously, for consistency in this study, the egsher and the researcher’s co-chair
chose the following levels for interpretingin the Pearson bivariate correlations: low
10%, moderate 15% - 40%, and high 50% and higher.

Finally, demographic data was summarized to progidemplete picture of the
subjects involved in the study. Gender, gradesdiaation and student major data was
tallied. The data for current age and number ofs/e&college completed was tallied and

averaged, with range also calculated.
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Qualitative data analysis procedures.

One component of the research involved qualitatata collection from open-
ended interviews with eight students randomly getbrom the experimental groups.
The information was transcribed, coded and analy@ethemes utilizing qualitative
coding methods. Miles and Huberman (1984) presémtmation on coding data. They
note that coding allows the researcher to clusteifes information as a precursor to
analyzing the data. Three strategies suggest&dilbg and Huberman were utilized in
the coding process for this data: counting the lmemof times a topic is mentioned,
clustering the information, and looking for pattein the information.

A second component of the qualitative data cam® fopen-ended questions
asked of subjects in both the experimental andrebgtoups during the pre- and post-
data collection. During the pre-test data coltattisubjects were asked how they
planned to organize their time and study envirorinf@rthe course. During the post-test
data collection, subjects were asked if there vagthéng learned or experienced in the
course that helped them to organize their timesaindy environment for the class. The
information was transcribed, coded and analyzedhemes utilizing qualitative coding
methods.

Independent and Dependent Variables

For this study, th&etting Things Done™oftware served as the independent

variable. Motivation and self-regulation servedresdependent variables.
Validity Considerations
Threats to internal and external validity were coltéd as much as possible in

this study. Creswell (2003) notes that interndiidity threats come from “experimental
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procedures, treatments, or experiences of thecpgatits that threaten the researcher’s
ability to draw correct inferences from the datamexperiment” (p. 171). To control for
instrumentation, the researcher chose an instruthahhas been tested and found to be a
reliable and valid measure. This instrument waslder all subjects in the pre- and post-
testing and was given at the same point in timenduhe semester to all subjects. For
experimental procedures, the same protocol wasvielll each time the instrument was
given to subjects. For treatment and experieraiesubjects in the control groups and in
the experimental groups received the same trammiipeGetting Things Done™
methods an@etting Things Done ™oftware. Gall, Borg, and Gall (1996) offer anathe
threat to internal validity known as “compensatowalry by the control group” (p. 472).
This threat is also called the John Henry effddtis effect occurs when the control
groups try to outperform the experimental groups.counter this effect, no special
treatment or grading incentives were offered tbhezigroup.

Creswell (2003) also offers this with regards tteexal validity threats, “external
validity threats arise when experimenters draw iireszi inferences from the sample data
to other persons, other setting, and past or figetengs” (p. 171). To control for these
external validity threats, the results of the studlyonly be generalized to the population
under consideration, pre-service teachers taktegtanology methods course.

Gall, Borg, and Gall (1996) present additional #tseto external validity; these
ecological concerns are the Hawthorne effect ast-{gst sensitization. According to
Gall, Borg and Gall, “The Hawthorne effect refeysany situation in which the
experimental conditions are such that the meretfedtindividuals are aware of

participating in an experiment, are aware of thedtlgesis, or receiving special attention
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improves their performance” (p. 475). Pre-serveachers tend to complete educational
courses together and compare notes on the coulsé&emyg completed in different
sections of the same course. Gall, Borg, and Gz that while attempts to control for
this effect tend to fail; researchers should attetmpninimize special treatment to
experimental subjects. For this study, the re$esairattempted to minimize Hawthorne
effects by only providing the basic information assary to the experimental groups to
complete the study and not emphasize that the ix@etal groups are receiving special
treatment. Post-test sensitization occurs whejestdforemember the pre-test and learn
from their responses to the pre-test. For thidystthe time between tests downplayed
the effects of post-test sensitization.
Conclusion

The following chapter will present the quantitataved qualitative results from the
statistical analyses. This will include analydish® pre- and post-test results from the
MSLQ, the Likert-type scale questionnaire and titerviews conducted with the eight

volunteers from the experimental groups.
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CHAPTER IV

RESULTS

Introduction

The purpose of this study was to investigate thecebf Getting Things Done™
(GTD) software on the motivation and self-regulatad pre-service teachers in an
introductory Educational Technology course. THeWing research question was
addressed: Do pre-service teachers in an introdp&ducational Technology course
usingGetting Things Done™oftware demonstrate an increase in motivationsaifel
regulation? This chapter will describe the samihle,data analysis, and the results of the
guantitative and qualitative data collected dutimg course of the study.

A pre-test/post-test design was used to collea fitatn the two comparison
groups. Comparison groups consisted of a contmlmand an experimental group of
pre-service teachers enrolled in different sectmfres required instructional course.
Subjects first completed the Motivated Strategiearhing Questionnaire (MSLQ).
Additionally, a Likert-Type Scale survey with opended short answer/essay questions
was administered to all participants so they caelftassess their skill level, their
comfort with technology, and their classroom exgreces. These surveys were
administered at both the beginning and end ofdékearch cycle. To enhance the results

gathered through the surveys, qualitative datacsiscted through semi-structured
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interviews conducted with eight randomly selecteients participating in the
experimental groups. Two students from each oeiperimental groups (classes) were
interviewed. No students from the control grougseninterviewed because the
researcher discovered that the majority of thevig questions focused only on the
GTD software utilized during the study insteadled toncepts the software reinforced.

Paired sample t-tests were used to investigategme: post-test means between
the variables and independent samples t-tests oamictucted to look at the difference in
means between the control groups and the experaingmiups. Pearson bivariate
correlations were performed for pre- and postatastibles and control and experimental
groups. For consistency in this study, the researand the researcher’s co-chair chose
the following levels for interpretingf in the Pearson bivariate correlations: low 10%,
moderate 15% - 40%, and high 50% and higher. @peled questions and interview
results were transcribed and analyzed for commemdés.

Chapter 4 will first present participant informatjoncluding demographic
characteristics of the students who participatethénstudy. The research question: Do
pre-service teachers in an introductory Educatideahnology course usir@etting
Things Done™software demonstrate an increase in motivationsatferegulation, will
be addressed first through the presentation oftgatine and then, qualitative data.
Participant Demogr aphic Information

A total of ninety pre-service teachers completethlthe pre- and post-test survey
guestionnaires, forty-five students in the expentakgroups and forty-five in the control
groups. Only pre-service education teacher dataim@uded in the results. Students

with other majors were enrolled the course andtallients were allowed to complete the
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instruments to avoid any negative effects on thia dallection process. However, the
data from other majors was excluded from the fdsh analysis. Table 4.1 presents the
control and experimental groups gender summaries.

Table 4.1

Gender Summary

Control groups Experimental groups
Gender N % N %
Male 14 31% 18 40%
Female 31 69% 27 60%

The average age of the control groups was 255B11(81) and the ages of the
students ranged from 19 to 31. The average atfeaxperimental groups was 22.87
(SD4.94) and the ages ranged from 19 to 44. Medijarf@ the control groups was 21
years and median age for the experimental groupsalga 21 years. Students in the
control groups had spent an average of 2387(Q.94) years in college. Students in the
experimental groups had spent 2.73 years in co(8De..25).

The control groups’ grade classification distribatwas 13% sophomores, 49%
juniors, and 38% seniors. The experimental grogpade classification percentages
were 11% sophomores, 69% juniors and 20% senWfighin the control groups, 42% of
students were Elementary Education majors and 5886é Wecondary Education majors.
Within the experimental groups, 33% were ElemenEadycation majors and 67% were

Secondary Education majors.
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Analysisof MSLQ Data

After data was collected, numbers from each stibj&tSLQ were entered into
an excel spreadsheet and mean scores from edoh séven subscales used in the study
was calculated for each subject. The subscale srfeaeach person was entered into
statistical analysis software (SPSS, version Pgired sample t-tests were calculated for
each subscale variable at the 95% confidence miteAdditionally, paired sample
correlations, means, standard deviations, and &eargariate correlations between the
variables were calculated. Following the analgéipaired sample t-tests, independent
samples t-tests were calculated between the expetainand the control groups to
compare post-test means. Means, standard de\satdod Pearson bivariate correlations
between the variables were also calculated.

Paired samplet-test experimental groups.

Table 4.2 presents the means, standard deviatodspre- and post-test
correlations with corresponding significance of tine- and post-test scales for the

experimental groups.
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Table 4.2

Paired Sample Descriptive Statistics Experimentaups

Pre-Test Mean Post-Test Mean Pre- and Post- Sig.

(SD) (n=45) (SD) (n=45) Correlations
Task Value 6.09 (0.84) 6.08 (0.92) 0.452 0.002*
Control Learning 6.22 (0.72) 5.90 (1.17) 0.573 0.000*
Beliefs
Self-Efficacy for 5.92 (0.68) 5.91 (0.74) 0.508 0.000*
Learning and
Performance
Organization 3.64 (1.46) 3.15 (1.55) 0.813 0.000*
Metacognitive 4.30 (0.94) 4.05 (0.97) 0.738 0.000*
Self-Regulation
Time and Study 5.36 (0.84) 4.87 (1.29) 0.632 0.000*
Environment
Effort Regulation 5.73 (0.87) 5.42 (1.13) 0.537 0.000*

Note Responses to scale items were on a 7-point Ldaate, with responses ranging
from 1 - not true at all of me to 7 - very truenoé.
*p < .05 statistically significant
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Table 4.3 presents paired differences descriptatistics for the pre- and post-
test scales of the experimental groups.
Table 4.3

Paired Sample Paired Differences Experimental Gsoup

Paired Differences

Mean SD Std. 95%  95% t df Sig.
Error Cl Cl (2-tailed)
Mean Lower Upper

Pair 1 Pre/Post .011 .925 .138 -.267 289 .081 44 936
Task Value

Pair 2 Pre/Post  .318 .963 143 .028 607 221 44 .032*
Control Learning
Beliefs

Pair 3 Pre/Post .007 .705 .105 -.205 219 070 44 945
Self-Efficacy for
Learning and
Performance

Pair 4 Pre/Post  .494 .922 .138 217 771 3.60 44 .001*
Organization

Pair 5 Pre/Post .250 .693  .103 413 458 242 44  .020*
Metacognitive
Self-Regulation

Pair 6 Pre/Post 491 999 .149 191 791 3.30 44 .002*
Time and Study
Environment

Pair 7 Pre/Post  .317 .988 147 .020 613 215 44 .037*
Effort Regulation

*p < .05 statistically significant
A paired sample t-test was calculated to comparertean of the pre- and post-

test results of the experimental groups’ Task Valkede. Descriptive indices, including
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paired sample correlations, means and standardta®s for the variables of interest
were also calculated. For the Task Value scaseilt®were not statistically significant at
the 95% confidence level44) = .081p > .05. Paired sample correlations revealed a
significant positive correlationr & .45,p < .002) between Task Value pre-test and Task
Value post-test.

A paired sample t-test was calculated to comparartban of the pre- and post-
test results of the experimental groups’ ContrdLedirning Beliefs scale. Descriptive
indices, including paired sample correlations, nseamd standard deviations for the
variables of interest were also calculated. FerGontrol of Learning Beliefs scale,
results were statistically significant at the 958ftifcdence levelf(44) = 2.210p < .05.
Paired sample correlations revealed a significasitiye correlationr(= .573,p < .000)
between Control of Learning Beliefs pre-test anai@s of Learning Beliefs post-test.

A paired sample t-test was calculated to compagartban of the pre- and post-
test results of the experimental groups’ Self-Eitig for Learning and Performance scale.
Descriptive indices, including paired sample catiehs, means and standard deviations
for the variables of interest were also calculatédr the Self-Efficacy for Learning and
Performance scale, results were not statisticailyificant at the 95% confidence level,
t(44) = .070p > .05. Paired sample correlations revealed a sogmif positive
correlation ¢ = .508,p < .000) between Self-Efficacy for Learning andfBenance pre-
test and Self-Efficacy for Learning and Performapast-test.

A paired sample t-test was calculated to compagartban of the pre- and post-
test results of the experimental groups’ Organirasicale. Descriptive indices,

including paired sample correlations, means anutst@ deviations for the variables of
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interest were also calculated. For the Organinaiale, results were statistically
significant at the 95% confidence levié#i4) = 3.596p < .05. Paired sample
correlations revealed a significant positive catieh { = .813,p < .000) between
Organization pre-test and Organization post-test.

A paired sample t-test was calculated to compagartban of the pre- and post-
test results of the experimental groups’ Metacogmielf-Regulation scale. Descriptive
indices, including paired sample correlations, nseamd standard deviations for the
variables of interest were also calculated. FerMletacognitive Self-Regulation scale,
results were statistically significant at the 958fifedence levelt(44) = 2.415p < .05.
Paired sample correlations revealed a significasitiwe correlationr(= .738,p < .000)
between Metacognitive Self-Regulation pre-test [siethicognitive Self-Regulation post-
test.

A paired sample t-test was calculated to compagartban of the pre- and post-
test results of the experimental groups’ Time anal$s Environment scale. Descriptive
indices, including paired sample correlations, nseamd standard deviations for the
variables of interest were also calculated. Fandland Study Environment scale, results
were statistically significant at the 95% confidemevel,t(44) = 3.301p < .05. Paired
sample correlations revealed a significant positimeelation { = .632,p < .000)
between Time and Study Environment pre-test anceand Study Environment post-
test.

A paired sample t-test was calculated to compagartban of the pre- and post-
test results of the experimental groups’ Effort agon scale. Descriptive indices,

including paired sample correlations, means anutsta deviations for the variables of
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interest were also calculated. For the Effort Ratgon scale, results were statistically

significant at the 95% confidence levig#i4) = 2.151p < .05. Paired sample

correlations revealed a significant positive catieh ¢ = .537,p < .000) between Effort

Regulation pre-test and Effort Regulation post-test

Paired samplet-test control groups.

Table 4.4 presents the means, standard deviatodspre- and post-test

correlations with corresponding significance of gine- and post-test scales for the

control groups.

Table 4.4

Paired Sample Descriptive Statistics Control Groups

Pre-Test Mean Post-Test Mean Pre- and Post- Sig.
(SD) (n=45) (SD) (n=45) Correlations

Task Value 5.89 (0.96) 5.96 (0.97) 0.522 0.000*
Control Learning 5.71 (0.97) 5.51 (1.23) 0.542 0.000*
Beliefs
Self-Efficacy for 5.99 (0.71) 6.08 (0.85) 0.565 0.000*
Learning and
Performance
Organization 3.71 (1.39) 3.28 (1.32) 0.493 0.001*
Metacognitive 4.31 (0.84) 4.02 (1.03) 0.632 0.000*
Self-Regulation
Time and Study 5.46 (0.68) 4.80 (1.02) 0.419 0.004*
Environment
Effort Regulation 5.36 (0.87) 5.14 (1.12) 0.320 0.032*

Note Responses to scale items were on a 7-point Laoate with responses ranging
from 1 - not true at all of me to 7 - very truenoé.
*p < .05 statistically significant
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Table 4.5 presents paired differences descriptatistics for the pre- and post-
test scales of the control groups.
Table 4.5

Paired Sample Paired Differences Control Groups

Paired Differences

Mean SD Std. 95% 95% t df Sig.
Error Cl Cl (2-tailed)
Mean Lower Upper

Pair 1 Pre/Post -.072 .944 .141 -.356 211 -513 44 .610
Task Value

Pair 2 Pre/Post 199 1.08 .160 -.124 523 1.243 44 221
Control Learning
Beliefs

Pair 3 Pre/Post -.086 .736 .110 -.307 135 -780 44 439
Self-Efficacy for
Learning and
Performance

Pair 4 Pre/Post 428 1.36 .204 .017 .838 2.101 44 .041*
Organization

Pair 5 Pre/Post 293 .816 .122 .048 539 2411 44 .020*
Metacognitive
Self-Regulation

Pair 6 Pre/Post 662 .961 .143 373 950 4.623 44 .000*
Time and Study
Environment

Pair 7 Pre/Post 211 118 176 -.143 565 1.202 44 .236
Effort Regulation

*p < .05 statistically significant
A paired sample t-test was calculated to comparertean of the pre- and post-

test results of the control groups’ Task Value scdbescriptive indices, including paired
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sample correlations, means and standard devidtorise variables of interest were also
calculated. For the Task Value scale, results wetestatistically significant at the 95%
confidence level(44) = -.513p > .05. Paired sample correlations revealed a sogmf
positive correlationr(= .522,p < .000) between Task Value pre-test and Task Value
post-test.

A paired sample t-test was calculated to compagartban of the pre- and post-
test results of the control groups’ Control of Lidag Beliefs scale. Descriptive indices,
including paired sample correlations, means anatst@ deviations for the variables of
interest were also calculated. For the Contrdle#rning Beliefs scale, results were not
statistically significant at the 95% confidencedg¥(44) = 1.243p > .05. Paired sample
correlations revealed a significant positive catieh { = .542,p < .000) between
Control of Learning Beliefs pre-test and ControLefirning Beliefs post-test.

A paired sample t-test was calculated to comparartban of the pre- and post-
test results of the control groups’ Self-Efficaocy Learning and Performance scale.
Descriptive indices, including paired sample catiehs, means and standard deviations
for the variables of interest were also calculatédr the Self-Efficacy for Learning and
Performance scale, results were not statisticailyificant at the 95% confidence level,
t(44) = -.780p > .05. Paired sample correlations revealed a sogmif positive
correlation ¢ = .565,p < .000) between Self-Efficacy for Learning andfBlenance pre-
test and Self-Efficacy for Learning and Performapast-test.

A paired sample t-test was calculated to compagartban of the pre- and post-
test results of the control groups’ Organizatioalec Descriptive indices, including

paired sample correlations, means and standardta®ws for the variables of interest
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were also calculated. For the Organization scakjlts were statistically significant at
the 95% confidence level44) = 2.101p < .05. Paired sample correlations revealed a
significant positive correlationr & .493,p < .001) between Organization pre-test and
Organization post-test.

A paired sample t-test was calculated to compagartban of the pre- and post-
test results of the control groups’ Metacognitiwdfd&Regulation scale. Descriptive
indices, including paired sample correlations, nseamd standard deviations for the
variables of interest were also calculated. FerMletacognitive Self-Regulation scale,
results were statistically significant at the 958tifcdence levelf(44) = 2.411p < .05.
Paired sample correlations revealed a significasitiye correlationr(= .632,p < .000)
between Metacognitive Self-Regulation pre-test lsiethicognitive Self-Regulation post-
test.

A paired sample t-test was calculated to compagartban of the pre- and post-
test results of the control groups’ Time and Stkdyironment scale. Descriptive
indices, including paired sample correlations, nseamd standard deviations for the
variables of interest were also calculated. Fandrand Study Environment scale, results
were statistically significant at the 95% confidenevelt(44) = 4.623p < .05. Paired
sample correlations revealed a significant positimeelation  =.419,p < .004)
between Time and Study Environment pre-test anceand Study Environment post-
test.

A paired sample t-test was calculated to compagartban of the pre- and post-
test results of the control groups’ Effort Regudatscale. Descriptive indices, including

paired sample correlations, means and standardta®w for the variables of interest
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were also calculated. For the Effort Regulaticslescresults were not statistically
significant at the 95% confidence levig#i4) = 1.202p > .05. Paired sample
correlations revealed a significant positive catieh ¢ = .320,p < .032) between Effort
Regulation pre-test and Effort Regulation post-test

Pear son bivariate correlations experimental groups.

Pearson bivariate correlations were calculateceterchine the strength of the
relationship between the post-test experimentalggovariables. Table 4.6 presents the
descriptive indices for the Pearson bivariate dati@ns, post-test variables for the
experimental groups.

Table 4.6

Pearson Bivariate Correlations Post-test Variablegerimental Groups

Means SD r r’ df Sig.
(2-tailed)
Pair 1 Control Learning Beliefs 5.90 1.17 0337 0.114 43 0.024*
and Effort Regulation 5.42 1.13
Pair 2 Control Learning Beliefs 5.90 1.17 0484 0.234 43 0.001*
and Metacognitive Self- 405 0.97
Regulation

Pair 3 Control Learning Beliefs 5.90 1.17 0459 0.211 43 0.002*
and Organization 3.15 1.55

Pair 4 Control Learning Beliefs 5.90 1.17 0437 0.191 43 0.003*
and Self-Efficacy 591 0.74

Pair 5 Control Learning Beliefs 5.90 1.17 0521 0.271 43 0.000*
and Task Value 6.08 0.92

Pair 6 Control Learning Beliefs 5.90 1.17 0.217 0.047 43 0.151
and Time and Study 4.87 1.29
Environment

Pair 7 Effort Regulation and 5.42 1.13 0408 0.166 43 0.005*
Metacognitive Self-Regulation 4.05  0.97
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Pair 8 Effort Regulation and
Organization

Pair 9 Effort Regulation and
Self-Efficacy

Pair 10 Effort Regulation and
Task Value

Pair 11 Effort Regulation and
Time and Study Environment

Pair 12 Metacognitive Self-
Regulation and Organization

Pair 13 Metacognitive Self-
Regulation Self-Efficacy

Pair 14 Metacognitive Self-
Regulation and Task Value

Pair 15 Metacognitive Self-
Regulation and Time and
Study Environment

Pair 16 Organization and Self-
Efficacy

Pair 17 Organization and Task
Value

Pair 18 Organization and Time
and Study Environment

Pair 19 Self-Efficacy and Task
Value

Pair 20 Self-Efficacy and Time
and Study Environment

Pair 21 Task Value and Time
and Study Environment

5.42
3.15

5.42
5.91

5.42
6.08

5.42
4.87

4.05
3.15

4.05
5.91

4.05
6.08

4.05
4.87
3.15
5.91

3.15
6.08

3.15
4.87

5.91
6.08

5.91
4.87

6.08
4.87

1.13
1.55

1.13
0.74

1.13
0.92

1.13
1.29

0.97
1.55

0.97
0.74

0.97
0.92

0.97
1.29
1.55
0.74

1.55
0.92

1.55
1.29

0.74
0.92

0.74
1.29

0.92
1.29

0.354

0.530

0.330

0.561

0.721

0.347

0.374

0.311

0.211

0.267

0.342

0.484

0.358

0.098

0.125

0.281

0.109

0.315

0.520

0.120

0.140

0.097

0.045

0.071

0.117

0.234

0.128

0.010

43

43

43

43

43

43

43

43

43

43

43

43

43

0.017*

0.000*

0.027*

0.000*

0.000*

0.019*

0.011*

0.038*

0.163

0.076

0.021~*

0.001*

0.016*

0.522

*p < .05 statistically significant
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A Pearson bivariate correlation was calculatedetemine the strength and
direction of the shared variation between the pestvariables, Control of Learning
Beliefs and Metacognitive Self-Regulation. Destivigpindices, including means and
standard deviations for the variables of interestenalso calculated. The two variables
demonstrated a moderate positive correlatigt) = .484p < .001. This indicates that
23.4% of the variance between the variables waedhd = .234.

A Pearson bivariate correlation was calculatedetemnine the strength and
direction of the shared variation between the pestvariables, Control of Learning
Beliefs and Organization. Descriptive indices]udang means and standard deviations
for the variables of interest were also calculafdte two variables demonstrated a
moderate positive correlatiorn(43) = .459p < .002. This indicates that 21.1% of the
variance between the variables was shared,.211.

A Pearson bivariate correlation was calculatedetemine the strength and
direction of the shared variation between the pestvariables, Control of Learning
Beliefs and Self-Efficacy. Descriptive indicesglinding means and standard deviations
for the variables of interest were also calculafdte two variables demonstrated a
moderate positive correlation(43) = .437p < .003. This indicates that 19.1% of the
variance between the variables was shared,.191.

A Pearson bivariate correlation was calculatedetemine the strength and
direction of the shared variation between the pestvariables, Control of Learning
Beliefs and Task Value. Descriptive indices, inlohg means and standard deviations for

the variables of interest were also calculated. tWwevariables demonstrated a moderate
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positive correlation;(43) = .521p < .000. This indicates that 27.1% of the variance
between the variables was shaméd; .271.

A Pearson bivariate correlation was calculatedetemine the strength and
direction of the shared variation between the pestvariables, Effort Regulation and
Metacognitive Self-Regulation. Descriptive indicegluding means and standard
deviations for the variables of interest were @algulated. The two variables
demonstrated a moderate positive correlati¢t3) = .408p < .005. This indicates that
16.6% of the variance between the variables wasdhd = .166.

A Pearson bivariate correlation was calculatedetemine the strength and
direction of the shared variation between the pestvariables, Effort Regulation and
Self-Efficacy. Descriptive indices, including mesaand standard deviations for the
variables of interest were also calculated. Thevemables demonstrated a moderate
positive correlation;(43) = .530p < .000. This indicates that 28.1% of the variance
between the variables was sharéd; .281.

A Pearson bivariate correlation was calculatedetemnine the strength and
direction of the shared variation between the pestvariables, Effort Regulation and
Time and Study Environment. Descriptive indices|uding means and standard
deviations for the variables of interest were @lglgculated. The two variables
demonstrated a moderate positive correlatigt) = .561p < .000. This indicates that
31.5% of the variance between the variables waedhd = .315.

A Pearson bivariate correlation was calculatedetemnine the strength and
direction of the shared variation between the pestvariables, Metacognitive Self-

Regulation and Organization. Descriptive indigasluding means and standard
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deviations for the variables of interest were @lglculated. The two variables
demonstrated a high positive correlatioi@3) = .721p < .000. This indicates that
52.0% of the variance between the variables wa®dhd = .520.

A Pearson bivariate correlation was calculatedeteminine the strength and
direction of the shared variation between the pestvariables, Self-Efficacy and Task
Value. Descriptive indices, including means arahdard deviations for the variables of
interest were also calculated. The two variablesalestrated a moderate positive
correlationr(43) = .484p < .001. This indicates that 23.4% of the varianewveen the
variables was sharerdf, = .234.

Pear son bivariate correlations control groups.

Pearson bivariate correlations were calculateckterchine the strength of the
relationship between the post-test control growpsiables. Table 4.7 presents the
descriptive indices for the Pearson bivariate dati@ns, post-test variables for the
control groups.

Table 4.7

Pearson Bivariate Correlations Post-test Variab@&ntrol Groups

Means SD r re df Sig.
(2-tailed)
Pair 1 Control Learning 551 1.23 0.497 0.247 43 0.001*

Beliefs and Effort Regulation 5.14 1.12

Pair 2 Control Learning 551 1.23 0.200 0.040 43 0.188
Beliefs and Metacognitive 402 1.03
Self-Regulation

Pair 3 Control Learning 551 1.23 0.120 0.014 43 0.431
Beliefs and Organization 3.28 132

Pair 4 Control Learning 551 1.23 0.571 0.326 43 0.000*
Beliefs and Self-Efficacy 6.08 0.85
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Pair 5 Control Learning
Beliefs and Task Value

Pair 6 Control Learning
Beliefs and Time and Study
Environment

Pair 7 Effort Regulation and
Metacognitive Self-
Regulation

Pair 8 Effort Regulation and
Organization

Pair 9 Effort Regulation and
Self-Efficacy

Pair 10 Effort Regulation and
Task Value

Pair 11 Effort Regulation and

Time and Study Environment

Pair 12 Metacognitive Self-
Regulation and Organization

Pair 13 Metacognitive Self-
Regulation Self-Efficacy

Pair 14 Metacognitive Self-
Regulation and Task Value

Pair 15 Metacognitive Self-
Regulation and Time and
Study Environment

Pair 16 Organization and
Self-Efficacy

Pair 17 Organization and
Task Value

Pair 18 Organization and

5.51
5.96

5.51
4.80

5.14
4.02

5.14

3.28

5.14
6.08

5.14
5.96

5.14
4.80

4.02
3.28

4.02
6.08

4.02
5.96

4.02
4.80
3.28
6.08

3.28
5.96

3.28

Time and Study Environment 4.80

1.23
0.97

1.23
1.02

1.12
1.03

1.12

1.32

1.12
0.85

1.12
0.97

1.12
1.02

1.03
1.32

1.03
0.85

1.03
0.97

1.03
1.02
1.32
0.85

1.32
0.97

1.32
1.02
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0.479

0.321

0.526

0.080
0.587
0.286
0.611
0.531
0.184
0.180

0.546

0.087

0.010

0.378

0.229

0.103

0.277

0.006

0.345

0.082

0.373

0.282

0.034

0.032

0.298

0.008

0.000

0.143

43

43

43

43

43

43

43

43

43

43

43

43

43

43

0.001*

0.032*

0.000*

0.601

0.000*

0.056

0.000*

0.000*

0.227

0.238

0.000*

0.569

0.948

0.010*



Pair 19 Self-Efficacy and 6.08 0.85 0.505 0.255 43 0.000*

Task Value 596 0.97
Pair 20 Self-Efficacy and 6.08 0.85 0.159 0.025 43 0.297
Time and Study Environment 4.80 1.02
Pair 21 Task Value and Time 5.96 0.97 0.074 0.005 43 0.627
and Study Environment 480 1.02

*p < .05 statistically significant

A Pearson bivariate correlation was calculatedetemnine the strength and
direction of the shared variation between the pestvariables, Control of Learning
Beliefs and Effort Regulation. Descriptive indicagluding means and standard
deviations for the variables of interest were alglculated. The two variables
demonstrated a moderate positive correlatigt) = .497p < .001. This indicates that
24.7% of the variance between the variables wasdhd = .247.

A Pearson bivariate correlation was calculatedetemine the strength and
direction of the shared variation between the pestvariables, Control of Learning
Beliefs and Self-Efficacy. Descriptive indicesgliding means and standard deviations
for the variables of interest were also calculafédte two variables demonstrated a
moderate positive correlation43) = .571p < .000. This indicates that 32.6% of the
variance between the variables was shared, 326.

A Pearson bivariate correlation was calculatedetemnine the strength and
direction of the shared variation between the pestvariables, Control of Learning
Beliefs and Task Value. Descriptive indices, indhg means and standard deviations for
the variables of interest were also calculated. tWrevariables demonstrated a moderate
positive correlation;(43) = .479p < .001. This indicates that 22.9% of the variance

between the variables was sharéd; .229.
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A Pearson bivariate correlation was calculatedetemine the strength and
direction of the shared variation between the pestvariables, Effort Regulation and
Metacognitive Self-Regulation. Descriptive indicegluding means and standard
deviations for the variables of interest were @algculated. The two variables
demonstrated a moderate positive correlatipt3) = .526p < .000. This indicates that
27.7% of the variance between the variables waedhd = .277.

A Pearson bivariate correlation was calculatedetemnine the strength and
direction of the shared variation between the pestvariables, Effort Regulation and
Self-Efficacy. Descriptive indices, including mesaand standard deviations for the
variables of interest were also calculated. Theveuables demonstrated a moderate
positive correlation(43) = .587p < .000. This indicates that 34.5% of the variance
between the variables was sharéd; .345.

A Pearson bivariate correlation was calculatedetemine the strength and
direction of the shared variation between the pestvariables, Effort Regulation and
Time and Study Environment. Descriptive indices|uding means and standard
deviations for the variables of interest were @algculated. The two variables
demonstrated a moderate positive correlati@t) = .611p < .000. This indicates that
37.3% of the variance between the variables waedhd = .373.

A Pearson bivariate correlation was calculatedetemnine the strength and
direction of the shared variation between the pestvariables, Metacognitive Self-
Regulation and Organization. Descriptive indigasluding means and standard

deviations for the variables of interest were alslculated. The two variables
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demonstrated a moderate positive correlati¢t3) = .531p < .000. This indicates that
28.2% of the variance between the variables waedhd = .282.

A Pearson bivariate correlation was calculatedeteminine the strength and
direction of the shared variation between the pestvariables, Metacognitive Self-
Regulation and Time and Study Environment. Desgggndices, including means and
standard deviations for the variables of interestenalso calculated. The two variables
demonstrated a moderate positive correlati¢t3) = .546p < .000. This indicates that
29.8% of the variance between the variables waedhd = .298.

A Pearson bivariate correlation was calculatedeteminine the strength and
direction of the shared variation between the pestvariables, Self-Efficacy and Task
Value. Descriptive indices, including means arahdard deviations for the variables of
interest were also calculated. The two variablesalestrated a moderate positive
correlationr(43) = .505p < .000. This indicates that 25.5% of the varianewveen the
variables was sharedf,= .255.

Independent samplest-test.

An independent samples t-test was calculated tqeaosthe post-test mean score
of the experimental and control MSLQ scale variable

Table 4.8 presents the means, standard deviategsees of freedom, and
significance level for the results. Each of theependent samples t-test results had a
significance greater than .05 in Levene’s tesefjuality of variance, so the top row of

the SPSS data output was utilized in the reporting.

84



Table 4.8

Independent Samples Descriptive Statistics

Experimental Control Mean t df Sig.
Mean SD) (SD) (n=45)
(n=45)

Task Value 6.08 (0.92) 5.96 (0.97) .585 88 .560
Control Learning Beliefs  5.90 (1.17) 5.51 (1.23) 1.54 88 128
Self-Efficacy for Learning 5.91 (0.74) 6.08 (0.85) -.991 88 325
and Performance
Organization 3.15 (1.55) 3.28 (1.32) -.440 88 .661
Metacognitive 4.05 (0.97) 4.02 (1.03) 130 88 .897
Self-Regulation
Time and Study 4.87 (1.29) 4.80 (1.02) 261 88 .795
Environment
Effort Regulation 5.42 (1.13) 5.14 (1.12) 1.15 88 .254

Note Responses to scale items were on a 7-point Leaaie, with responses ranging
from 1 - not true at all of me to 7 - very truenoé.
*p < .05 statistically significant

An independent samples t-test was calculated cangptire post-test mean score
of the Task Value Scale for the experimental gram$the control groups. No
significant difference was fount{88) = .585p > .05). The mean of the experimental
groups (= 6.08,SD = 0.92) was not significantly different from thesam of the control
groups (n=5.96,SD= 0.97).

An independent samples t-test was calculated congptne post-test mean score

of the Control of Learning Beliefs Scale for thgpemental groups and the control

groups. No significant difference was foun@@8) = 1.54p > .05). The mean of the
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experimental groupsn(= 5.90,SD=1.17) was not significantly different from thesam
of the control groupsnf = 5.51,SD=1.23).

An independent samples t-test was calculated cangptire post-test mean score
of the Self-Efficacy for Learning and Performan@al® for the experimental groups and
the control groups. No significant difference iasnd ¢(88) = -.991p > .05). The
mean of the experimental groups £ 5.91,SD = 0.74) was not significantly different
from the mean of the control groups € 6.08,SD= 0.85).

An independent samples t-test was calculated cangptire post-test mean score
of the Organization Scale for the experimental geoand the control groups. No
significant difference was fount{88) = -.440p > .05). The mean of the experimental
groups th= 3.15,SD = 1.55) was not significantly different from thesam of the control
groups (n= 3.28,SD= 1.32).

An independent-samples t-test was calculated cangptre post-test mean score
of the Metacognitive Self-Regulation Scale for éx@erimental groups and the control
groups. No significant difference was fou(@8) = .130p > .05). The mean of the
experimental groupsy(= 4.05,SD= 0.97) was not significantly different from thesam
of the control groupsi = 4.02,SD= 1.03).

An independent samples t-test was calculated cangptre post-test mean score
of the Time and Study Environment Scale for theeeixpental groups and the control
groups. No significant difference was fou(88) = .261p > .05). The mean of the
experimental groupsy(= 4.87,SD= 1.29) was not significantly different from thesam

of the control groupsnf = 4.80,SD= 1.02).
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An independent samples t-test was calculated cangptire post-test mean score
of the Effort Regulation Scale for the experimemga@lups and the control groups. No
significant difference was fount(88) = .1.15p > .05). The mean of the experimental
groups th=5.42,SD = 1.13) was not significantly different from thesam of the control
groups (n=5.14,SD=1.12).

Pear son bivariate correlations between experimental and control groups.

Pearson bivariate correlations were calculateckterchine the strength of the
relationship between the post-test control grouqfmsexperimental groups’ variables.
There were two significant correlations found ie fbrty-nine calculations. Table 4.9

presents the results.
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Table 4.9

Pearson Bivariate Correlations Experimental and €ohGroups Post-Test

CLB ER MCSR Org Self-Eff. Tsk Vle. Time Study
Post Control Post Exp. Post Exp. Post Exp. Post Exp. Post Exp. Post Exp. Post Exp.
Control Learning Beliefs .031 135 .027 -.006 -.037 143 121
Effort Regulation 193 181 -.069 118 -.244 -.033 150
Metacognitive Self-Reg. .094 -.129 -.027 .040 -.384* -.080 -.132
Organization -.006 -.180 .010 .028 -.078 -.046 -.062
Self-Efficacy .204 .053 142 .002 .037 .184 109
Task Value .002 -.164 .084 -.022 -.036 -.028 -.204
Time Study Environment 114 .042 134 .338* -.222 -.111 -.235

*p < .05 statistically significant



Table 4.10 presents the descriptive indices folPi&rson bivariate correlations,
post-test variables for the two statistically sfg@int correlations.
Table 4.10

Descriptive Indices for Statistically Significanb$-test Variables

Means SD r r’ df Sig.
(2-tailed)

Pair 1 Metacognitive Self- 4.02 1.03 -0.384 0.147 43 0.009*
Regulation control and 591 0.74
Self-Efficacy experimental

Pair 2 Time and Study 4.80 1.02 0.338 0.114 43 0.023*
Environment control and 3.15 1.55
Organization experimental

*p < .05 statistically significant

A Pearson bivariate correlation was calculatedetemnine the strength and
direction of the shared variation between the pestvariables, Metacognitive Self-
Regulation control and Self-Efficacy experimentBlescriptive indices, including means
and standard deviations for the variables of isteneere also calculated. The two
variables demonstrated a low negative correlati@8) = -.384p < .01. This indicates
that 14.7% of the variance between the variablesshared;? = .147.

A Pearson bivariate correlation was calculatedetemine the strength and
direction of the shared variation between the pestvariables, Time and Study
Environment control and Organization experimenféscriptive indices, including
means and standard deviations for the variabl@s@fest were also calculated. The two
variables demonstrated a low positive correlatt¢fi3) = .338p < .05. This indicates

that 11.4% of the variance between the variablesssalmaredr,2 =.114.
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Analysisof Skill Level Likert-Type Scale Data

After data was collected, numbers from each sulsj&ttill Level Likert-type
Scale questionnaire were entered into an exceadpheet and mean scores for each of
the five subscales used in the study was calcufategach subject. The subscale means
for each person was entered into statistical arsabgdftware (SPSS, version 17). Paired
sample t-tests were calculated for each subscal@bla at the 95% confidence interval.
Additionally, paired sample correlations, meanandard deviations, and Pearson
bivariate correlations between the variables wateutated. Following the analysis of
paired sample t-tests, independent samples tuests calculated between the
experimental and the control groups to compare-fgsttmeans. Means, standard
deviations, and Pearson bivariate correlations éetvthe variables were also calculated.

Paired samplet-test experimental groups.

Table 4.11 presents the means, standard deviadodgyre- and post-test
correlations with corresponding significance of gine- and post-test scales for the

experimental groups.
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Table 4.11

Paired Sample Descriptive Statistics Experimentaups

Pre-Test Mean Post-Test Mean Pre & Post Significance
(SD) (n=45) (SD) (n=45) Correlations

Ability 2.13(0.79) 1.87 (0.76) 0.260 0.850

Comfort 2.71 (0.82) 2.31 (0.67) 0.628 0.000*
Motivation 1.80 (0.79) 2.22 (0.74) 0.315 0.035*
Organization 2.33(0.74) 2.47 (0.99) 0.311 0.038*
Proficiency 2.82 (0.78) 2.42 (0.62) 0.489 0.001*

Note Responses to scale items were on a 5-point Likp# scale, with responses
ranging from 1 — very high to 5 - very low.
*p < .05 statistically significant

Table 4.12 presents paired differences descrigtastics for the pre- and post-

test scales of the experimental groups.
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Table 4.12

Paired Sample Paired Differences Experimental Gsoup

Paired Differences

Mean SD Std. 95%  95% t df Sig
Error Cl Cl (2-tailed)
Mean Lower Upper

Pair 1 Pre/Post 0.267 0.94 0.14 -0.15 0.55 1.905 44  .063
Ability

Pair 2 Pre/Post 0.400 0.65 0.10 0.20 0.60 4105 44 .000*
Comfort

Pair 3 Pre/Post - 0.89 0.13 -0.69 -0.15 -3.177 44 .003*
Motivation 0.422
Pair 4 Pre/Post - 1.04 0.15 -0.44 0.18 -0.864 44 .393

Organization  0.133

Pair 5 Pre/Post 0.400 0.72 0.11 0.18 0.62 3.728 44 .001*
Proficiency

*p < .05 statistically significant

A paired sample t-test was calculated to comparertean of the pre- and post-
test results of the experimental groups’ Abilityakec Descriptive indices, including
paired sample correlations, means and standardtd®s for the variables of interest
were also calculated. For the Ability scale, ressulere not statistically significant at the
95% confidence levet(44) = 1.905p > .05. Paired sample correlations revealed no
significant correlationr(= .26,p < .085) between Ability pre-test and Ability padsst.

A paired sample t-test was calculated to comparertean of the pre- and post-
test results of the experimental groups’ Comfoalesc Descriptive indices, including
paired sample correlations, means and standardtd&s for the variables of interest

were also calculated. For the Comfort scale, tesure statistically significant at the
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95% confidence levet(44) = 4.105p < .05. Paired sample correlations revealed a
significant positive correlationr & .628,p < .000) between Comfort pre-test and Comfort
post-test.

A paired sample t-test was calculated to compagartban of the pre- and post-
test results of the experimental groups’ Motivatsamale. Descriptive indices, including
paired sample correlations, means and standardta®ws for the variables of interest
were also calculated. For the Motivation scalsults were statistically significant at the
95% confidence levet(44) = -3.177p < .05. Paired sample correlations revealed a
significant positive correlationr & .315,p < .035) between Motivation pre-test and
Motivation post-test.

A paired sample t-test was calculated to compagartban of the pre- and post-
test results of the experimental groups’ Organirasicale. Descriptive indices,
including paired sample correlations, means anutsta deviations for the variables of
interest were also calculated. For the Organinatiale, results were not statistically
significant at the 95% confidence levié#i4) = -0.864p > .05. Paired sample
correlations revealed a significant positive catieh ¢ = .311,p < .038) between
Organization pre-test and Organization post-test.

A paired sample t-test was calculated to compagartban of the pre- and post-
test results of the experimental groups’ Proficiescale. Descriptive indices, including
paired sample correlations, means and standardta®ws for the variables of interest
were also calculated. For the Proficiency sca&sults were statistically significant at the

95% confidence levet(44) = 3.728p < .05. Paired sample correlations revealed a
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significant positive correlationr & .486,p < .001) between Proficiency pre-test and
Proficiency post-test.

Paired samplet-test control groups.

Table 4.13 presents the means, standard deviadodgyre- and post-test
correlations with corresponding significance of gine- and post-test scales for the
control groups.

Table 4.13

Paired Sample Descriptive Statistics Control Groups

Pre-Test Mean  Post-Test Mean Pre & Post  Significance

(SD) (n=45) (SD) (n=45) Correlations
Ability 1.98 (0.72) 1.71 (0.69) 0.485 0.001*
Comfort 2.82 (0.58) 2.49 (0.59) 0.531 0.000*
Motivation 1.80 (0.76) 2.24 (0.83) 0.333 0.025*
Organization 2.18 (0.68) 2.33 (0.85) 0.403 0.006*
Proficiency 2.82 (0.53) 2.51 (0.63) 0.617 0.000*

Note Responses to scale items were on a 5-point Lilkpd scale, with responses
ranging from 1 —very high to 5 - very low.
*p < .05 statistically significant

Table 4.14 presents paired differences descrigtastics for the pre- and post-

test scales of the control groups.
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Table 4.14

Paired Sample Paired Differences Control Groups

Paired Differences

Mean SD Std. 95% 95% t df Sig
Error Cl Cl (2-tailed)
Mean Lower Upper

Pair 1 Pre/Post 0.267 0.72 0.1 0.05 048 2485 44 017
Ability

Pair 2 Pre/Post 0.333 056 0.08 0.16 0.50 3.964 44 .000*
Comfort

Pair 3 Pre/Post -0.444 0.92 0.14 -0.72 -0.17 -3.246 44 .002*
Motivation

Pair 4 Pre/Post -0.155 0.85 0.13 -0.41 0.10 -1.225 44 227
Organization

Pair 5 Pre/Post 0.311 0.51 0.08 0.16 0.47 4.057 44 .000*
Proficiency

*p < .05 statistically significant

A paired sample t-test was calculated to compagartban of the pre- and post-
test results of the control groups’ Ability scaleescriptive indices, including paired
sample correlations, means and standard devidtorise variables of interest were also
calculated. For the Ability scale, results weistically significant at the 95%
confidence level(44) = 2.485p < .05. Paired sample correlations revealed afgignt
correlation = .485,p < .001) between Ability pre-test and Ability pdsst.

A paired sample t-test was calculated to compagartban of the pre- and post-
test results of the control groups’ Comfort scdbescriptive indices, including paired
sample correlations, means and standard devidtorise variables of interest were also

calculated. For the Comfort scale, results weagssically significant at the 95%
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confidence level(44) = 3.964p < .05. Paired sample correlations revealed afgignt
positive correlationr(= .531,p < .000) between Comfort pre-test and Comfort pest-

A paired sample t-test was calculated to compagartban of the pre- and post-
test results of the control groups’ Motivation scaDescriptive indices, including paired
sample correlations, means and standard devidtorise variables of interest were also
calculated. For the Motivation scale, results watagistically significant at the 95%
confidence levelt(44) = -3.246p < .05. Paired sample correlations revealed a
significant positive correlationr & .333,p < .025) between Motivation pre-test and
Motivation post-test.

A paired sample t-test was calculated to compagartban of the pre- and post-
test results of the control groups’ Organizatioalec Descriptive indices, including
paired sample correlations, means and standardta®ws for the variables of interest
were also calculated. For the Organization scakjlts were not statistically significant
at the 95% confidence levé{44) = -1.225p > .05. Paired sample correlations revealed
a significant positive correlatiom € .403,p < .006) between Organization pre-test and
Organization post-test.

A paired sample t-test was calculated to compagartban of the pre- and post-
test results of the control groups’ ProficiencylsceDescriptive indices, including paired
sample correlations, means and standard devidtorise variables of interest were also
calculated. For the Proficiency scale, resultsevgtatistically significant at the 95%
confidence level(44) = 4.057p < .05. Paired sample correlations revealed afgignt
positive correlationr(= .617,p < .000) between Proficiency pre-test and Proficyen

post-test.
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Pear son bivariate correlations experimental groups.

Pearson bivariate correlations were calculateckterchine the strength and
direction of the shared variation between pairpasit-test variables for the experimental
groups. Descriptive indices, including means @addard deviations for the pairs of
variables were also calculated.

Based on the results, only the pairings of AbiRtgficiency ¢ = 0.259) and
Motivation/Organizationré = 0.364) demonstrated that more than 25% of thiavee
was attributed to differences between the two dem Table 4.15 presents the
descriptive indices for the Pearson bivariate dati@ns, post-test variables for the
experimental groups.

Table 4.15

Pearson Bivariate Correlations Post-test Variablegerimental Groups

Means SD r r’ % of  df Sig
variance (2-
tailed)
Pair 1 1.87 0.76 0.097 0.009 09% 43 0.532
Ability and Comfort 231 0.67
Pair 2 1.87 0.76 0.177 0.031 31% 43 0.245
Ability and Motivation 2.22 0.74
Pair 3 1.87 0.76 0.327 0.107 10.7% 43 0.028*
Ability and 247 0.99

Organization

Pair 4 1.87 0.76 0509 0.259 25.9% 43 0.000*
Ability and Proficiency 2.42 0.62

Pair 5 2.31 0.67 -0.185 0.034 3.4% 43 0.228
Comfort and 222 0.74
Motivation
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Pair 6 2.31 0.67 -0.136 0.018 1.8% 43 0.378
Comfort and 2.47 0.99
Organization

Pair 7 231 0.67 0.133 0.018 1.8% 43  0.389
Comfort and 242 0.62

Proficiency

Pair 8 222 074 0603 0.364 36.4% 43 0.000*
Motivation and 2.47 0.99

Organization

Pair 9 222 074 0.238 0.057 57% 43  0.116
Motivation and 242 0.62

Proficiency

Pair 10 247 099 0.300 0.090 9.0% 43  0.045*
Organization and 242 0.62

Proficiency

*p < .05 statistically significant

A Pearson bivariate correlation was calculatedetemnine the strength and
direction of the shared variation between the pestvariables, Ability and
Organization. Descriptive indices, including meand standard deviations for the
variables of interest were also calculated. Thevamables demonstrated a low positive
correlationy(43) = .327p < .028. This indicates that 10.7% of the variabpe®veen the
variables was sharerf, = 0.107.

A Pearson bivariate correlation was calculatedetemnine the strength and
direction of the shared variation between the pestvariables, Ability and Proficiency.
Descriptive indices, including means and standardadions for the variables of interest
were also calculated. The two variables demonstratmoderate positive correlation,
r(43) =.509p < .000. This indicates that 25.9% of the variabe®veen the variables

was shared;? = 0.2509.
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A Pearson bivariate correlation was calculatedetemine the strength and
direction of the shared variation between the pestvariables, Motivation and
Organization. Descriptive indices, including meand standard deviations for the
variables of interest were also calculated. Theveuables demonstrated a moderate
positive correlation(43) = .603p < .000. This indicates that 36.4% of the variance
between the variables was sharéd; 0.364.

A Pearson bivariate correlation was calculatedetemnine the strength and
direction of the shared variation between the pestvariables, Organization and
Proficiency. Descriptive indices, including meamsl standard deviations for the
variables of interest were also calculated. Thevamables demonstrated a low positive
correlationr(43) = .300p < .045. This indicates that 9.0% of the variabe®veen the
variables was sharerf, = 0.090.

Pear son bivariate correlations control groups.

Pearson bivariate correlations were calculateckterchine the strength and
direction of the shared variation between pairpasit-test variables for the control
groups.

Based on the results, only the pairings of Abiliganizationi? = 0.261),
Comfort/Proficiency i = 0.719) and Motivation/Organizatiorf € 0.469) demonstrated
that more than 25% of the variance was attributedifterences between the two
variables. Table 4.16 presents the descriptiveasdfor the Pearson bivariate

correlations, post-test variables for the controugs.
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Table 4.16

Pearson Bivariate Correlations Post-test Variab@&ntrol Groups

Means SD r re % of  df Sig

variance (2-tailed)

Pair 1 1.71 0.69 0.298 0.089 8.9% 43 0.047*

Ability and Comfort 249 0.59

Pair 2 1.77 0.69 0440 0.194 194% 43 0.002*

Ability and 224 0.83

Motivation

Pair 3 1.712 0.69 0511 0.261 26.1% 43 0.000*

Ability and 233 0.85

Organization

Pair 4 1.72 0.69 0399 0.159 159% 43 0.007*

Ability and 251 0.63

Proficiency

Pair 5 249 059 0355 0126 12.6% 43 0.017*

Comfort and 224 0.83

Motivation

Pair 6 249 059 0.392 0.154 154% 43 0.008*

Comfort and 233 0.85

Organization

Pair 7 249 059 0848 0719 719% 43 0.000*

Comfort and 251 0.63

Proficiency

Pair 8 224 083 0.685 0.469 46.9% 43 0.000*

Motivation and 233 0.85

Organization

Pair 9 224 083 0.323 0.104 104% 43 0.031*

Motivation and 251 0.63

Proficiency

Pair 10 233 085 0.355 0.126 12.6% 43 0.017*

Organization and 251 0.63

Proficiency

*p < .05 statistically significant
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A Pearson bivariate correlation was calculatedetemine the strength and
direction of the shared variation between the pestvariables, Ability and Motivation.
Descriptive indices, including means and standardadions for the variables of interest
were also calculated. The two variables demonstratmoderate positive correlation,
r(43) = .440p < .002. This indicates that 19.4% of the varialnewgveen the variables
was shared;? = 0.194.

A Pearson bivariate correlation was calculatedetemnine the strength and
direction of the shared variation between the pestvariables, Ability and
Organization. Descriptive indices, including meand standard deviations for the
variables of interest were also calculated. Theverables demonstrated a moderate
positive correlation;(43) = .511p < .000. This indicates that 26.1% of the variance
between the variables was shaméd; 0.261.

A Pearson bivariate correlation was calculatedetemine the strength and
direction of the shared variation between the pestvariables, Ability and Proficiency.
Descriptive indices, including means and standardadions for the variables of interest
were also calculated. The two variables demonstratmoderate positive correlation,
r(43) = .399p < .007. This indicates that 15.9% of the varialnewgveen the variables
was shared;” = 0.159.

A Pearson bivariate correlation was calculatedetemnine the strength and
direction of the shared variation between the pestvariables, Comfort and
Organization. Descriptive indices, including meand standard deviations for the

variables of interest were also calculated. Thevwaables demonstrated a moderate
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positive correlation;(43) = .392p < .008. This indicates that 15.4% of the variance
between the variables was shaméd; 0.154.

A Pearson bivariate correlation was calculatedetemnine the strength and
direction of the shared variation between the pestvariables, Comfort and
Proficiency. Descriptive indices, including meamsl standard deviations for the
variables of interest were also calculated. Thevamables demonstrated a high positive
correlationr(43) = .848p < .000. This indicates that 71.9% of the variabe®veen the
variables was sharerf, = 0.719.

A Pearson bivariate correlation was calculatedetemnine the strength and
direction of the shared variation between the pestvariables, Motivation and
Organization. Descriptive indices, including meand standard deviations for the
variables of interest were also calculated. Theveuables demonstrated a moderate
positive correlation(43) = .685p < .000. This indicates that 46.9% of the variance
between the variables was sharéd; 0.469.

Independent samplest-test.

An independent samples t-test was calculated tqeaosthe post-test mean score
of the experimental groups and control groups lellel Likert-type Scale variables.

Table 4.17 presents the means, standard deviatlegsges of freedom, and
significance level for the results. Each of theependent samples t-test results had a
significance greater than .05 in Levene’s tesefquality of variance, so the top row of

data was utilized in the reporting.
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Table 4.17

Independent Samples Descriptive Statistics

Experimental Mean Control Mean t df Sig.
(SD) (n = 45) (SD) (n = 45)
Ability 1.87 (0.76) 1.71(0.69) 1.02 88 313
Comfort 2.31 (0.67) 249(059) -1.34 88  .184
Motivation 2.22 (0.74) 2.24(0.83) -134 88  .893
Organization 2.47 (0.99) 2.33(0.85) 684 88 496
Proficiency 2.42 (0.62) 2.51 (0.63) -.676 88 501

Note Responses to scale items were on a 5-point Likp# scale, with responses
ranging from 1 — very high to 5 - very low.
*p < .05 statistically significant

An independent samples t-test was calculated cangptire post-test mean score
of the Ability Scale for the experimental groupsidhe control groups. No significant
difference was found(88) = 1.02p > .05). The mean of the experimental groups
(m=1.87,SD= 0.76) was not significantly different from theeam of the control groups
(m=1.71,SD= 0.69).

An independent samples t-test was calculated contptne post-test mean score
of the Comfort Scale for the experimental groups @@ control groups. No significant
difference was found(88) = -1.34p > .05). The mean of the experimental groups
(m=2.31,SD= 0.67) was not significantly different from theeam of the control groups
(m=2.49,SD= 0.59).

An independent samples t-test was calculated cangptire post-test mean score

of the Motivation Scale for the experimental groapsl the control groups. No

significant difference was fount{88) = -.134p > .05). The mean of the experimental
103



groups th= 2.22,SD = 0.74) was not significantly different from thesam of the control
groups th= 2.24,SD=0.83).

An independent samples t-test was calculated cangptire post-test mean score
of the Organization Scale for the experimental geoand the control groups. No
significant difference was fount{88) = .684p > .05). The mean of the experimental
groups th= 2.47,SD = 0.99) was not significantly different from thesam of the control
groups th= 2.33,SD=0.85).

An independent samples t-test was calculated cangptire post-test mean score
of the Proficiency Scale for the experimental gapd the control groups. No
significant difference was fount{88) = -.676p > .05). The mean of the experimental
groups th= 2.42,SD = 0.62) was not significantly different from thesam of the control
groups th=2.51,SD=0.63).

Pear son bivariate correlations experimental and control groups.

Pearson bivariate correlations were calculateckterchine the strength of the
relationship between the post-test experimentalgg@nd control groups variables.
There were zero significant correlations foundhia twenty-five correlations. Table 4.18
presents the results.

Table 4.18

Pearson Bivariate Correlations Experimental and €@ohGroups Post-test

Ability Comfort Motivation Org. Proficiency
Post Exp. Post Exp. Post Exp. Post Exp. Post Exp.

Ability Post Control -.118 .002 .084 .002 -.132
Comfort Post Control 150 -.107 .058 .068 .044
Motivation Post Control -.128 -.058 .207 .079 -.072
Organization Post Control -.106 -.266 .060 .081 86.1
Proficiency Post Control .099 -.063 -.055 -.064 7.01
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Analysis of Open-Ended Short Answer Question Data

Experimental groups pre-test self-assessment.

All participants were asked the following questauring the pre-test data
collection process: How do you plan to organizeryione and study environment for
this course? Table 4.19 summarizes the respofsies experimental groups. The data
is summarized via categorized responses. Totakseekthe number of participants due
to multiple responses by participants. One of fdirtg participants offered no response.
Table 4.19

Experimental Groups Pre-Test Question Summary

Response Number Mentioned  Percent Mentioned
(out of 44 responses)

Time — Calendar/Planner/Schedule 14 32%

Time — Due Dates 2 5%

Time — Early 5 11%

Time - Daily 5 11%

Time — Time Blocks 7 16%

Time — Free Time 11 25%

Time — No Plans/Other 8 18%

Study Environment — Home 6 14%

Study Environment — School 5 11%

Study Environment — Other 4 9%

Time — Calendar/Planner/Schedi®esponses included the following. “l also
have scheduled specific study/work times plannéminmy weekly schedule.” “I have set

study hall time during the week to do my work.” “kaa study schedule to give me
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enough time to take in all the material.” “I havenarker board at home where | plan out
each week to do homework, study and work.” “I plakeep track of all of my
assignments in my planner and then mark them dfhase competed them.” And “Use
of a planner and computer lab time.”

Time — Due Dat&esponses included the following. “Doing everythan time at
school.” And “Do the work and practice the skillftwe it is due.”

Time — EarlyResponses included the following. “I want to coet@lassignments
well before they are due so may work is completéraot rushed.” “Get the homework
done as soon as it is given so | don't forget altdutl try to complete assignments as
early as possible so I'm not rushing to finish, and can be thorough and take my time.”
And “I will organize my time by making sure | giveyself plenty of time to complete
assignments.”

Time — DailyResponses included the following. “I will dedicatame time each
day to working on this class work.” “I plan to deetsame thing | do with other classes,
set aside time each day to complete any assignroengading.” “Do a bit of homework
each night instead of leaving it all to do the nilgefore it is due.” “| keep a couple of
hours of my day free to do my homework.” And “I toyset aside at least 30 minutes to
an hour each day for each class | am in.”

Time — Time BlockResponses included the following. “I tend to statlijeast an
hour a week in a quiet room.” “With busy work schkdand personal/family life all
school work will be done during the only availablae slots, weekends and late nights.”

“Devote the night before class to review the chiagbel work on weekly assignments.”
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And “By setting certain times aside especiallytfas class so that | may study the
information to help me succeed for this course.”

Time — Free Tim&esponses included the following. “Take each day eomes
and utilize my free time in order to effectivelydaefficiently study.” “I'm taking 24
hours so | have a very strict time allotment.yltty use my free time for studying.” And
“The same as any other course, do the assignedamorktudy for tests during my time
at my place.”

Time — No Plans/OthdResponses included the following. “Attend class$ydand
keep on top of homework.” “I plan to use all aval&atechnology at my disposal to
complete this class.” And “I plan to take accunmabées and save them for class use and
later use.”

Study Environment — Honfesponses included the following. “I will do alym
studying between potty training, fixing snacks amehls, and sharing the arm of my
chair with my 3 year old...” “Most of my studying wite done in my chair at my desk
reading the materials.” And “Since much of this isauis done on the computer, | will do
most of my work on my laptop at home or on the stlkomputers during breaks.”

Study Environment — Schdeesponses included the following. “Doing
everything on time at school.” “I plan to finish eich as | can in class and with the
remaining work that needs to be done, | plan ongto the computer lab after all my
classes to finish the assignments.” And “Use ofaaper and computer lab time.”

Study Environment — Oth&esponses included the following. “Proper use of

D2L, my laptop and travel time on the bus from ABt6 “I study in environments in
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which | feel the most comfortable and appropriatetiie topic at hand.” And “I have set
study hall time during the week to do my work.” 2[Dis the online course platform.)

Experimental groups post-test self-assessment.

All participants were asked the following questauring the post-test data
collection process: Was there anything you leanregkperienced in this course that
helped you to organize your time and study enviremninfior this class? The data is
summarized via categorized responses. Totals éxbeenumber of participants due to
multiple responses by participantdine of the forty-five participants offered no
response. Table 4.20 summarizes responses.

Table 4.20

Experimental Groups Post-Test Question Summary

Response Number Mentioned Percent Mentioned
(out of 36 responses)

Online Calendar 10 28%

D2L Online Calendar 4 11%
iGoogle™ 6 17%
Remember the Milk 2 6%
General Comments 3 8%
Microsoft Office 6 17%

Time Management 3 8%

Did not learn anything useful 5 14%

Online CalendamResponses included the following. “The online Gleaalendar
and to-do lists.” “The calendar activities haverbeelpful.” “All of the sites we were

given with calendars and information really helpee focus and organize.” “Calendars
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are a great way to organize either one or moreseta5And “...the use of the class
calendar was a great help! | wish all teacherd itse

D2L Online CalendaResponses included the following. ““The calenolaiD2L
was very helpful.” “As the course went on, | lezdrto actually check the D2L website
every day in order to stay on top of the clasd.fiked having the calendar on D2L. It
was very helpful having the instructor post deaglin| found it easier to manage the
content by the way it was outlined for me in thatemt section of D2L. | really wish
more professors used D2L to its full advantage tfks class.”

iGoogle™Responses included the following. “iGoogle™ wasfuls”’
“iGoogle™ helped me so much!” “iGoogle™ has helpael with organizing what needs
to be done in the future.” “The set-up of our iIGl&3Y.”

Remember the MilResponses included the following. “I learned ah@utous
calendars and reminder software. | really likesljiopardy game creation. | will use it
in the future. iGoogle™ and Remember the Milk wgoed as well.” “I learned about
Remember the Milk but | stuck with my familiar ekspreadsheet method. However,
the use of the class calendar was a great helpsh all teachers used it.”

General Online Commeniesponses included the following. “A few
organizational sites were shown, which would begfer persons who spend vast
amounts of time on the computer/Internet.” “Mariyre links were helpful to me in
finding good things to use for organization andeotiopics.”

Microsoft OfficeResponses included the following. “Yes, | learhed to use
Excel which will help me organize several thingsha future.” “I learned how to use

Excel to calculate grades for me.” “Learning b pprograms and their uses really
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helped conserve time. Like using Publisher inste#adying to use Word in difficult
ways.”

Time ManagemerResponses included the following. “I learned that
procrastination is a problem, and | need to mamagéme better.” “I learned that
computers are problematic and it's important teshrthings before the last minute so
these problems can be corrected if needed.”

Did Not Learn Anything UseflResponses included the following. “We learned
ways, but none that | would use.” “Not really,tjgkills that | learned through my
scholastic career.” “Everything I learn in thissdd tend to forget about a week later.”

Control groups pre-test self-assessment.

All participants were asked the following questauring the pre-test data
collection process: How do you plan to organizeryione and study environment for
this course? The following summarizes the respoongéhe control groups. The data is
summarized via categorized responses. Totals éxbeenumber of participants due to

multiple responses by participants. Table 4.21 sanmes the responses.
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Table 4.21

Control Groups Pre-Test Question Summary

Response Number Mentioned Percent Mentioned
(out of 45)
Time - Calendar/Planner/Schedule 7 16%
Time — Due Dates 11 24%
Time — Early 6 13%
Time - Daily 3 7%
Time — Time Blocks 8 18%
Time — Free Time 2 4%
Time — No Plans/Other 9 20%
Study Environment — Home 11 24%
Study Environment — School 4 9%
Study Environment — Other 7 16%

Time — Calendar/Planner/Schedi®esponses included the following. “I will
organize my time by marking specific times in my g¢anner to study and do activities
for this course.” “Make lists of when | need td gengs done, keep track of assignments
in my planner, and do the work/study when necesgginpe to get done in time.” “I plan
to write in my planner for reading and studyingeiand | plan on checking D2L every
day for new assignments.” “Don’t overwhelm myseith too many classes. Set
scheduled times and places to study.”

Time — Due Dat&®esponses included the following. “Finish quizaed other
assignments by the specified deadline.” “I'm gadiagnake sure everything is turned in,

so in order to do that, | must not forget due dat&&ead the chapters before quizzes.” “I

111



plan to organize my time by keeping up with thagrssents. | will do the assignments
when it is given.” And “Make sure | complete allrafy online quizzes at home and on
time.”

Time — EarlyResponses included the following. “I will work amy assignments
and prepare for projects as early as possiblawiltiplan for all assignments ahead of
time and use my skills that | have accrued sorfaechnology.” “Manage time by
completing all assignments and quizzes on timéead of schedule.” And “Making sure
| do all my quizzes and assignments before theddites.”

Time — DailyResponses included the following. “I set time asideh day for a
few minutes to do work for this class. As | do &irof my classes.” “Evenings during
free time on computer.” And “I plan to take timeeey day to check D2L to look and
make sure all my assignments are done or thatd havked on them.”

Time — Time BlockResponses included the following. “I plan to orgammy
time appropriately in order to have time to studky hecessary hours required to pass and
highly succeed in this course.” “Set 3 hours asid@ork time for each class session.” “I
plan to set aside a certain amount of time per weskudy and complete assignments for
this course.” And “Set aside a certain amountrokta week in which to read over
material. Add extra time near exams, quizzessiste

Time — Free Tim&esponses included the following. “I do not hayekawhich
leaves all my spare time available to studying.dARvenings during free time on
computer.”

Time — No Plans/OthdResponses included the following. “Just have atqui

environment to complete the assignments and stutlyAs best | can, because
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unfortunately, I am in 20 hours this semesterfidle no plans to organize my time. |
know the course requirements and deadlines andetathings done.” “I need to stay on
top of things because | have a job as well.” Andald sure | keep track of when my
assignments are due and give myself accurate tiroerplete them."

Study Environment — Honfesponses included the following. “”"My primary
study environment will be my home.” “My study erviiment is set up in a spare room
where | can isolate myself while doing my work.”dBhe assignments when they are
assigned at my house.” “I plan on getting everyhdone on time by doing it at home
when | am finished with the 19 hours of creditdkmn this semester.” And “Make sure |
complete all of my online quizzes at home and orefi

Study Environment — Schdeesponses included the following. “I plan to
organize my study environment by having my apartrgeret or going someplace quiet
on campus.” “Usually work on my laptop in my roomlibrary.” And “I plan to study in
my room or in a quiet part of the library.”

Study Environment — Oth&esponses included the following. “I plan to study
an environment that works best for me.” “Don’t ovBelm myself with too many
classes. Set scheduled times and places to stif@yiét environment where | can
study.” And “I like to study in quiet areas wherean concentrate on the materials.”

Control groups post-test self-assessment.

All participants were asked the following questauring the post-test data
collection process: Was there anything you leanregkperienced in this course that
helped you to organize your time and study envireminfior this class? Table 4.22

summarizes the responses of the control groups. da@ta is summarized via categorized
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responses. Totals exceed the number of particgmhrdg to multiple responses by
participants. Twenty-one participants offered esponse.
Table 4.22

Control Groups Post-Test Question Summary

Response Number Mentioned Percent Mentioned
(out of 24 responses)

Online Calendar 0 0%

D2L Online Calendar 2 8%

iGoogle™ 0 0%

Remember the Milk 0 0%

General Comments 10 42%

Microsoft Office 3 13%

Time Management 4 17%

Did not learn anything useful 3 13%

D2L Online CalendaResponses included the following. “D2L helpeotd Il
liked how our teacher posted everything for theknesd what was due that week in the
content section of D2L and her outlines on coumaédrand the calendar in D2L.”

General Commen®Responses included the following. “All of the prdighelped
with my study environment because | can apply sohteem towards how to better
organize and plan my lessons.” “Stay on top of gang.” “Lesson plans.” And “I liked
doing the entire course online. It helped me staye organized than usual.”

Microsoft OfficeResponses included the following. “All of thehiaologies have

been extremely useful, but excel has probably fiefpe out the most.” And “Yes, in
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excel, | learned a lot about charts and how tordoe sheets for myself which helped me
keep track of my grades personally.”

Time ManagemerResponses included the following. “I learned ihegt
important to have specific time set aside for stoglgloing assignments in this type of
course when you attempt to tack on unrelated asggts during study time, it's easy to
get behind or get distracted.” “I learned to not pff assignments. | tried to finish the
assignments a few days ahead of the due dateindlfthat this was helpful with the
course work.” And “Yes, when doing one assignmergalized that sometimes it works
better for me to work on it, then take a breakekhome back to it later to finish up.”

Did Not Learn Anything UseflResponses included the following. “No,
everything is due on Saturday night, everything gieine Saturday afternoon.”
Analysisof Interview Data

A total of eight students in the experimental gr®were interviewed
following the end-of-the semester data collectioocpss. Two student volunteers from
each of the four sections were randomly chosemterviews. Each interview collected
demographic data, self-assessment data and opatarbased on the experiment
materials and process. No students from the clogitooips were interviewed because the
researcher discovered that the majority of thewee questions focused only on the
GTD software utilized during the study insteadled toncepts the software reinforced.

Demographic data.

Of the eight students interviewed, six (75%) wemadle and two (25%) were
male. The ages ranged from 20 to 38, the averggevas 26$D 6.14) and the median

age was 23. The grade classification includeceti3&.5%) seniors, three (37.5%)
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juniors, and two (25%) sophomores. Five (62.5%hefstudents were Secondary
Education majors and three (37.5%) of the studests Elementary Education majors.

Self-assessment data.

Five self-assessment questions were asked oftdeviewees. The questions
focused on technological proficiency, comfort lewah technology, assessment of
ability to successfully complete the course, mdioratowards the course, and course
organizational skills.

The first self-assessment question asked durigtierview process: How would
you describe your current level of technology pmeincy? How has that level changed
during the course of the semester? Table 4.23 suizesahe responses.

Table 4.23

Self-Assessment Question 1 Summary

Proficiency Level Number Mentioned Percent Mentioned
Above Average 3 37.5%
Average 4 50.0%
Below Average 1 12.5%

The majority of the students described their tetdgpyoproficiency as average or
very good. When asked how that level had changedtbe course of the semester, the
following responses were given: “Improved.” “Bett#ie to use Excel.” “Learned a lot
of tricks.” “Learned things to use as a teachelgdrned hints and tips.” “Learned new

tools.” “I can use Microsoft programs better noarid “Proficiency in new areas.”
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The second self-assessment question asked duangténview process: How
would you describe your current comfort level wlchnology? How has that changed
during the course of the semester? Table 4.24 suipes the responses.

Table 4.24

Self-Assessment Question 2 Summary

Comfort Level Number Mentioned Percent Mentioned
Above Average 3 37.5%
Average 4 50.0%
Below Average 1 12.5%

The majority of the students described their tetduppoproficiency as average or
very good. When asked how that level had changedtbe course of the semester
seven (87.5%) of the eight students reported tieat tomfort level with technology had
improved during the semester. Comments includéd:gone up.” “Being able to see all
the different links and things out there that calphus along the track too makes it a lot
less intimidating.” “I'm more comfortable with Exiceé*lI've enhanced skills that |
already had.” “I have more tools in my tool behlrid “It doesn’t take me as long
anymore.”

The third self-assessment question asked durinopteesiew process: What is
your current assessment of your ability to sucedlgstomplete this course? How has

that changed during the course of the semesterte 826 summarizes the responses.
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Table 4.25

Self-Assessment Question 3 Summary

Assessment of Ability to Complete Course Numbenkbned Percent
Mentioned
Confident in Ability to Complete 8 100%

All students (100%) reported that they felt confitl their ability to
successfully complete the course. When asked heiwvdonfidence levels had changed
over the course of the semester, students repdititl that I've met all of my goals
and I've done the best | can.” “I didn’t accomplighat | thought | could do.” and “| feel
good because we did the iGoogle™ and we got orgdnitlearned how to manage my
time a little better.”

The fourth self-assessment question asked dura@tarview process: What is
your current level of motivation towards this ca®dHow has that changed during the
course of the semester? Table 4.26 summarizegspenmses.

Table 4.26

Self-Assessment Question 4 Summary

Motivation towards Course Number Mentioned Percent Mentioned
High Motivation 5 62.5%
Took Course because Required 3 37.5%

The majority of students (62.5%) felt highly motied towards the course.
Reasons included: “I was really pumped to see lwomdorporate different things in the
class setting, and | was hoping it wouldn’t be msbther computer concepts, but it really

just completely blew it out of the water, becauseads really actually applying it to
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specifically to Math.” “It sounded like a fun clagsme.” And “It was really high since
this was my first semester coming back.” Thereensaveral students (37.5%) who took
the course because it was a course requirememtr ddmments regarding motivation
included: “It's required, so | was motivated enougltomplete it.”

The majority of students (62.5%) still feel motedttowards the course at the end
of the semester. Responses included: “At firsa$ yust doing the minimum and trying
to get by or whatever, but then | got more intexésh the subject and in all the materials
and really trying to connect them in more of a tixeamanner to my subject.” “Really
motivated at the end, | kind of waddled in the nhedal little bit, but now | am pushing
toward the end really hard.” And “I think that & going to be more exciting to teach
middle school science. Especially with all thehtemlogy that | learned in this class.”

The final self-assessment question asked duringteesiew process: What is
your current level of organization skills as rethte this course? Table 4.27 summarizes
the responses.

Table 4.27

Self-Assessment Question 5 Summary

Organizational Skills for the Course Number Men&éd  Percent Mentioned
Average but Decreased over Semester 2 25.5%
Used D2L to Organize for Course 3 37.5%
Improved over the Semester 1 12.5%
Organized but Difficulty Completing 1 12.5%
Tasks

No Organizational Skills for Course 1 12.5%
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Comments related to the last assessment questituae: “I thought | had really
good organizational skills until this semester afadt like | tried to be organized, but the
more | tried, the worse it got.” “It really help&dth having the calendar on the D2L and
having the assignments placed on that. And wighother classes, | just put those
assignments on there too and it was really eabg tmrganized.” “| have learned how to
do our, I learned a lot about time management aganization because we had so much
in this class that | kind of had to fit it all in"As far as having things organized as what’s
due when and all that, | had that under wraps.t \Maa taken care of, it was just finding
the time to be able to carry that out.” And “Zeoonbne.”

Opinion data.

Following the collection of self-assessment dstiagdents were asked a series of
guestions about their experiences with@wtting Things Done ™oftware and materials
as well as how participating in the experimentettd their perceptions of and ability to
complete the course materials. Totals exceeduh#aer of participants on several
guestions due to multiple responses by participants

The first question asked abdsétting Things Done™How did the training on
the Getting Things Done™tethod assist you with course material completibaile

4.28 summarizes the responses.
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Table 4.28

Opinion Data Question 1 Summary

How Did Training Assist Number Mentioned Percent Mentionec
Helped with Organization 4 50.0%
Helped to Focus on Tasks 3 37.5%
Learned to Use iGoogle ™/Calendar 6 75.0%

Comments related to this question include: “I likkd calendar in the D2L

system better, because | was already there.” “Blendar that you have, | will go
through and get my personal calendar and put wdtasdhings are due and then weekly,
| make a to do list of what | am supposed to doweek.” “The iGoogle™ because | put
all of my tasks in there.” “The concept of using ttalendar, it helped me more than the
actual iGoogle™ account, just making the point gt really do need to get organized
for this class or you will forget stuff.” “I writstuff down a lot and | use the calendar on
D2L a lot.” “I have to write it down and then thagay | can go check it off later and then
| have a sense of accomplishment.” And “In the ed¢hat | have been using iGoogle™ a
whole lot more, since | didn’t even know it existéde been using some of the stuff that
D2L provides that follows the same line of thinkimghich has helped organize,
especially more lately when | started to get &litehind. Because with my focus
wavering, | used those things to kind of help mamihyself because | wasn’t being as
adherent in my own brain without the help.”

The second question asked abBetting Things Done™How exactly did you

use theGetting Things Done™oftware during the semester? Table 4.29 sumnsatfizee

responses.
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Table 4.29

Opinion Data Question 2 Summary

How was GTD Software Utilized

Number Mentioned Percent Mentioned

Did Not Use during Semester
Deadlines

To Do List/Calendar

6 75.0%

1 12.5%

1 12.5%

Comments related to this question include: “I uhes [iGoogle™ and D2L] for

deadlines. | use them for reminding me of thikg®ping track of assignments,

deadlines, and also in both cases, | sent myse#fraxd warnings.” “I used the little task

manager. The To Do List. Where you put it in ahdak off what you have done. And

then | used the calendar. So, it gave me remiratesupdates or whatever.” And “I

opted not to use th8etting Things Done ™oftware.”

The third question asked abdbetting Things Done™ How often did you use

the software during the semester? Table 4.30 suinesahe responses.

Table 4.30

Opinion Data Question 3 Summary

How often was GTD Software Used

Number Mentioned Percent Mentioned

Did Not Use during Semester
Daily

Used D2L instead of GTD Software

5 62.5%
2 25.0%
1 12.5%
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Comments related to this question include: “Prettich daily.” “I probably use
iGoogle™ a little bit more because | don’'t go toLD&ery day, but | go to iGoogle™
every day.” And “I checked the calendar every tinge onto D2L.”

The fourth question asked abd&etting Things Done™Were there any issues
that kept you from using the software? Table 41 8hmearizes the responses.

Table 4.31

Opinion Data Question 4 Summary

Issues Number Mentioned Percent Mentioned
Another Thing to Do 3 37.5%
Internet Access 2 25.0%
Duplicate Software 1 12.5%
No Issues 2 25.0%

Comments related to this question include: “I thiné fact that it was just another
thing that I'd had to log into. | liked being alitejust click back to the calendar in D2L
since | was already there for the Ed Tech cladsjust seemed like an extra, an extra
thing. You know with D2L, I've got to go there angw that's where my class is.
Whereas that other stuff, you have to go somewdleeethat isn’t you know, | don’t have
anything there already that is drawing me therk.ivas just another thing to go into and
another place to go for another calendar that Itbddok at whenever | already had my
calendar in my email and | had the calendar in C#id so there was just going to be
another link that | had to go to.” “I think becaus#on’t have the Internet on my phone.”

“The main thing that stopped me from using thog@eéselectronic one we have on D2L,
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it's the same thing varied for the class. | usd [P2L] a lot.” And “No, because | could
get on it from every computer.”

The fifth question asked abo@etting Things Done ™#/hat could be changed to
allow you to use the software in the course? T4l82 summarizes the responses.
Table 4.32

Opinion Data Question 5 Summary

What Could be Changed Number Mentioned Percent Mentioned
Teacher Use to Encourage Students 2 25.0%
Make it Part of Grade/Required 2 25.0%
Phone with App 1 12.5%
Nothing 1 12.5%

Did Not Ask 2 25.0%

Comments related to this question include: “If [thetructor] put all of [their]
stuff on iGoogle™, then | would have a reason theduld kind of have to go there and
so it would kind of veer me that direction.” “Sortype of point award.” And “It would
have been easier if | had like a palm pilot, likelackberry, so it would just be there.”

The sixth question asked ab@gtting Things Done ™ihat is your opinion of

iGoogle™? Table 4.33 summarizes the responses.
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Table 4.33

Opinion Data Question 6 Summary

Opinion of iGoogle™ Number Mentioned Percent Mentioned
Positive 8 100%
Negative 0 0%

Comments related to this question include: “It seéiiike a neat little custom
page and all that stuff.” “I think it was reallyateand it could be really useful. But you
need to be somewhere you are at a computer every“tdéhought it was pretty cool,
some of the different things, like the applicatidritthink the concept is really good. |
mean, it's easy access, it's easy to use. Yowpuaaanything on there.” And “I really
like it. 1like the layout. I like that you camstomize it. So you can make it almost like
your own homepage.”

The seventh question asked abBetting Things Done™ Which functions of

iGoogle™ did you use? Table 4.34 summarizes thmoreses.
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Table 4.34

Opinion Data Question 7 Summary

Functions Used Number Mentioned Percent Mentioned
Calendar 2 25.0%
Remember the Milk Application 1 12.5%
To-Do List 1 12.5%
Other — News, Weather, You-Tube 3 37.5%
Did Not Use Any 2 25.0%

Did Not Ask 2 25.0%

Comments related to this question include: “I heeeember the Milk, | have
the To-Do Lists, | have today’s events in histdipd of things like that.” “I have the
calendar, the task list, | had a You-Tube linkatlfa clock.” And “The weather and some
art, little things that were out there, the quated | could get at my stock market stuff.
And have all that stuff on one page, which was.hice

The eighth question asked ab@&@stting Things Done™Vhich functions of

iGoogle™ were most/least beneficial? Table 4.35reanees the responses.
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Table 4.35

Opinion Data Question 8 Summary

Most/Least Beneficial Functions Number Mentioned Percent Mentioned
Most: Calendar 2 25.0%
Most: Task List 1 12.5%
Most: Anywhere Access 1 12.5%
Least: Distractions 1 12.5%
Least: Unused Applications 1 12.5%
Least: Work to Keep Up to Date 1 12.5%

Did Not Ask 4 50%

Comments related to most beneficial functions ideldThe calendar and the
task list. Those were the ones | actually usell th& other ones were recreational,
purely for fun.” “Upcoming events, so that | coldelep track of everything coming up.”
And “That you can access it from anywhere you catri@the Internet so if you forget
your stuff or you are at a friend’s house, you dgukt log in and see whatever you
needed to do.” Comments related to least benefigmations include: “The distractions,
the overall number of things | could look at.” “Bably the news, because | am pretty
sure | never looked at it, it just looked cool.” d\tProbably that you have to fill it out
and you could make errors or things can changefad don't get that changed and
you look at your iGoogle™, it is not going to betopdate and it just another thing you
have to sign into, so some people would probaliherehave a mortarboard that they can

hold with them, than be dependent on having adoette Internet.”
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The ninth question asked ab@gtting Things Done™ow did you organize
your time and study environment for this courseBl@4d.36 summarizes the responses.
Table 4.36

Opinion Data Question 9 Summary

Time and Study Environment OrganizatioNumber Mentioned Percent Mentioned

To Do Lists 3 37.5%
Around Available Time Slots 3 37.5%
Around Deadlines 2 25.0%
Daily Study Time 1 12.5%
Break Projects into Steps 1 12.5%
Library with Music 1 12.5%
Calendar 1 12.5%
Did Not Organize — Rushed to Finish 1 12.5%
Projects

Comments related to this question include: “Baseevhat's coming up and if |
had another major thing in another class | woukhsitime on that but pretty much after
class every day.” “Each week we would have certuff due, so | tried to slowly work
on it during the week whenever | had time.” “WéNyork from 7:00-2:00, | pick my son
up from school at 2:00 and | get my time with hinddhen at 7:30 at night, | get to do
school until about 10:30 or 11:00. And then | getamd do it all over again.” “For
organization, the main thing is, if you have a pobjthat is going to take more than just
sitting there and doing it, it's planning out whegich step is going to be done around the
rest of your schedule.” “What | would do is jusrs off and go to the library so |

wouldn’t have any distractions, listen to music &make out.” And “Oh, it was horrible, in
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the beginning, | didn’t leave enough time to do $hdf at all. | ended up crunching until
the very end and turning it in at 11:59.”

The tenth question asked ab@stting Things Done™n what ways did your
study and time management change as a resultrgf tie¢ Task Lists and To Do Lists in
iGoogle™? Table 4.37 summarizes the responses.

Table 4.37

Opinion Data Question 10 Summary

Time and Study Environment Changes Number Meation Percent Mentioned

Used the Calendar to Organize 3 37.5%
Less Cramming 2 25.0%
Did Not Ask 3 37.5%

Comments related to this question include: “I ugexicalendar a lot too, so you
know when stuff is coming up, it's already filledto | use that every day probably.” “It
was nice to have that calendar up so | knew whieigshare due.” “It [calendar] helped
me a lot because it is just like visual reminderne place.” “It wasn’t as much the
actual calendar but the deadlines on the calendad™| think there was less cramming.
| think there was more space in between when &gr@jas started and when it was
finished.”

The eleventh question asked abGetting Things Done ™n what ways did the
software increase your motivation towards comptgtiourse goals? Table 4.38

summarizes the responses.
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Table 4.38

Opinion Data Question 11 Summary

How did Software increase Motivation Number Mengd Percent Mentioned

Confidence 1 12.5%
Not Overwhelmed 2 25.0%
Organization 2 25.0%
Kept on Track 1 12.5%
Did Not Miss Deadlines 1 12.5%
Could See Progress 1 12.5%
Did Not Increase Motivation 1 12.5%
Did Not Ask 2 25.0%

Comments related to this question include: “I fetire confident in myself to do
all the projects.” “Since | had it organized, | didget overwhelmed as much.” It helped
me not get too overwhelmed. | didn’t get the feglat the end of the semester that
‘there’s no way | can pass this class becausedafar behind’ because it was able to
keep me organized.” “It helped keep me on tradkwduld make you happy that you
caught something before it was too late.” And “hdi&now if it increased my
motivation, | think the grades section increasedmoyivation.”

The twelfth question asked abdsietting Things Done™How did the software
help you in this course? And How did the softwarelbr you in this course? Tables 3.39

and 3.40 summarize the responses.
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Table 4.39

Opinion Data Question 12a Summary

How did the Software Help Number Mentioned Percent Mentioned
Due Dates 2 25.0%

Stay on Task 1 12.5%
Prioritize 1 12.5%
Planning 1 12.5%
Maintain focus and organization 1 12.5%
Time Management 1 12.5%

Comments related to this question include: “Ittkeye in line to get things done
on time.” ’l used it to organize my tasks, set nedars, and used online sticky notes.” “|
think it maintained my focus and organizationalgasses.” “It helped to look forward to
see and to plan my week. | know if another biggmssent in a different class is due that
same day, then | will try to do one the day befomd one the day of, to try to space it out
a little bit so that I am not panicking the lasydaat it is due.” “It helped me stay on task
as far as prioritizing. It just helped me to prize my time.” “It helped me seeing due
dates on things. Knowing when something’s due dtmthe time and knowing just
ahead of time that this is due next week and beyréa it.” And “It just helped me with

my time management.”
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Table 4.40

Opinion Data Question 12b Summary

How did the Software Hinder Number Mentioned Percent Mentioned
No Hindrance 4 50.0%
Mismanage Time 1 12.5%
Distractions 2 25.0%
Forgot to Add Tasks 1 12.5%

Comments related to this question include: “I doadlly see that it was a
hindrance.” “I don’t know that it did other than ain| forgot to put stuff on there.”
“Probably not unless | spent too much time on tloerether widgets.” “Other than the
mild distractions of having too much on iGoogle™oh’t think that it truly hindered me
once | deleted the games off of there and | did’'myself get distracted.” And “l don’t
know that it really did other than when | forgotgot stuff on there.”

The thirteenth question asked ab@agitting Things Done ™How could you use
this software/calendar in other courses? Table dumarizes the responses.

Table 4.41

Opinion Data Question 13 Summary

Use in Other Courses Number Mentioned Percent Mentioned
To See the Big Picture 6 75.0%

For Preparation 1 12.5%

For Time Management 1 12.5%

Did Not Ask 1 12.5%
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Comments related to this question include: “Youilognd it's on the side [of the
screen] and you’ll see I've got a speech comingiupy class Thursday night or my
professor in my methods class changed somethihgthé sense of strategy planning
with my papers and plotting out what | was suppdsetb and when so that | could.
Giving me more of a rhythm to the semester instdgdst being hectic and reacting to
the semester.” “All my due dates are on there. #hedgood thing about it, if | didn’t
have my planner on me, | could check it online gnphone too.” “If all the classes, if all
the teachers, put all their assignments and wheyirthdue and all of that stuff on D2L,
that would be awesome. Because you could just s@el you could see how that
correlates with the other classes.” And “It helpsi with your time management and
better organization.”

The fourteenth question asked abGetting Things Done™would you
recommend the software to others? Why or why atiles 3.42 and 3.43 summarize
the responses.

Table 4.42

Opinion Data Question 14a Summary

Would You Recommend the Software Number MentioneBercent Mentioned

Yes 8 100%

All students would recommend the software to otedents.
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Table 4.43

Opinion Data Question 14b Summary

Why or Why Not

Number MentionedPercent Mentionec

Helps with Access
Helps with Planning and Organization
Usefulness

Helps those who are Disorganized

Helps with Due Dates and Communication

Hinders because Time Consuming

2 25.0%
1 12.5%
2 25.0%
1 12.5%
1 12.5%
1 12.5%

Comments related to this question include: “Itisag because you can bring it up

anywhere.” “It's handy just to have something rigidre in what you are already

working in.” “It really helps to keep up to datetiviwhat’s coming up, what’s going on

so that you don’t have anything sneak up on yoli.I'Knew somebody who was really

disorganized.” “Anything we can do to better organourselves, so we are not cramming
things at the last second.” And “I think it is aogbprogram if you are willing to use it. If

you have the time to use it and you know you aregyto go in and get it set up how you

want it and get all your stuff put in there. | thimaintaining it was a big thing.”

The fifteenth question asked ab@stting Things Done™Do you have any

other comments? Table 4.44 summarizes the responses
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Table 4.44

Opinion Data Question 15 Summary

Any Additional Comments Number Mentioned Percennimed
No Further Comments 7 87.5%
Useful Tools but Not For Me 1 12.5%

Comments related to this question include: “It \yaed, useful tools but my life
didn’t really facilitate using them.”
D2L platform data.

Additional questions were asked of the interviesvetated to D2L, the online
course platform, due to overwhelming comments nigdgtudents that the functions in
the D2L platform were utilized more than the stgdftware. Questions were asked
about opinions, most and least beneficial functiamsl how the calendar was utilized.
Their responses are summarized below.

The first question asked about the D2L platfodhat is your opinion of the
D2L platform? Table 4.45 summarizes the responses.

Table 4.45

D2L Platform Question 1 Summary

Opinion of the D2L Platform Number Mentioned Percent Mentioned
Good because already in D2L for class 4 50.0%
Good for Teacher/Student Interface 5 62.5%
Good for Deadlines and Reminders 5 62.5%
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Comments related to this question include: “Inistant communication between
the teacher and student for me.” “It just helpedk®ep everything, all the classes,
together in one place.” “I liked being able to jabtk back on the calendar in D2L since
| was already there for the Ed Tech class.” “liserbecause the teacher can put in things
and then you can modify, not only what they’ve jutvith notes of your own, but you
can also add things on the same day or differeyg.ti&Vith D2L, I've got to go there
anyway, that's where my class is.” And “I like tfeet that the instructor can put things
on there. It just helped me keep everything,haitlasses together in one place.”

The second question asked about the D2L calendav:Wwhs the calendar in D2L
utilized? Table 4.46 summarizes the responses.

Table 4.46

D2L Platform Question 2 Summary

D2L Calendar Utilization Number Mentioned Percent Mentioned
Deadlines/Due Dates 5 62.5%
Organization 2 25.0%
Reminders 2 25.0%
Priorities 1 12.5%

Comments related to this question include: “As sa®ithe teacher fixes
something, | can look on D2L immediately and kntsatta date has been changed, |
don’t have to have that done today, thank God.héTeacher put deadlines out there.” “I
love calendars where | can see the days and thdatas that they are on.” “And then
when | go into D2L, there’s a reminder again, asta secondary backup.” “Just really

the organization of using the calendar and allogatvhat and when | needed to do
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things. Not necessarily as a reminder, but spedifiputting on the calendar ‘start on
this date’ so | can organize my thoughts a littid plan ahead.” “Mainly for just
assignments and specific things related to classilches, reminders, things like that.
And strategy to the sense of planning ahead omgshonganizationally.” “I can set
priorities on it and stuff like that.” “Basicallyst to organize. Just to put in the dates
when things were due.” And “It wasn’t as much thtual calendar but the deadlines on
the calendar.”

The third question asked about the D2L calendarablere the most beneficial
functions of the D2L platform? Table 4.47 summesithe responses.
Table 4.47

D2L Platform Question 3 Summary

Most Beneficial Functions Number Mentioned Percent Mentioned
Due Dates 4 50.0%
Visual Planning 2 25.0%
Course Information Online 2 25.0%
Reminders 1 12.5%

Comments related to this question include: “Thenemtion that the teachers
could put things into it as well as | did. | ditihave to go back in and double-check my
syllabus on everything. A lot of it was alreadytliere.” “The reminder, the fact that it
will let you set reminders by certain numbers didaso that you can, literally not have
it flash up there on the due date, but you caiit seadvance.” “Pretty near anytime | got
on D2L, I'd look at the events calendar, so theduld see if anything had changed. See

if anything new had been added to that | could kegstuff up to date.” “I absolutely
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loved that the teacher used the calendar, thasuesan awesome tool and | wish all my
teachers did.” “Being able to access informatiothimithe D2L system. Whichever
class I was in | was able to go back to my homengd things in.” “The due dates,
having it all visually available. This week | hatrés much to do. I've got that much to
do and | can just transfer it over to my plannet aratch it up with my other classes.” “It
was right there in my space, | was already lookihgll the content stuff in the class. |
would just go to the calendar for the class andhbi right there and everything was out
there and deadlines were there.” “It was easy fetomuickly check things while | was
at work on a break or in between tasks. | was @bprill it up and leave it up.” And “It
was nice to have that calendar up so | know whirgshare due.”

The last question asked about the D2L platform: ¥\Mreae the least beneficial
functions of the D2L platform? Table 4.48 summesithe responses.
Table 4.48

D2L Platform Question 4 Summary

Least Beneficial Functions Number Mentioned Percent Mentioned
Time to learn how to use D2L 2 25.0%
Miss assignments not on D2L 1 12.5%
Unused class functions 1 12.5%

Comments related to this question include: “It colo¢ a little bit more user
friendly. But otherwise, once you get the hang,ot’s nice.” “Not very user friendly. It
takes a little bit to figure out.” “If | forgot tput something out there or sometimes the
discussion boards wouldn’t be on the calendarHpey tould be in the discussion board

section, but I would sometimes check only the addemnd not the other places so that
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was kind of bad. | think | missed a quiz, | mis$&d quizzes cause | didn’t get it put on
the calendar and it was on the quiz part, so | detaly forgot.” And “There were some
things that | didn’t find that were relevant butrsgone else might.”
Conclusion

The following chapter will discuss findings, comslons and future
recommendations. This will include a discussiothefquantitative and qualitative
findings, conclusions that can be drawn from theifigs and recommendations for

future areas of research.
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CHAPTER V

DISCUSSION, CONCLUSIONS, AND RECOMMENDATIONS
Introduction

Chapter 5 completes the dissertation. A summatlhepurpose and design of
the study precedes a discussion of the resultsegsrélate to the research question.
Conclusions are made and limitations are notecse@an the results of the study,
implications are drawn from the conclusions an@nemendations for future research are
then presented. Finally, the researcher bringsphase of the study to a close.
Summary of the Study

This study sought to investigate the effecGatting Things Done™GTD)
software on the motivation and self-regulation d-pervice teachers enrolled in an
introductory Educational Technology course. THeWing research question was
addressed: Do pre-service teachers in an introdp&ducational Technology course
usingGetting Things Done™oftware demonstrate an increase in motivationsaifel
regulation?

A pre-test/post-test design was used to collea ftatn the two comparison
groups. Comparison groups consisted of a contmlmand an experimental group of
pre-service teachers enrolled in different sectmfren Educational Technology course
required for pre-service teachers. Subjectsdwstpleted the Motivated Strategies

Learning Questionnaire (MSLQ). Additionally, a Likd ype Scale survey with open-
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ended, short answer/essay questions was admimigteed participants so they could
self-assess their skill level, their comfort widthnology, and their classroom
experiences. These surveys were administered lath®teginning and end of the
research cycle. To enhance the results gatheredgh the surveys, qualitative data was
collected through semi-structured interviews comedaevith eight randomly selected
students participating in the experimental groupso students from each of the
experimental groups (classes) were interviewed.stNdents from the control groups
were interviewed because the researcher discovieaéthe majority of the interview
guestions focused only on the GTD software utilidadng the study instead of the
concepts the software reinforced.

Paired sample t-tests were used to investigategmek post-test means between
the variables and independent samples t-tests omictucted to look at the difference in
means between the control groups and the experingraups. Pearson bivariate
correlations were performed for pre- and postaastbles in the control and
experimental groups. For consistency in this sttitly researcher and the researcher’s
co-chair chose the following levels for interpretifi in the Pearson bivariate
correlations: low 10%, moderate 15% - 40%, and Big¥ and higher. Open-ended
guestions and interview results were transcribetlaaralyzed for common themes.
General Discussion

In this section the results are discussed in tefntiseir relationship to the
research question: Do pre-service teachers intemdunctory Educational Technology
course usingsetting Things Done™oftware demonstrate an increase in motivation and

self-regulation? Based on the researcher’s expezigeaching the course, using
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organizational software, and presenting the instvoal requirements for the course, she
anticipated there would be a significant differebe¢éwveen the pre-test and post-test
results of the experimental groups and the cogralips.

MSLQ results.

Paired sample t-tests conducted on the data terexperimental groups found
significant differences in the pre- and post-testins for five of the seven MSLQ pairs
utilized in the study. Within the Motivation Scaj@nly the subscale, Control of
Learning Beliefs was significant at the 95% confice levelt(44) = 2.210p < .05.
Within the Learning Strategies Scale, data colkcte all four subscales was
significantly different. Data gathered from the @ngzation Scale was significant at the
95% confidence levet(44) = 3.596p < .05. Metacognitive Self-Regulation data results
were significant at the 95% confidence lev@l4) = 2.415p < .05. Time and Study
Environment data was significant at the 95% comitgelevelt(44) = 3.301p < .05.
Effort Regulation data was significant at the 958afadence levelt(44) = 2.151p < .05.
The results suggest that utilizi@getting Things Don@ software does increase
Motivation and Self-Regulation in pre-service teash

However, within the control group, three of theese MSLQ pairs were
statistically significant. None of the Motivati@cales demonstrated statistical
significance. Three of the Learning Strategiessales were significant. Organization
was significant at the 95% confidence lev@l4) = 2.101p < .05. Metacognitive Self-
Regulation was significant at the 95% confideneellg(44) = 2.411p < .05. And,

Time and Study Environment was significant at tB&Sconfidence level,
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t(44) = 4.623p < .05. Significant results in both the experina¢aind control groups
suggest that something other than the experiméatdrs were affecting results.
Along with paired sample t-tests, Pearson bivartatrelations were conducted
between all of the subscales for the experimemtaigs. Of the twenty-one pairs,
seventeen were statistically significant at the 3&#tfidence level. Of the statistically
significant pairs, nine displayed moderate levélsaorelation. Table 5.1 details the
findings.
Table 5.1

Pearson Bivariate Correlations Experimental Groulfisst-Test Variables

Pearson Coefficient of Sig.
Correlation Determination (2-tailed)
2
r r

Control Learning Beliefs and 0.484 0.234 0.001*
Metacognitive Self-Regulation

Control Learning Beliefs and 0.459 0.211 0.002*
Organization

Control Learning Beliefs and Self- 0.437 0.191 0.003*
Efficacy

Control Learning Beliefs and Task 0.521 0.271 0.000*
Value

Effort Regulation and Self-Efficacy 0.530 0.281 0.000*
Effort Regulation and Time and 0.561 0.315 0.000*

Study Environment

Metacognitive Self-Regulation and 0.721 0.520 0.000*
Organization

Self-Efficacy and Task Value 0.484 0.234 0.001*

*p < .05 statistically significant
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Pearson bivariate correlations were also condumédeen all of the subscales of
the control groups. Of the twenty-one pairs, etewere statistically significant at the
95% confidence level. Of the statistically sigeefint pairs, nine displayed moderate
levels of correlation. Table 5.2 details the fimgs.

Table 5.2

Pearson Bivariate Correlations Control Groups Pd&st Variables

Pearson Coefficient of Sig.
Correlation Determination (2-tailed)
2
r r

Control Learning Beliefs and Effort 0.497 0.247 0.001*
Regulation

Control Learning Beliefs and Self- 0.571 0.326 0.000*
Efficacy

Control Learning Beliefs and Task 0.479 0.229 0.001*
Value

Effort Regulation and Metacognitive  0.526 0.277 0.000*
Self-Regulation

Effort Regulation and Self-Efficacy 0.587 0.345 0.000*
Effort Regulation and Time and 0.611 0.373 0.000*

Study Environment

Metacognitive Self-Regulation and 0.531 0.282 0.000*
Organization

Metacognitive Self-Regulation and 0.546 0.298 0.000*
Time and Study Environment

Self-Efficacy and Task Value 0.505 0.255 0.000*

*p < .05 statistically significant

Comparing the Pearson bivariate correlations feretkperimental and the control

groups reveals that both groups had nine pairs natlerate levels of correlation. Of
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those nine pairs, seven were the same for bothtr@arf Learning Beliefs and Self-
Efficacy, Control of Learning Beliefs and Task VaJiffort Regulation and
Metacognitive Self-Regulation, Effort Regulatiorda®elf-Efficacy, Effort Regulation
and Time and Study Environment, Metacognitive &#fjulation and Organization, and
Self-Efficacy and Task Value. While the correlatr@sults are consistent with the
literature (Sungur & Tekkaya, 2006; Crede & Phdlig011; Clark, 2006; and Pintrich et
al., 1991), the overlapping similarities suggest gomething other than the GTD
treatment was affecting the correlations; thereftive correlations do not confirm that
GTD alone increased the motivation and self-regutadf pre-service teachers in this
study.

Independent samples t-tests were also conducteéek¢omine whether differences
between the post-test means of the experimentapgrand the control groups for each
of the seven subscales existed. No staticallyifiegnt differences were found in any of
the subscales. See Table 4.8 for specific det8i&sed on these results, the researcher
concluded that the experimental groups did not sactatistically significant increase in
motivation and self-regulation when compared todtetrol groups. These results do
not support an affirmative answer to the reseawgstion: Do pre-service teachers in an
introductory Educational Technology course usggjting Things Done ™$oftware
demonstrate an increase in motivation and selflagign when compared to students
who do not use the organizational software?

In addition to the independent samples t-testardda bivariate correlations were
also conducted between the post-test experimerdapg and control groups variables to

ascertain strength of relationships. Of the faritye calculations, only two were
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statistically significant. The first, MetacognéSelf-Regulation control groups and Self-
Efficacy experimental groups, demonstrated a logatiee correlation;(43) = -.384,

p < .01 between the two scales. This indicatesahBt14.7% of the variance between
the variables was shared,= .147. The negative correlation indicated tisaBalf-

Efficacy increased, Metacognitive Self-Regulati@tmtased. The second, Time and
Study Environment control groups and Organizatixmeeimental groups, also
demonstrated a low positive correlation betweenwmuescalest(43) = .338p < .05.

This indicates that only 11.4% of the variance lesmwthe variables was shared,
r?=.114. These low positive correlations indicatgeak relationship exists between the
two sets of variables. However, Pyrczak (2006)daies caution should be used when
interpreting small values of since large percentages of the variance cannot be
accounted for between the variables. In gendragams as though there may be a
possible causal relationship between the variablgspther effects should be considered.

Likert-type scaleresults.

Paired sample t-tests conducted with the experiahgndups found significant
differences in the pre- and post-test means feetlf the five Likert-Type Scale pairs
utilized in the study. All three were significaaitthe 95% confidence level: Comfort,
t(44) = 4.105p < .05; Motivationt(44) = -3.177p < .05; and Proficiency,

t(44) = 3.728p < .05. Alternatively, the mean scores from folithe five control

groups’ Likert-Type Scale pairs demonstrated dtesiksignificance in the pre- and post-
test data. All results were significant at the 9&8afidence level: Ability,

t(44) = 4.2.485p < .05; Comfortt(44) = 3.964p < .05; Motivationt(44) = -3.246,

p < .05; and Proficiency(44) = 4.057p < .05. As mentioned previously, regarding the
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MSLQ results, significant results between the expental groups and the control groups
suggest that some influence other than the expatahtactors were affecting the results.

Along with paired sample t-tests, Pearson bivagcateelations were conducted
between all of the subscale data collected frome®perimental groups. Of the ten pairs,
four were statistically significant at the 95% ddehce level. Of the statistically
significant pairs, two displayed moderate levelsafelation. These include: Ability
and Proficiencyr(= 0.509 and? = .259), and Motivation and Organization
(r = 0.603 and? = .364).

Pearson bivariate correlations were also condumédeen all of the subscales
for the control groups. All ten pairs were stateily significant at the 95% confidence
level. Of the statistically significant pairs, éidisplayed moderate to high levels of
correlation. These include: Ability and Motivatign= 0.440 and? = .194); Ability and
Organization(= 0.511 and? = .261); Ability and Proficiencyr(= 0.399 and? = .159);
Comfort and Proficiencyr = 0.848 and? = .719); and Motivation and Organization
(r = 0.685 and? = .469).

Comparing the Pearson bivariate correlations feretkperimental groups and the
control groups reveals that the experimental grawgesfour statistically significant pairs
of subscales while all of the control groups’ pags were statistically significant. While
the statistical significance of the correlationegants strong evidence that the variables
are related to each other, caution is advisedanrterpretation of these results due to the
fact that the control groups displayed more sia#ily significant correlations and higher
levels of correlation. Research from Ary, Jac@g] Razavieh (2002) and Pyrczak

(2006) warn against the assumption of a causaiaoekhip or practical significance

147



between variables based only on one set of reskligther research is warranted to
determine the origin behind the relationships am@ssumptions can be made on the
relationships found in these correlations. Onati@hship that decidedly deserves further
review is the construct of Ability. This construgipears to be a connecting factor in the
results of both the experimental groups and thérobgroups. For this study, the
researcher defined Ability as a personal self-assent of organizational skills as related
to the ability to complete required coursework.ufatresearch could explore the
connections this construct has with other variables

Independent samples t-tests were also conductetéomine whether differences
between the post-test means of the experimentapgrand the control groups for each
of the five subscales existed. No statically digant differences were found in any of
the subscales. Table 4.17 details the statisticaddition to the independent samples
t-tests, Pearson bivariate correlations were alsalacted between the variables of the
post-test experimental groups and control grougstertain the strength of
relationships. None of the twenty-five calculaBaiemonstrated statistical significance
(see Table 4.18). These results lead to the csiociuhat the experimental groups did
not show a statistically significant increase intivettion and self-regulation when
compared to the motivation and self-regulationhef ¢tontrol groups. These results do
not support a positive answer to the research iquesto pre-service teachers in an
introductory Educational Technology course usggjting Things Done "™$oftware

demonstrate an increase in motivation and selflagign?
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Open-ended question results.

A pre-test question was asked of all participaHt®y do you plan to organize
your time and study environment for this coursefflidihg a calendar, planner, or
scheduler was the most common response (32%) fieraxperimental groups, followed
by free time (25%) and time blocks (16%). Compeaedy, the control groups noted due
dates (24%), no plans (20%), and time blocks (18Zinmerman, Bonner, and Kovach
(2008) offer the opinion that the effective usestfdy time becomes imperative to
academic success, and those who do not effectigaytheir study time are forced into
expediency, which is the exact opposite of selfitaigd learning.

A post-test question was also asked of all paditip: Was there anything you
learned or experienced in this course that helpedty organize your time and study
environment for this class? The experimental gsagsponded overwhelming that
technology applications assisted them with theaetand study environment. The
responses included online calendar (28%), iGoog|&7%), Microsoft Office (17%),
D2L, the online course platform (11%), and Rementbemilk (6%). Hofer, Yu and
Pintrich (1998) note that inserting strategy instien into course materials shows
students the usefulness of using a self-regulappyoach. The authors say that this
increases the possibility that students will camtino utilize the skill rather than see it as
a course specific method. Alternatively, almost bathe control groups (48.8%)
offered no response to this question. Of those evi@nswer, only two dedicated
technology components were mentioned, Microsofto®f(13%) and D2L (8%).

The results of these questions indicate that stsderthe experimental groups

were more likely to utilize technology tools to issshem with organizing their time and
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study environment than those in the control groufisis also suggests that students in
the experimental groups were more likely to utikedf-regulation tools to complete
course assignments. In a study of college stutseifsregulation and motivation,
Wolters (1998) found that self-regulated learnexcessfully adapt or modify learning
strategies to fit situational requirements. Th&ds to the conclusion that students in the
experimental groups began utilizing the self-rejoiatools provided to them during the
study to help them complete course assignmentsimedy fashion.

I nterview results.

The majority of students interviewed consideredrtbelves to be average or
above average in their computer skills (87.5%).siktudents had previously worked
with computers, so they were confident in theitigbio use the computer in this class.
This could be attributed to the fact that compugerd computer assignments are a staple
in most college classrooms. Technology assisteaoe in the form of tips, tools and
education-specific skills on the computer. Studetinfidence decreased during the
semester when they were presented with new teciiesland a heavy course workload.
However, by the end of the semester, studentagafttheir confidence levels had
increased and they had more tools to utilize ir fliture classrooms as teachers. This
rise in confidence is discussed in Bandura’s (198&k on self-efficacy. Bandura points
out that self-efficacy, which is the belief thatoran accomplish a given goal, is the most
powerful contributing factor in one’s personal béabout the ability to exercise control
over his or her level of functioning. The studantsrviewed during this study offered
the opinion that they felt they could utilize thewly learned technology in their future

classrooms based on the positive personal expesdahey encountered with the
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software over the course of the semester. Thagcatpn for this finding asserts that
students developed higher levels of self-efficamyards Educational Technology tools
through their proficiency with the software.

Several students mentioned they were not motiviaedmplete this required
course (37.5%); however, their motivation increadexdng the semester as they began to
realize how useful the tools were and discussedweshnology could be implemented
successfully in their future classrooms. That &xuent motivated them to consider the
usefulness of integrating technology into theiufetclassroom instruction. Pintrich
(2003) offers the opinion that students are modddb do well when they have a high
interest in the subject. The possibility existattstudents in this course showed increased
motivation because they were provided with counséstand assignments that, as
Pintrich suggests, are interesting, meaningful \aarced.

Most students desired to be organized in complatngse assignments and
tasks, yet interestingly only one student utiliteel GTD technology consistently during
the semester. Most of the students utilized tbéstoffered on the university online
learning platform, D2L, instead. The utilizatiohtlbe D2L platform tools instead of the
GTD technology seems to be a function of the codesggn and instructional
requirements. Since the course instructors udllibe D2L platform for course
components, due dates, rubrics, assignment dasagpteminders, and links for support
materials, students were not required to invesp#rsonal effort and time to organize
course materials for themselves. Wolters, Pintréetd Karabenick (2003) assert that
self-regulated learning is an active, construcpix@cess. In the process, learning goals

are set, monitored, and regulated personally bytindent. The environment gives
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context and constraints to the goals. In thisysttlte environment was not conducive to
self-regulated learning since the students wereeuptired to play an active role in the
organization of course materials.

When asked how the GTD training assisted with auraterial completion, most
students were of the opinion that the GTD softweakped them with organization (50%),
focus (37.5%) and use of new programs (75.0%)em{R001) believes that organization
occurs when components, sequences and prioritiesbeen identified. As one
interviewed student commented, “You really do hevbe organized for this class or you
will forget stuff.” Surprisingly, only one of th&tudents interviewed had utilized the
GTD software over the duration of the course dutirigsemester. However, the student
who utilized the software did so on a daily basite lack of utilization by the remaining
students may be explained by their consistent tifeeaourse resources in the D2L
system. As indicated in the interviews, speci@iasons for not utilizing the GTD
software included the opinion that it was “anottiing to log into” or “an extra thing to
do.” These students recognized that the GTD sofweovided an innovative way to
organize course workload, due dates and assignnreawgver, as Maloney (2007)
points out, course management systems are typigaljyutilized to provide students
with access to course materials and grades. mtind an ungraded, novel system to
organize and manage course material may have nstuddnts out of their comfort zone
of traditional online course material delivery sndilizing the GTD software required
the students to go to a new website, create a nesuat and take personal responsibility

for entering to-do items.
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During pre-test data collection, students weran&dito use iGoogle™ and
Remember the Milk (a web-based, task managemegtar). Based on that training,
students reported creating iGoogle™ accounts vetbnolar functions (25%), to-do lists
(12.5%), and news applications (37.5%). They efiehe opinion that the most
beneficial functions were the calendar (25%), #sk fist (12.5%), and anywhere access
(12.5%). All interviewed students responded faviyré the GTD programs of
iGoogle™ and Remember the Milk; however, 50% ofgtilents did not offer opinions
on the most beneficial functions because they didutilize the program. These results
correspond to Kumar and Vigil's (2011) comparisépm@-service teachers’ informal
and formal use of technologies. They found thidrmal or personal use of technologies
was higher than students’ formal or classroom diseahinologies.

When asked how time and study environments weranazgd for this course, the
most common responses from the students were ated@-do lists (37.5%) and work
around available time slots (37.5%). From furtebing, it was determined that many
students used online calendars to stay currentalais requirements (37.5%). Online
calendars also provided several students (25%)tivelopportunity to complete
coursework with less last minute cramming. Thesdifigs indicate the use of self-
regulated learning strategies as put forth by Wel{2003a). Wolters discusses the belief
that self-regulated learners possess higher le¥elwareness about different learning
tactics and they have the capacity to choose apdate their use of those approaches
when engaged in academic responsibilities.

Inquiring about motivation towards course goalsedated to GTD software

revealed that students felt more confident (12.5%8)yed on track (12.5%), felt less
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overwhelmed (25%), were more organized (25%), rdisseer deadlines (12.5%), and
could see personal progress (12.5%). LinnebrimkRintrich (2002) offer the opinion

that instructional efforts and classroom designroake a difference in motivating
students towards academic achievement. Furthermsim@ents reported that the calendar
software assisted them with being aware of duesd2t&26), staying on task (12.5%),
prioritizing (12.5%), planning (12.5%), maintainif@cus (12.5%), and managing their
time (12.5%). Accordingly, interviewed studentsmbmstrated that they are more
motivated and self-regulated to achieve coursesgoa timely manner than simply
completing course assignments at the last minute.

Interviewees discussed methods in which calendaftgvare could be used in
other courses. The vast majority (75%) of intemges said that the calendaring software
allowed them to see the “big picture” for their ceework and all said they would
recommend calendaring software to other studentsdip with accessing course
requirements (25%), planning and organization @,&nd meeting due dates (12.5%).
When describing how D2L was used for this couraglents responded for deadlines and
due dates (62.5%), organization, (25%), remind25%4d), and priorities (12.5%). The
most beneficial features of D2L were due dates (5@¥%ual planning (25%), online
course information (25%), and reminders (12.5%g¢vdRe and Kovach (2011) discussed
how course platform options enhance learning ane that when utilized appropriately,
technological options promote student engagemettigimearning process.

Resear ch Study Conclusions
To summarize the components and ideas reflectddsrstudy, Self-Regulated

Learning was defined as “Self-directive processebself-beliefs that enable learners to
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transform their mental abilities...into an academadf@rmance skill” (Zimmerman,
2008, p. 166). Motivation is the sense of enenggabivation students demonstrated in
completing the course assignments (Ryan & DeciDBROPre-service teachers refers to
the students enrolled in teacher education progedrdegree granting institutions of
higher education. The MSLQ is “a self-report instent designed to assess college
students’ motivational orientations and their ukdifferent learning strategies for a
college course” particularly as it relates to tineely completion of course assignments
(Pintrich et al., 1993, p. 801). Educational Temlbgy was defined as “The study and
ethical practice of facilitating learning and impieg performance by creating, using and
managing appropriate technological processes auwdirees” (Richey, 2008, p. 24). The
EDTC 3123 class was an undergraduate level coatgered for pre-service teachers at a
Midwestern university, focused on planning, develgpand implementing educational
media and technology into classroom instructiohe €ourse also introduces guidelines
for materials development, contemporary applicatiohcomputers and other electronic
systems for instruction as well as integrationnstiuctional design, instructional media,
and instructional computing for use personally emtthe classroom (OSU Course
Catalogue, 2012-2013). Taking the pieces of tiezleuand putting them together in
light of the research question: Do pre-serviceheegenrolled in an introductory
Educational Technology course usi@gtting Things Done ™oftware demonstrate an
increase in motivation and self-regulation, théofeing discussion is offered.

Given the significant results in both the experitaégroups and the control
groups for the MSLQ subscales and the Likert-tygia dalternative causes for

significance were considered. The researchertiseobpinion that the number of
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significant results in both groups point to unexpdaonsequences via an unintentional
cause. The researcher purports there were stalfgsignificant changes in both the
experimental groups and the control groups becemsese instructors for every section
modeled the components of GTD via their use of DB&,university online course
platform, for calendaring, reminders, and courséenmes, which closely mimics the
components of the GTD software for all of the atsssThe use of D2L by all instructors
as a forum for assignment updates, course schedalm as an organizational tool has
been part of the standard class format for seyeais. These instructional strategies
have been employed because of the high studeritrear, the high number of
instructors teaching multiple sections every seareand a standardized, but heavy,
workload for the students. Unfortunately, the s@dized utilization of the D2L platform
by instructors in both the experimental groups ematrol groups was not considered
when the study was designed; consequently, thesdittla room for making changes in
the format of the course or among the instructeashing the experimental groups and
control groups.

Therefore, due to course structure, all students weovided with information
and tools to stay connected to and on top of camegterial via the online course
platform and were not forced to seek out altermatnethods to stay organized. The
impact of the experimental intervention had litdbedo with the statistical outcomes
because all courses are taught the same way.h&experimental groups, iGoogle™
and/or Remember the Milk would have provided theith the tools to current with the
course assignments, but these additional tools maraeeded. As Zimmerman (1998a,

p.1) points out “Self-regulated learners, whethstanic or contemporary, are
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distinguished by their view of academic learningasething they do for themselves
rather than as something that is done for thero @rém.” The instructors did not
compel the students in the experimental group®ti fbr themselves. Ironically,
Zimmerman points out later in the chapter, selfatatpd learning is impacted by social
influences such as modeling and social structuring.

One important component of the EDTC 3123 coursledshigh number of
assignments due throughout the semester, appradyriadr 2 every week. There are
multiple assignments, projects, quizzes, presems@nd group activities. Students in
the class who can juggle the multiple demands@tturse and their other courses do
well. Students who struggle to keep up with thegmsnent due dates, and seemingly
finding it too much to do, typically do not do watl the course because they lack the
organizational skills. The MSLQ descriptive stats highlight this struggle to keep up
with course demands. It was found that the padtrteeans decreased from the pre-test
means for all seven of the subscales in the exgatizhgroups and for five of the seven
subscales in the control groups (see Tables 4.2ahd Zimmerman, Bonner, and
Kovach (2008) offer the opinion that the effectuse of study time becomes imperative
to academic success and those students who défectiveely use their study and prep
time are forced into expediency, the exact oppadiself-regulated learning.

Although the Pearson bivariate correlation re@t®aled several large
correlations between the study variables, the reseaacknowledges that while parts of
the data are significant, not all of the results/ina meaningful. Perhaps the data from
the correlations must be looked at as only onegdate whole picture presented in the

study. When taking all of the statistics into ddesation, there are questions about the
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reliability of the data and the concern that theads confounded by the instructor
influences mentioned previously. For example, Efftegulation and Time and Study
Environment demonstrated moderately high levelsoofelation in both the experimental
groups (2 = .315) and the control groups € .373). This indicates there is a definite
relationship between these variables, but sinea# seen in both groups, the cause of the
high correlation is suspect and cannot be attribtdghe experimental groups’
intervention. Additionally, the high Pearson biaée correlation results from the MSLQ
pairs may have resulted from the utilization of shene subjects for the pre- and post-test
data collection. Since these are the exact samersts, the results should be highly
correlated. Nonetheless, some of the correlanoast further discussion and all deserve
another review in a new study that controls fotrunstor influences.

One correlation result that should be reviewethésrelationship between Control
of Learning Beliefs and Metacognitive Self-Regudati This relationship is key for
students who desire to succeed in the classrooogording to Pintrich et al. (1991),
Control of Learning Beliefs refers to students videtieve that personal efforts can
positively affect academic performance. MetacagaiSelf-Regulation is defined as
being aware of, having knowledge of, and contrglir@rsonal cognition. For this study,
23.4% of the variance between the experimentalgg'od@ontrol of Learning Beliefs and
Metacognitive Self-Regulation is in common, indicgta moderate positive relationship
between the two variables. These results are stemgiwith results Sungur and Tekkaya
(2006) found in their research on motivation anlé-sgjulation with 18' grade students

for Control of Learning Beliefs and MetacognitivelfSRegulation (= 0.503,p < .01).
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Therefore, those who are aware of their persorgition may also believe they can
positively affect their academic performance.

The current study attempted to provide pre-serigaehers additional tools they
could utilize to be successful, not only in thiasd, but in their future academic work and
their own classrooms once they have graduateds Sthdy was also a starting point for
future research in a variety of areas and disaglinThe statistical results were
disappointing; however, once a possible root cawgsediscovered, there came hope that
the study could be improved and conducted agaifD ®as seen by the researcher as a
tool to enhance learning and organize the chaashagh intensity and heavy workload
class. The researcher hoped that GTD would makeldss workload and life easier for
the students in the experimental groups. Howewvkether it was the impact of GTD or
D2L, the goal was to encourage motivation and gjflation in students. Corno (2008)
says that ongoing use of self-regulation in acades®itings increases the likelihood that
the skills will become an automatic response.

One thing to consider is the prevalence of emertgognologies our current pre-
service teachers will access in their own classgoRre-service teachers must learn to
utilize technology as a tool not only in their p@ral lives, but also in their academic and
professional lives. Many of today’s in-servicediears use computer technology to enter
grades, communicate with parents, and send homewaoriders, therefore, pre-service
teachers have to learn to manage the technologysttlges so they can do it when they
move into their own classrooms. Dettori, Gianneitid Persico (2006) conducted a self-
regulation study with pre-service teachers in dmerenvironment. The authors found

that having an online social presence in the conitynofithe online classroom is a key
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element in self-regulation for online courses. Wimost of the students did not use
iGoogle™ during the course of the study, the emmrents created in the iGoogle™
application provide the opportunity to merge schanad personal lives. The course
platform, D2L, does provide an online social pregesince course members can access
discussion boards, class members’ home pages asglroembers’ blogs.

Connecting the research to Self-Determination Tjhabe theoretical approach
employed in the study, Deci et al. (1994) offer tih@ught that Self-Determination
Theory assumes that individuals are innately megov@o take on and integrate useful
activities that assist them in negotiating the agloenvironment of their lives. Self-
regulated students must learn to make connectietvgelen their social presence and their
academic presence. The incorporation of GTD washaed to provide that type of
guidance for pre-service teachers. Unfortunatedgause of the set-up of the course,
those same functions were already included on &iedatform so many of the students
did not rely on the GTD software. The future gsab blend the most effective
components of GTD and D2L into a positive and sujpp®learning experience for pre-
service teachers.

Lastly, even though the results from this studyfawe years old, the findings are
still important and relevant because they add ¢dit#dd of Educational Technology in
the area of utilizing online course platforms anttware to impact students’ learning,
motivation, and self-regulation. Even though theefaf technology has changed
significantly during the last four years, it is ie#led that students do not yet recognize the
power of the technology they utilize on a dailyibasStudents know how to utilize the

technology for personal reasons, but it is crittbak students learn how to capitalize on
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the educational power that lies behind the hand-telices. Therefore, the researcher
believes that the results from this study are hsbtete because they show how small
interventions can add significantly to the improwrnof study skills, assignment
completion, and organization strategies. These@mgetencies that are still critically
needed in today’s classroom so students underb@udo make use of the power of
technology to improve their lives. Additionallye interview results illustrate the need
for instruction to be student centered, especialthe area of technology. Zimmerman,
Bonner, and Kovach (2008) offer the following bglaeveloping proficient academic
learning results from developing a skill set basedystematic application of self-
regulatory methods through everyday course assigtane
Limitations

Several limitations became apparent during théyaes of the study results.
First, the study is involuntarily limited becaudecourse design. All instructors
inadvertently modeled GTD behavior through the déadized use of calendaring and
task lists on the online class platform (D2L). §hnintentionally impacted the results of
the study since the instructors did the work fa skudents as opposed to forcing the
students to do the work themselves. Different tesuhy have been found if the students
had been responsible for entering their own infaromainto the GTD software.
Additionally, different results may have been obéal in a class other than the EDTC
course since the EDTC instructors did the workitierstudents. This can be seen as a
hidden or lurking variable that did not allow tlesearcher to accurately gauge the power

of the GTD software.
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Second, the generalizability of the findings of gedy are limited because the
results were generated in an Educational Technatogyse conducted within the
College of Education at a Midwestern universityizing pre-service teachers. This
study was not designed to produce results genabddizacross multiple disciplines or
locations.

Third, the MSLQ, a reliable and valid instrumengsaemployed to collect pre-
and post-test data from students. Additional dats collected utilizing a Likert-Type
scale developed by the researcher. The Likert-Bgpée does not have proven reliability
or validity, so the results generated by this insient may not have true statistical
significance.

Fourth, only students from the experimental groupee interviewed for the
study because the majority of questions focusetheitilization of the GTD software
rather than the concepts the software reinforceghofe comprehensive picture may
have been obtained with interviews conducted wath the control and experimental
groups related to the type of functions generateGbD.

Fifth, the high Pearson bivariate correlation resfrtbm the MSLQ pairs could be
seen as misrepresentative. In retrospect, thesbens were generated through the
utilization of the same subjects in the pre- anstfpest process; therefore, the results
naturally would be highly correlated. Additionaltyre higher correlations seen in the
control groups may be explained by non-interferdnma the researcher, allowing the
control groups to focus only on the organizatiasaistance provided by the course

instructors on the D2L site.
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Sixth, students who participated in the studyizéd self-reporting to relay
results. Self-report data may be flawed becauseegsults rely on to student opinions,
judgments, and attitudes. Lastly, due to semésber frame constraints, the study was
short-term in nature. Different results may hagerbobtained with a longer or
longitudinal study.

Implications

Implicationsfor students.

Ease of access and instantaneous informatiohadimark of the current
technological times in which we live. Oblinger ablinger (2005) reflect that students
currently on college campuses have never knownrdwethout computers. The
authors also point out these students feel likertelogy is embedded into the fabric of
their lives. For example, computers have becorges on college campuses, either
personal, in the computer lab, or in the classrcamd, students can easily find answers to
guestions simply by using their hand-held electa®vices. Embedding the EDTC
course with instantaneous access to course assgsianed information provided
students with a specific tool to increase theiriwatton and self-regulation. Hofer, Yu,
and Pintrich (1998) found that even semester latgrventions on metacognition and
self-regulation are helpful in developing self-rigion for college students. The authors
go on to say that increasing students’ knowledge laad capabilities is key in
entrenching their automatic response to utilizér thedf-regulatory capabilities. Students
should, therefore, be aware that every coursettile/not only builds their knowledge
base for a subject or skill, but also builds thk@iowledge base for understanding how

they personally learn best and what is neededuitcess. Classrooms today need to
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work with students in expanding their knowledge akifls so that success is seen as
more than a final letter grade in a class, and mgrivith students means that the
technology that they take for granted is an integaat of the classroom and the course
structure.

ISTE (2007) developed a set of National Educatidmahnology Standards for
Students (NETS-S). These standards put fortheheflihat students should use
creativity and innovation to construct knowledgesnenunicate and collaborate to
support learning; develop research fluency to gattiermation; utilize critical thinking,
problem solving and decision making to completersework; understand relevant
issues related to technology; and demonstrateraugb knowledge of technology
concepts and operations. The EDTC 3123 coursalesigned around these standards.
The goal of the course was to integrate curremrtelogy with teaching practices so
when these students became in-service teacheysjitheot have to think twice about
using the computer to develop and implement lepsmms and assignments. Yet given
the heavy workload and the introduction to a pledhaf new programs and devices,
students often struggle to stay motivated and aumgth assignment due dates. A study
of pre-service teachers in an Educational Techryotogirse by Lewis and Litchfield
(2011) found that that those students who beli¢gkiey could achieve the course goals
were more likely to receive a higher course grdterefore, using GTD software to
assist students in achieving course goals couldiyely impact course grades. The
researcher believes the impact of using organizatisoftware could be much greater
than just raising grades. Meeting the pre-sert@aehers at their hand-held technological

level and providing them with course imbedded retars and organizational tools to
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complete course goals could have big picture effe€this could be a course where
students learn to use technology not only to omgathemselves and stay on top of the
coursework in one class, but also, it could hatreckle-down effect in all their classes
and their future career.

Implicationsfor instructors.

Students in today’s schools walk through the ctam®s door with a multitude of
options available for staying connected. Smaringisptablets, and computers instantly
connect them to the world around them. Instructhdre model this connectivity in their
course content are demonstrating their abilityetich out to students at the students’
level. If a university offers an online platforra part of the educational environment, it
would be worthwhile for instructors to place coucsatent, including due dates and
reminders, on the platform for students to accefise&r convenience. Students who
need to be reminded of a due date can accessftmation from their phone or tablet
as opposed to waiting for the next class meetingam the information. Thompson
(2007) contends that Web 2.0 has the potentiahttstorm the traditional higher
education model from the long-established classrswutture to an asynchronous 24/7
model. Instructors should be aware that this ceamg@ccurring and, while many
continue to operate within the walls of the tramhtl classroom, these walls are falling
down. To stay as current with technology as thdestts, changes must occur in course
structure and coursework to meet the studentseatlével in their world.

Song, Hannafin, and Hill (2007) indicate that tffe& of the shared teaching and
learning environment should be evaluated by edus&tohelp understand student needs

and to identify teaching strategies that will higlpilitate learning. Togia, Korobili, and
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Malliari (2012) discovered that IT students who garotivated to learn had greater
cognitive learning outcomes. The authors go osatothat educators should employ
teaching strategies that drive the motivation efrtstudents and connect course
assignments with real-world applications to faatkt student self-efficacy. At the end of
this experimental process, the interview resuliicated that students were motivated by
the real-world assignments in this course and tkle datform met their needs for
connectivity and staying current with assignmeritke tools were present in the
experimental groups’ classrooms to increase stgtemtivation and self-regulation,
there were confounding factors in the way of acigthe goals. While it is not possible
to return to and follow up with the students whatiggated in the study to see if GTD
had a long term effect, going forward all educasirsuld make themselves self-aware of
what they are doing within their classrooms thaettlee needs of the students, model
connectivity, and encourage motivation and selfitagon. This is important because
the students are the reason we have the classrooms.

Implicationsfor education.

Educators, to be effective instructional leadensutd consider how fast the
world we live in changes and the importance of kegpp with students’ knowledge and
use of technology. Carpenter and Carpenter (208i8ve that successful
implementation of instructional technology in tiedd of education can occur when the
skills are seen as relevant to the agendas thsttiexschools, lifting them from noise to
employment. To ensure technology is successfultyrga practice in the school, the
following recommendations were offered. The psscghould be a teacher-involved

collaborative process, the initial undertakingsudtidoe small and manageable, using a
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versatile program. Finally, teachers should ledomgside students, in some cases, the
students taught the teachers about the technokigg implemented. Carpenter and
Carpenter provide the field of education with a@erand basic roadmap to technology
integration. Based on the interview and open-empextion results from this current
study, students are very interested in implemerdamjly accessible technology tools to
assist them in completing course goals. Levin\Atadimany (2006/2007) found that
technology means different things to different teaas, and integrating technology into
the classroom is a unique process for each eduicatioeir longitudinal study. Overall,
the authors feel that integrating technology i@ ¢lassroom occurs over a continuum,
moving from seeing technology as a technical toadeing it as an empowering partner
for teachers and students. Perhaps, then, thentistudy can be used as a launching
point of a continuum, not only for future expansgiandies, but as a model for educators
in what students are looking for in technology gntgion to assist them with self-
regulation and motivation for course completion.

McCann and Turner (2004) note that a major sturgiidilock to learning new
material, task engagement, and assignment complisti& lack of ability to maintain
motivation when confronted with internal and ex#dmistractions or obstacles. The
authors offer the opinion that motivation can bentaaned and, hence, academic tasks
completed more successfully when students utild#ional strategies including
reminders, self-rewards and organization. The G®@Dponents of the current study
provided access to several volitional strategkes: the field of education, this means that

implementing volitional strategies to help studesusceed is not a costly or time-
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consuming process. This task can be accomplistegbensively and with on-hand
tools.

A longitudinal study following students over theucge of their academic career
in the College of Education could provide intenegtinsight. Zimmerman (2000) states
that self-regulation is cyclical and that feedb&ckn earlier performances can be utilized
to make adjustments during current efforts. He goet say that this feedback is
important because of the changes in environmepgasonal and behavioral factors that
occur during the course of learning. Persondilg,researcher believes that the field of
education should employ a similar cyclical feedbladp because changes in the
environment for educators and students are ongoidgstaying in tune with how to best
reach students and how to best empower educatoeach the students should be a top
priority. The current research is a starting pdooit it is not an ending point for the topic
of GTD in Educational Technology. The study hasrbexamined for issues and
problems and now exciting ideas for how to moveveod are presented with the current
results taken into account. Stagnancy shouldiberelted as much as possible.

Implicationsfor researchers.

There are many purposes for educational-basedrobse8ome of these purposes
include seeking to uncover new truths and discogemew ways to enhance or improve
the education process for students. The curreetireh was aimed at discovering a new
method to enhance and improve student learning Bducational Technology course.
Granted, this research has generalizability linuteg, but at its core, the goal was to
enhance and improve students’ educational experidite research data presented in

this study was collected four years before thel for@@es were written. In those four
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years, the face of technology has decidedly evolvidtere are several new tools utilized
by students on a daily basis, including touch basedputer tablets, multipurpose
cellphones, and a variety of new programs and egjpdins. Importantly, even though the
technology has advanced, the idea behind utilideging Things Doné&" software and
online course platforms, has not changed. Thai islstill very current and important
since the classroom is normally slow to evolve.in@dorward, researchers have to
determine which online programs and applicatiorlssuccessfully fill the void for
students in enhancing their organizational skillshsas calendaring and keeping on top
of multiple to-do lists and deadlines. Additioyalihese students will become educators
with their own classrooms and research on waysharce their organizational skills
would be salient in the areas of classroom manageamsl institutional administration.
Wilson (2011) states that new teachers steadilyon®their effectiveness in the
classroom over the first five years of teaching, 3026 of these new teachers leave the
profession in that same time period. What doesrttestn for researchers? Research
should be conducted in areas that assist in teaetesttion and effectiveness. Wilson
goes on to say that one key component of retaithiege teachers is to focus the teacher
preparation programs on foundational skills anaficas. Furthermore, Shaltry et al.
(2013) note that effective incorporation of teclogyl into the classroom is a key
challenge in our country today. The classroomretdgical components presented in
this paper offer a foundational technological s&dt for effective classroom management
and organization for pre-service teachers. Theséha same pre-service teachers who
will quickly become in-service teachers seekingnprove their own classroom skills.

By teaching pre-service teachers how to take chtime management and task lists

169



while students, they will be one step ahead inrtthevelopment as more effective
teachers once they graduate.
Recommendations for Future Research

The most salient area for future research liekenarea of the D2L platform. Due
to the unexpected consequences of the study, fteaearch should be conducted that
accounts and controls for the online course platfoGTD research should be conducted
without the instructors utilizing the course platfocomponents to accurately account for
treatment effects. Additionally, future researbbwdd include interviews with students
from both the experimental and control groups fatwa a comprehensive picture of the
study effects. Interview questions should be desigaround the concepts and skills that
the GTD software reinforces. One final considerator this future research idea is to
revisit the participants after a period of timeaszertain if there are long term changes
due to the GTD software and training.

Furthermore, since only one of the interviewed stusl consistently utilized the
GTD software during the semester, while all of shelents utilized the D2L platform,
the researcher believes that those percentagesl\wold true for the entire experimental
group. Therefore, research should be conductetetsure the motivation and self-
regulation of students as it relates to the D2ltfpten as opposed to the use of external
GTD products.

Future research should be considered across camdetisciplines. Completing
an Educational Technology course necessitatesdsk@mapproach and familiarity with
technology components. Different results may hmébif the study was conducted in

other courses or in other disciplines.
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Future research could be conducted with differegtt-lvased applications and/or
instruments. The GTD web applications chosenHerstudy, iGoogle™ and Remember
the Milk, were chosen based on an informal surfeseweral Educational Technology
sections in semesters preceding data collectidresd two applications were favored
among students. Perhaps future studies shouideudiifferent applications.
Additionally, the MSLQ is only one of a multitudéiastruments available. Future
research on D2L or motivation and self-regulaticayrbe conducted with different
instruments. Finally, given the proliferation ofwmband-held technologies that have
been developed in the four years since the resekatehwas collected, future research
could be conducted utilizing new technologies sasPhones or personal notebooks.

A longitudinal study could provide a better pictofehe effects of GTD.
Therefore future research should look at the l@rgiteffects of GTD and/or the D2L
platform. Additionally, for colleges utilizing abort system for students, future research
could be conducted employing multiple instructdtsising the same online course
platform and techniques.

GTD training may also be of assistance to freshowdlege students. A study
might compare groups of new students who went tiitdaTD training during new
student orientation week with those who did notold the long-term effects of GTD
make themselves known if freshman were shown aesstul way to organize their
education from the very beginning?

One interesting area for future research coulthlibe area of combining several
of these ideas. Future research could take a tghmrp, instruct them early on in their

coursework on the GTD method, and then follow tlileraugh their college years to
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determine if the GTD has had any effect on theitss&and abilities. Would the skills
translate to all courses taken by the studentsieeShe EDTC 3123 is a required course
for all education majors, the training would cutass all disciplines, providing an
interesting picture of pre-service and in-servegching at a multitude of facilities and
disciplines.

Moreover, as pre-service teachers transition tgenvice teachers, the reality of
having their own classrooms emphasizes the ovemhglresponsibility for teaching
multiple classes with multiple students every deyould training in the GTD method
while in college provide them with practices to uggle student teaching or in their own
future classrooms? Would they be more effectiaehers because of the training?
Would those practices take place online or offlin®fongitudinal study could provide
the answer to those questions.

GTD research could also be conducted with uniwefatulty. With regards to
faculty as instructors, if they were trained in €D method, what would the outcome
be for themselves and their classes? Would pnogitiiculty members with the tools to
effectively organize themselves and utilize tharantlass platform change course
structure, teaching methods, or assignments? Anaspect of being a faculty member
is the scholarly writing that takes place. Forsiatenure-track faculty members, would
training on the GTD method assist them with thelradarly pursuits? Perhaps the GTD
training could be part of new faculty orientatiamebe offered each year for new faculty
and any current faculty desiring a refresher caurse

Furthermore, how would GTD training affect in-seevieachers? The EDTC

3123 course aims to prepare educators to comfgrtatlize technology in the classroom
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but there are many educators in the field who cetepltheir coursework prior to the

standardized inclusion of an Educational Technologyrse. Could in-service teachers

benefit from the GTD method in organizing theirssiaooms?

Potential Research Questions

Summarizing the Recommendations for Future Rekeane finds that research
with pre-service teachers could be conducted intdia variety of alternative methods,
including different instruments or software. Adiiitally, research could be conducted
with entirely different or expanded populationgliierse settings for alternative periods
of time. Based on these sentiments, potential resepiestions have been derived from

the recommendations for future research sectiame ite regarding the design of a

study similar to this dissertation: ensure thatekperimental and control groups are as

similar and equal as possible in their makeup. ditmélarity and equality will allow the
researcher to more decisively ascertain if therimeat makes a difference since
differences will be as controlled as possible.ea&md note for those designing a similar
study, instructor training should be incorporatedasearch that is student focused.

Included in the instructor training should be tm@Wwledge that the students should be

required to use the software or course platforrtughed as an independent variable in the

study.

e Do pre-service teachers in an introductory EducadiibTechnology course utilizing
the online course platform demonstrate an increasaotivation and self-
regulation?

e Do college students utilizing Getting Things DéHMeSoftware demonstrate an

increase in motivation and self-regulation?

173



e Do pre-service teachers in an introductory EducadilbTechnology course utilizing
OmniFocus software, based on David Allen’s bookti@eThings Done (2001),
demonstrate an increase in motivation and self-l&tpn?

(http://www.omnigroup.com/products/omnifous

e Does pre-service teacher motivation and self-regoechange during the school
year as a result of utilizing Getting Things DoiNesoftware?

e In what way does student motivation and self-refijplachange during college
students’ academic career as a result of utilizZefting Things Doné&" software?

e Do university faculty trained in the Getting Thirigene™ method demonstrate an
increase in motivation and self-regulation towaodsirse instruction and/or
scholarly writing?

e Do pre-service teachers transitioning into in-seesieachers demonstrate an
increase in motivation and self-regulation afteitizing Getting Things Doné&"
software?

Concluding Remarks

This concludes the dissertation. The study begaaway to investigate an idea
for improving the Educational Technology courséhatMidwestern university. After
teaching the course for two years, it became app#wehe researcher that students were
struggling with their self-regulation, mainly a penal struggle with keeping the
multitude of assignments organized and completetinoe. Students were also wrestling
to maintain motivation for the required course.isld¢ourse is typically taught near the
beginning of the students’ professional educatimmrsework, so it is an introduction to

technology in the classroom and education requingsnia general. What was found is
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that by the end of the course, many students weanielmed and frustrated with the
whole process of completing assignments by spetnifies. The goal was to simplify,
not the course, but students’ approach to and mandf the assignments to keep them
focused and motivated.

Along the way, the study uncovered interestingontes. When the instructors
faithfully utilized the course platform as desitegdthe faculty overseeing the course,
students did improve their attitudes and motivatmmards the class. The researcher
believes that the instructors were more faithfukéeping up with the calendaring of
assignments and reminders since they knew thatsbetions were involved in a study.
While the MSLQ and Likert-type scale results wegdistically inconclusive, the
interviews provided a glimpse into the lives of #tedents taking the course. As
anticipated, students’ motivation levels went daluning the semester as they got
bogged down in the workload, but towards the enth@fsemester when they could see
the big picture of what their new knowledge meantfeir future classrooms and they
felt confident in their skills and ability to suesfully handle the new programs, their
motivation levels increased. The researcher bedielat the D2L platform was part of
the motivation and self-regulation of these stusleidvery student interviewed
mentioned how important the dates and remindere teetheir overall organization.
With regards to the course information on D2L, filleowing phrase was heard
repeatedly, “I wish all my instructors did this.”

The study revealed the benefits of employing aeahimethods approach. The
two paradigms worked in concert to inform each o#ral provided additional depth to

the study. While the results of the qualitativeeraiews and open-ended questions
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cannot be generalized to a larger population, ésalts offered a broad picture for this
study that gave the research a sense of undenmstpfwtithe quantitative results.
Additionally, the quantitative data provided insigdr this study and has the potential to
replicated in other settings. The study also riedktne realities of working with human
subjects. Due to the number of sections offeteelet were multiple instructors and
while the course format and content is standardieadh instructor has his or her own
way of doing things in the classroom. Additionatyach of the 90 students involved in
the study brought their own way of approachingdberse to the table. All of this meant
that the study was impacted by individual persaieslino matter how many controls
were put in place. Going forward, this means refming that human subject studies
may not work the way one wants them to work, bat this important to conduct the
research to further the knowledge base of the 6éktudy.

In retrospect, it is amazing to think that onermeéntion could have a large
impact on education. Going forward, to be ablemtplement GTD training for pre-
service teachers, faculty and in-service teacherdd\be very helpful for all involved in
the education process. Visualizing a classroonrevimstructors place course content,
due dates and reminders on a web accessible plathat students can effortlessly
access via any internet connected device wouldheya step forward in the direction
towards maintaining the motivation and self-regolabf students and teachers alike.
Many innovations start small and become somethingmtarger. The desire is for GTD
training, as a classroom organizational tool, toopee commonplace across disciplines
and assist students in all areas to improve tkainning experience and then take those

experiences into their workplace.
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Appendix A

Oklahoma State University Institutional Review Board

Date: Tuesday, August 12, 2008

IRB Application No ED08118

Proposal Title: The Effect of Getting Things Done Software on the Motivation and Self-
Regulation of Preservice Teachers in an Introductory Education Technology
Course

Reviewed and Expedited

Processed as:

Status Recommended by Reviewer(s): Approved Protocol Expires: 8/11/2009

Principal

Investigator(s):

Amy Johnson John Curry

11416 8. 102nd E. Ave 209 Willard

Bixby, OK 74008 Stillwater, OK 74078

The IRB application referenced above has been approved. It is the judgment of the reviewers that the
rights and welfare of individuals who may be asked to participate in this study will be respected, and that
the research will be conducted in a manner consistent with the IRB requirements as outlined in section 45
CFR 46.

})Q The final versions of any printed recruitment, consent and assent documents bearing the IRB approval
stamp are attached to this letter. These are the versions that must be used during the study.

As Principal Investigator, it is your responsibility to do the following:

1. Conduct this study exactly as it has been approved. Any modifications to the research protocol
must be submitted with the appropriate signatures for IRB approval.

2. Submit a request for continuation if the study extends beyond the approval period of one calendar
year. This continuation must receive IRB review and approval before the research can continue.

3. Report any adverse events to the IRB Chair promptly. Adverse events are those which are
unanticipated and impact the subjects during the course of this research; and

4. Notify the IRB office in writing when your research project is complete.

Please note that approved protocols are subject to monitoring by the IRB and that the IRB office has the
authority to inspect research records associated with this protocol at any time. If you have questions
about the IRB procedures or need any assistance from the Board, please contact Beth McTernan in 219
Cordell North (phone: 405-744-5700, beth.mcternan@okstate.edu).

Sincerely,

SfEelia Kennison, Chair
Institutional Review Board
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Appendix B

Appendix B

MSLQ by Pintrich, Smith, Garcia, and McKeachie (199993)

Do not put your name on theform. You may quit at any time without consequence.

Please rate each of the following items based an lgehavior in this class:
Your rating should be on a 7 point scale where:
1 = not true at all of me, 4 = neutral, 7 = venetof me.

Part A:

— 1.

10.

11.

12.

13.

In a class like this, | prefer course material tieatly challenges me so | can learn new
things.

If | study in appropriate ways, then | will be albtelearn the material in this course.
When | take a test | think about how poorly | aningacompared with other students.

| think | will be able to use what I learn in tlaeurse in other courses.

| believe | will receive an excellent grade in thiass.

I’'m certain | can understand the most difficult evél presented in the readings for this

course.

. Getting a good grade in this class is the moss$fyatg thing for me right now.

When | take a test | think about items on othetpaf the test | can’t answer.

It is my own fault if | don’t learn the material this course.

It is important for me to learn the course matdanahis class.

The most important thing for me right now is impiray my overall grade point average,
SO my main concern in this class is getting a gyradle.

I’'m confident | can learn the basic concepts taughiis course.

If I can, | want to get better grades in this cldss most of the other students.

14.When | take tests | think of the consequencesibififa
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___15.I'm confident | can understand the most complexemait presented by the instructor in
this course.

16.1n a class like this, | prefer course material grauses my curiosity, even if it is difficult
to learn.

___ 17.1am very interested in the content area of thigse.

18.1f I try hard enough, then | will understand theicse material.

__ 19.1 have an uneasy, upset feeling when | take an exam

__ 20.I'm confident | can do an excellent job on the gssients and tests in this course.

—— 21.1 expect to do well in this class.

___ 22.The most satisfying thing for me in this cours&ying to understand the content as

thoroughly as possible.
23.1 think the course material in this class is usé&dulme to learn.

24.When | have the opportunity in this class, | chooserse assignments that | can learn

from even if they don’t guarantee a good grade.
— 25.1f I don’'t understand the course material, it isdgse | didn’t try hard enough.

26.1 like the subject matter of this course.

__ 27.Understanding the subject matter of this courseig important to me.

28.1 feel my heart beating fast when | take an exam.

29.I'm certain | can master the skills being taughthis class.

30.1 want to do well in this class because it is imaot to show my ability to my family,

friends, employer, or others.
31. Considering the difficulty of this course, the teag and my skills, | think | will do well in

this class.
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Please rate each of the following items based @ lgehavior in this class:
Your rating should be on a 7 point scale where:
1 = not true at all of me, 4 = neutral, 7 = venetof me.
Part B:
___ 32.When I study the readings for this course, | oetline material to help me organize my
thoughts.
— 33.During class time | often miss important pointsdaese I'm thinking of other things.
____34.When studying for this course, | often try to exipldne material to a classmate or friend.
___ 35.1usually study in a place where | can concentoateny course work.
36.When reading for this course, | make up questiorisetp focus my reading.

37.1 often feel so lazy or bored when | study for ttlass that | quit before | finish what |

- planned to do.

38l often find myself questioning things | hear aaden this course to decide if | find them
convincing.

____39.When I study for this class, | practice sayingrtheterial to myself over and over.

—— 40.Even if | have trouble learning the material irsthiass, | try to do the work on my own,
without help from anyone.

____41.When | become confused about something I'm readintpis class, | go back and try to
figure it out.

___ 42.When | study for this course, | go through the negsland my class notes and try to find
the most important ideas.

____43.1 make good use of my study time for this course.

— 44.1f course readings are difficult to understandhdige the way | read the material.

— 45.1 try to work with other students from this classcomplete the course assignments.
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—— 46.When studying for this course, | read my class :iat&l the course readings over and
over again.

—— 47.When a theory, interpretation, or conclusion isspreed in class or in the readings, | try
to decide if there is good supporting evidence.

— 48.1 work hard to do well in this class even if | dbhke what we are doing.

—— 49.1 make simple charts, diagrams, or tables to hedprganize course material.

____50.When studying for this course, | often set asideetio discuss course material with a
group of students from the class.

51.1 treat the course material as a starting pointtantb develop my own ideas about it.

___52.1find it hard to stick to a study schedule.

—— 53.When | study for this class, | pull together infation from different sources, such as
lectures, readings, and discussions.

—— 54.Before | study new course material thoroughly,ténfskim it to see how it is organized.

—— 55.1 ask myself questions to make sure | understaadrtaterial | have been studying in this
class.

____56.1try to change the way | study in order to fit toeirse requirements and the instructor’s
teaching style.

____57.1often find that | have been reading for this slast don’t know what it was all about.

____58.1ask the instructor to clarify concepts | don’denstand well.

59.1 memorize key words to remind me of important apts in this class.
—— 60.When course work is difficult, | either give upanmly study the easy parts.

____ 61.1try to think through a topic and decide what | anpposed to learn from it rather than

just reading it over when studying for this course.
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— 62.11try to relate ideas in this subject to thosetimeo courses whenever possible.

—— 63.When | study for this course, | go over my clastkea@nd make an outline of important
concepts.

—— 64.When reading for this class, | try to relate théemal to what | already know.

—— 65.1 have a regular place set aside for studying.

____66.1try to play around with ideas of my own relatedathat | am learning in this course.

___ 67.When I study for this course, | write brief sumnearof the main ideas from the readings
and my class notes.

___ 68.When I can’t understand the material in this coursesk another student in this class for
help.

___ 69.1try to understand the material in this class aking connections between the readings
and the concepts from the lectures.

____70.1 make sure that | keep up with the weekly readengs assignments for this course.

____T71.Whenever | read or hear an assertion or conclusitms class, | think about possible
alternatives.

72.1 make lists of important items for this course ameimorize the lists.

____ 73.1 attend this class regularly.

____ 74.Even when course materials are dull and unintergstimanage to keep working until |
finish.

___ 75.11try to identify students in this class whom | ask for help if necessary.

____ 76.When studying for this course | try to determindakihconcepts | don’t understand well.

___ 77.1often find that | don’t spend very much time tistcourse because of other activities.
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____ 78.When | study for this class, | set goals for mysetirder to direct my activities in each study
period.

___ T79.1f | get confused taking notes in class, | makesdwgort it out afterwards.

__ 80.lrarely find time to review my notes or readinggdre an exam.

___ 81.1try to apply ideas from course readings in ottlass activities such as lecture and

discussion.
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Appendix C

Demographic Data Questions:

Please answer the following questions as theyaétayou this semester.

What is your gender? Male or Female

What is your current age?

How many years of college have you completed?

What grade classification are you? Freshman  Sopr®malunior  Senior  Graduate

What is your current major?

o a0k 0w NP

What is your area of specialization (if applicaBle)
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Self-Assessment Questions: (pre-test collection)

Appendix D

Please answer the following questions as theyeétathis class.

1. What is your current level of technological proéiecy?

1 2 3 4 5

Very High Above Average | Average Below Average  Veow
2. What is your current comfort level with technology?

1 2 3 4 5

Very High Above Average | Average Below Average  Veow

3. What is your current assessment of your abilitguocessfully complete this course?

1 2 3 4 5
Very High Above Average | Average Below Average  Veow
4. What is your current level of motivation to compl¢his course?
1 2 3 4 5
Very High Above Average | Average Below Average  Veow
5. What is your current level of organizational skésrelated to the ability to complete this
course?
1 2 3 4 5
Very High Above Average | Average Below Average  Veow

6. How do you plan to organize your time and studyiremvment for this course?
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Appendix E

Self-Assessment Questions: (post-test collection)

Please answer the following questions as theyeétathis class.

1. What is your current level of technological proéiecy?

1 2 3 4 5
Very High Above Average | Average Below Average  Veow

2. What is your current comfort level with technology?

1 2 3 4 5
Very High Above Average | Average Below Average  Veow

3. What is your current assessment of your abilitguocessfully complete this course?

1 2 3 4 5
Very High Above Average | Average Below Average  Veow

4. What is your current level of motivation towardsstbourse?

1 2 3 4 5
Very High Above Average | Average Below Average  Veow

5. What is your current level of organizational skdks related to this course?

1 2 3 4 5
Very High Above Average | Average Below Average  Veow

6. Was there anything you learned or experiencedisnctburse that helped you to organize
your time and study environment for this class?
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Appendix F

Interview Guide:

Opening information:

Thank you for agreeing to participate in this imtew. It should last approximately 30-45
minutes and we will be discussing your opinionshef Getting Things Done method and the
Getting Things Done software used in class thisesen.

Just so you know, at no point in time will your rabe used in the results of this interview. You
will be assigned a pseudonym in the final resdlke interview itself is an electronic document,
which will be stored on my password protected Ip@nd the interview will be deleted after two
years from my computer.

Questions:

¢ | would like to start with some general backgrogestions:

7. What is your current age?

8. How many years of college have you completed?

9. What grade classification are you? Freshman  Sopr®malunior  Senior  Graduate

10.What is your current major?

e | would like to ask you some self-assessment questi

7. How would you describe your current level of tediogecal proficiency? How has that level
changed during the course of the semester?

8. How would you describe your current comfort levehwechnology? How has that changed
during the course of the semester?

9. What is your current assessment of your abilitguocessfully complete this course?
10.What is your current level of motivation towardsstbourse?

11.What is your current level of organizational skdks related to this course?

e Questions related to the Getting Things Done Methad Getting Things Done Software

1. How did the training on the Getting Things Done moet assist you with course material
completion?
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2. How exactly did you use the Getting Things Dondvgafe during the semester?

3. How often did you use the software during the seen@s

4. Were there any issues that kept you from usingifisvare?

5. What could be changed to allow you to use the sofvin the course?

6. What is your opinion of IGoogle?

7. Which functions of IGoogle did you use?

8. Which functions were most/least beneficial?

9. How did you organize your time and study environtrienthis course? In what ways did
your study and time management change as a rdsugtrgy the Task Lists and To Do Lists
in IGoogle?

10.In what ways did the software increase your moivatowards completing course goals?

11.How did the software help you during the course@wHid it hinder you during the course?

12.How could you use this software in other courses?

13.Would you recommend the software to others? Whylor not?
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Appendix G

Getting Things Done PowerPoint Training Mater
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Appendix H

Recruitment Script:

Hello, my name is Amy Johnson and | am a PhD catdich the College of Education
here at Oklahoma State University. Professori(fithe blank) has given me permission
to come to class today to speak with you aboutidyst am conducting as part of my
doctoral dissertation.

The study is entitled, Attitudes of Preservice Teas towards an introductory Education
Technology Course. This research will hopefullgyide us with future direction for
Education Technology courses.

| would like to ask you to participate in the stumer the course of the semester. Please
keep in mind that your participation is completebjuntary. Your course grade and
evaluation will not in any way be affected by ygarticipation or lack of

participation. Furthermore, no aspect of the stwdiybe linked to you personally —i.e. |
will not use your name in the study and the sumay fill out will not have your name

on it.

| would also like to assure you that this study basn reviewed and received clearance
through the Human Subjects Review Board. Howewerfihal decision about
participation is yours.

What would be required of you to participate irsteiudy? If you agree, you will be
given two surveys to fill out today and again todsthe end of the semester as well as a
demographic information sheet. The total time lmgd each time will be around 30
minutes.

Additionally, if any of you are interested in parfiating in a confidential, 30 minute
interview at the end of the semester about youee&pces in this class, please check the
yes box regarding interview on the consent form@imd me your email address as a
contact. | will randomly choose up to ten peopléterview at the end of the semester.

With each survey is a cover letter explaining wikajoing on, a consent form for you to
sign and give back to me. You keep the coverrlegat has my name, phone number
and email address on it in case you have any qumsstiuring the course of the semester.
You fill out the surveys and give them back to meeyou are finished.

Please note that if you do choose to participatherstudy, please do not talk about the
survey or what we are doing in class with otherhis class or friends in different
sections. Doing so may change your results fostimeey at the end of the semester and
| would like your opinion based on your persongenences.

Thank you so much for your time.



Appendix |

INFORMED CONSENT DOCUMENT
THIS COPY IS FOR THE SUBJECT TO KEEP

Thank you for agreeing to participate in this study. This form outlines the purpose of

the study, a description of the involvement required, and your rights as a participant.

Project Title:

Attitudes of Preservice Teachers towards an introductory Education Technology Course

Investigators:
Amy Johnson, M.A. & M.S, Doctoral Candidate

Purpose:
The purpose of this study will be to research the attitudes of preservice teachers towards an

introductory education technology course.

The participant has been asked to participate in this study in order to share with the investigator

their personal opinions about and experiences in an Education Technology Course.

This study seeks to gain the personal opinion of the participant regarding their personal
experiences prior to completing the Education Technology Course and after completing the

Education Technology Course.

Procedures:

The first research tool is the Motivated Strategies for Learning Questionnaire (MSLQ). This tool
is a three-page instrument to be completed by the participant at the beginning and the end of the
semester. It will take approximately 20 minutes to complete this instrument.

The second tool is a series of demographic questions about each respondent to provide an overall
picture of the participants in the study. There are six questions that will take approximately 2-3
minutes to complete.

The final research tool consists of a series of Likert-scale and open-ended questions about
technology proficiency and course materials. This is a one-page form that will take approximately
5-10 minutes to complete.

There is an optional interview process about the course that students can volunteer to participate
in. These interviews will take place at the end of the semester and will last approximately 30



minutes.

Risks of Participation:
“There are no known risks associated with this project which are greater than those ordinarily

encountered in daily life.”

Benefits:

The benefits to the subjects include the satisfaction of being involved in a large research project.
This project is unique in topical area and has not been undertaken to date. This makes the project
at the forefront of research in the field.

This research will also set the stage for future research with these constructs for this or other populations.
Finally, the research will add to scholarly information on the topic.

Confidentiality:

The results from this study will be analyzed, tabulated and summarized in order to write my
doctoral dissertation.

Your real name will not be used at any time during the data collection process or in the dissertation.

All results will be assigned a random number so no personal identification can be made with the
data.

The written data will be stored for two years in a locked filing cabinet in the primary

investigators office. The data will be destroyed after two years.

The primary investigator and the faculty advisor will have access to the data in order to analyze,

tabulate and summarize the findings.

The digital interview data will be stored on the primary investigators personal computer; the data
will not be placed on a network of computers at any time. The interview data will be password
protected so that only the primary investigator and the advisor can access the data. The data will
only be accessed in the primary researcher’s office, with the door closed during review to maintain
confidentiality. The interview records will be erased after two years.

There are no foreseeable risks to maintaining confidentiality in this study.

The OSU IRB has the authority to inspect consent records and data files to assure
compliance with approved procedures. Please note the following from the OSU IRB:



“The records of this study will be kept private. Any written results will discuss group
findings and will not include information that will identify you. Research records will be
stored securely and only researchers and individuals responsible for research oversight
will have access to the records. It is possible that the consent process and data collection
will be observed by research oversight staff responsible for safeguarding the rights and

wellbeing of people who participate in research.”

Compensation:

No compensation is offered for participating in this study.

Contacts:
If you have any questions about the research, please contact the investigator via phone or email
Amy Johnson, via phone at 918-477-2695 or via email at gokats@easytel.com

You may also contact the faculty advisor, Dr. John Curry, at 405-744-8042 or via email at

john.curry@okstate.edu

If you have questions about your rights as a research volunteer, you may contact Dr. Shelia
Kennison, IRB Chair, 219 Cordell North, Stillwater, OK 74078, 405-744-1676 or
irb@okstate.edu.

Participant Rights:
Your participation in this study is voluntary and you may discontinue at any time, for any

reason, without reprisal or penalty.
If you choose to discontinue the study, your paperwork will be destroyed.
There are no potential risks for withdrawing from the study.

Your participation in the study may be terminated or your results may not be included in the
final study if the materials are not completely filled out.



Appendix J

Post-Test Debriefing Letter
This letter will be given to subjects in the treatrhand control groups following the
post-test process.

November 10, 2008
To All Subjects in the EDTC 3123 Experiment:

The purpose of this letter is to debrief you aldbetexperiment that you have been
participating in for the last 12 weeks.

Due to concerns over the title of the study infltiag the outcomes of the study, the title
you were given at the beginning of the study wa®gking title for the study and not the
actual title of the study.

The actual title of the study Ehe Effect of Getting Things Done Software on the
Motivation and Self-Regulation of Preservice Teashe an Introductory Education
Technology CourseSince the title indicated that we were lookin@atting Things
Done software, we removed the title from the stsolyhat it would influence your work
on that software.

Additionally, the study was looking at your motiiat and self-regulation as it came to
using the Getting Things Done software. Again,dicenot want to influence or bias
your use of the software, so you were not told wisicftware was the focus of the study.

Those of you in the treatment group have alreadgived training on how to use Getting
Things Done software and have been using it duhegourse of the experiment.

Those of you in the control group will receive trag on Getting Things Done software
next week. This ensures that all students wikkkgosed to all software taught in EDTC
3123.

If you have any questions about these mattersspleantact me, Amy Johnson, at
gokats@easytel.cowr 918-477-2695. Additionally, if you have anynaments that you
would like to share with me about this experienleage contact me via phone or email.

Thank you for your time and your participation e tstudy, | really appreciate the fact
that you were willing to give me your time.

Amy Johnson
Doctoral Candidate
Oklahoma State University
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