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CHAPTER I

INTRODUCTION

A well-known insulator, optical glass exhibits electrical conduction as a function

of increasing temperature. For many decades, the temperature dependent conductivity of

glass has been studied experimentally. Thennallyactivated ionic transport over random

energy barriers is believed to be the primary contributor in glass conductivity.

Recent developments have found use of glass in digital telecommunications, i.e.

fiber-optics higher data transfer bandwidth compared to the traditional copper wire is

much more useful in high-speed telecommunications. In the past two decades, laser

induced gratings (LIG) in various glasses are being developed in four-wave mixing

experiments. Even though LIG is well established in crystalline materials, there are

advantages to the development ofLIG in glasses. Glasses, compared to crystalline

materials, are easier to manufacture and shape. In addition, the manufacturing costs are

less than the costs of crystalline materials. The possible devices that can be realized

include holographic devices, holographic narrow-band rejection filters (notch filters),

optical demultiplexers, random-access memory (RAM), and read-only memory (ROM)

[6].

Four-wave mixing experiments with aluminosilicate glass have shown an increase

1D laser-induced gratings as a function of increasing europium dopants [A.Y. Hamad



,

private communications]. Migration of ions, such as sodium, is believed to be the reason

for the formation of laser-induced gratings. It has been proposed that migration is driven

by the pbonons emitted from tbe nonradiative relaxation oftbe europium ions [27]. The

activation energy that can be gained from ionic conductivity studies may help understand

the dynamics of the proposed ion hopping in FWM experiments.

This research is a continuation of previous work done in ref. [6]. The ionic

conductivity of aluminosilicate glass is measured as a function of increasing europium

dopants. The conductivity is also measured as a function of increasing sodium content.

A comparison of the effects in varying europium and sodium concentration will be made.

Tbe frequency characteristics are also presented in the modulus, dielectric, and loss-angle

formalism. In order to properly present the experimental data, the theory in atomic

structure of glass, ionic conductivity, and impedance spectroscopy will be discussed

briefly. A summary of impedance measurement techniques will also be discus ed.

1.1 Structure of Silicate (Si02) Glass

Non-crystalline dielectrics are referred to as either amorphous or glassy.

Amorphous materials can be prepared by a variety of techniques, for example, vacuum

deposition, cooling from the melt, or sol-gel methods. The term "glass" is often restricted

to amorphous materials prepared by cooling from the melt. The properties of both non-

crystalline solids are similar. Unlike crystalline solids, amorphous or glass materials

exhibit a short-range order but lacks long-range order. For instance, silicate glasses

(Si02) with atomic distances of 3.6 Angstroms exhibit short-range order at distances of
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less than 10 Angstroms [I]. The main glass fonning oxides are Si02, B20 3, Ge02 and

P20 S. The compositions of glass consist of various materials with different types of

bonding. The typical bonds that fonn glass includes covalent (Si02), ionic (0.4Ca(N03)

2-0.6KN03], metallic (0.4Fe-0.4Ni-O.l4P-0.06B), van der Walls (toluene), and hydrogen

(H20) [2]. This study is concerned only with silicate glasses (covalent).

Vitreous silica has many of the structural features of more complex silicate

glasses. To understand the structure of vitreous silica, we first consider the short-range

structure. The radial distribution function (RDF) data obtained from x-ray diffraction.

gives forth evidence that vitreous silica fonns a tetrahedral structure, since the values

from the RDF correspond to that of crystalline Si02, which has already been established

to have a tetrahedral formation [10, 12]. The RDF from x-ray scattering is shown in

figure 1.0a. The peak at 1.6A is the bond length between Si-O adjacent atoms. The peak

at 2.6A represents the distance between the neighboring oxygen atoms (01, 02, 03, and

04 from figure 1.0b) that are attached to the same silicon central atom. The 2.6/1.6 ratios

suggest a bond angle of 109 degrees between the O-Si-O. The peak at 3A arises from the

adjacent tetrahedral Si I-Si2 central atoms (figure 1.0b). The peak at 4A represents the

silicon to oxygen distance from adjacent tetrahedra. The uncertainty of the atomic

positions becomes evident at larger separations due to the broad RDF [10]. Therefore, a

spread of distances between Si central atoms of the tetrahedra exists and is consistent

with the CRN model established by Zachariasen [12].

The structural details derived from the RDF do not give a precise geometry of the

long-range structure of glass. In 1932, W.H. Zachariasen, in his paper "The Atomic

Arrangement in Glass", established what is known as the continuous-random-network

3



3500
vitreollS

silica
3000 (s; °2 )

-:-
~

~ 2500 IBonds in Si 02 1'L..-
0:;
...~ 2000
r- O....r

1500

11000

500

0 3 4- 5 6
r(~)

Figure l.O.a Figure 1.O.b

4



model (CRN) of covalently bonded amorphous solids [2, 11]. The CRN model is

summarized

as follows [1,2, 6, 11,12]:

1. Each oxygen atom is linked to no more than two cations.

2. The oxygen coordination number of the network cation is small.

3. The coordination polyhedron formed by oxygen atoms share only

comers and not edges or faces.

4. At least three comers of each oxygen polyhedron must be shared in

order to form a three-dimensional network

5. The sample must contain a high percentage of network cations, which

are surrounded by oxygen tetrahedral or triangles.

6. The tetrahedral or triangles share only corners with each other.

7. Some oxygens are linked only to two network cations and do not form

further bonds with any other cations.

The last three rules are added modifications to the rules of Zachariasen. To

describe glass-network formation, Zachariasen added that the long-range disorders in

glasses are results from the variations in bond lengths or bond angles, and the rotation

about the axes of structural units such as the Si04 polyhedron. For instance, the

broadening of the peaks (figure I.Oa) as the interatomic distances are increased suggests a

spread of corresponding distances in glass, which is consistent with the CRN model [12].

Rules I, 3, and 4 make it possible to have a three-dimensional tetrahedra structure

with long-range disorder. The silicon is the network forming cation in this case, and the

oxygen is tetrahedrally bonded to the silicon. Thus, the silica glass-formation consists of

5



corner sharing Si04 tetrahedra and each oxygen is bonded to only two silicons. With this

formation, it is possible to have an open structure in which the Si-O-Si angle may vary

without distorting the Si04 tetrahedra. Going back to figure 1.0, the first two peaks at

I.G5A and 2.65A are narrow which suggest that distances are constant in the silica glass;

hence, the tetrahedra are not distorted [12]. The angle between both tetrahedral (figure

l.Ob) varies in angle from 120 to 180 degrees with a distribution maximum at 144

degrees [11]. Therefore, with rules 1,3, and 4, a three-dimensional tetrahedral structure

with long-range disorder is possible [12].

Rule 2, which is closely related to rule 1, merely gives the silicon coordination

number of four. Since the coordination numbers of the different atoms are

interdependent, this leads to the oxygen coordination number of two. Figure 1.1 gives a

two-dimensional cartoon of the vitreous silica network. Note that a fourth oxygen is

understood to be above each silicon central atom. The smaller solid black circles

represent the silicon central atom while the larger open circle represents the oxygen atom.

There is an apparent set of rings consisting of three or more tetrahedra characterized by

interstices with varying sizes and shapes [11, 12].

The oxides of the alkali and alkaline earth elements alone do not form glasses.

Even though the oxides do not form glasses, the structure of silicate glasses to which they

are added still depends on the addition ofNa20, and MgO network modifying oxides

(NMO). When NMO's are added, the Si02 network breaks the Si-O-Si bonds resulting

in the formation of non-bridging oxygens (NBO) that are electronegative in nature. Each

NBO maintains charge neutrality nearby Na+, and Mg2
+ ions. Figure 1.2 is a two

dimensional illustration of the silicate glass with network-modifying ions (NMI).



Figure 1.1 - Schematic of Si02 glass network (after ref. 6)
An oxygen atom is understood to be located above each Si4

+

cation.
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Figure 1.2 - Schematic of modified Si02 network (after ref. 6)
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From the illustration, the Mg2+ ions charge compensates twice as many NBOs as the a+

IOn. In general, alkali ions bonds to one NBO, and alkali-earth ions bonds to two NBOs,

The bonds between the MI and NBO are mostly

ionic and are considered weaker than the covalent Si-O bonds [6]. As a final note, the

Mg2+ modifiers have a stronger linkage to the NBOs compared to Na+modifiers which

means alkali earth modifiers are less mobile than alkali modifiers. As a result, the

addition of alkali earth modifiers reduces the ionic conductivity but at the same time

improves the durability of the glass structure [11].

Figure 1.3 is a two-dimensional schematic of aluminosilica glass with Eu3
+

dopants. Note that the MgH NMI is not incorporated in this picture for simplicity. Rare

earth oxide modifiers, such as Euz03, break the Si-O bonds resulting in three NBOs with

Eu3+ for charge compensation. Much like the M~+, the addition europium oxides

inherently reduce the Na oxides, and the Eu3
+ ions are more tightly bound by three NBOs.

In addition, alkaline earth and rare-earth modifiers occupation in the interstices of the

glass network may tend to block the mobile ions [14]. Therefore, a decrease in

conductivity is expected.

The Ah03 oxide is a glass former in this case (figure 1.3). It is well established

that (AI04) aluminum forms into tetrahedra coordination in crystals. In glass, the

aluminum-oxygen tetrahedra can only occur if the concentration of alkali or earth alkaline

oxides is equal or greater than the concentration of aluminum oxides. If the Aluminum

concentration exceeds the concentration of alkali or earth alkaline oxides, this model is

not ideal since this results in the lack of cations for charge compensation. Aluminum by

itself is not a glass-former, but substitution into vitreous silica will result in the aluminum

9
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replacing the silicon glass fonner. The AI04 tetrahedra have an overall negative charge

[11]. This excess negative charge is compensated by a Na ion (figure 1.3). The Na ions

close to the AI04 structure have less binding energy in comparison to the Na ions bound

to NBOs. Therefore, it is expected that an mcrease in Ah03 oxides will increase ionic

mobility. Previous studies have actually shown that an increase m AhO) substitution also

increased ionic conduction [6].

As a final note, each aluminum oxide only provides 1.5 oxygens per aluminum

oxygen tetrahedron, which is insufficient for the 2.0 oxygens per tetrahedron requirement.

This requirement is satisfied by oxygens from the alkali or earth-alkaline oxides.

Therefore, each Aluminum substitution reduces the NBOs in the glass network such that

when the concentration of aluminum equals the NMOs, the structure will become a fully

linked network with no NBOs. Total connectivity of the glass network will occur when

the molar concentration of aluminum is 27% [6].

For a quantitative model, the QII notation is commonly used to express the

concentration of bridging oxygens per tetrahedron. The subscript n is the number of

bridging oxygens. A tetrahedron that is fully linked to four bridging oxygen i referred

to as a Q4. Tetrahedrons with three bridging oxygens and one non-bridging oxygens is

referred to as a Q3 unit, and so forth. In the vitreous silica model, the Si04tetrahedron i

a Q4. Addition ofNa20 oxides replaces each Q4 species with Q3 species. Finally,

addition of MgO oxides replaces each Q4 species with two Q3 species. This continues

until all Q3 species has replaced the Q4 species. Additional increase of NMOs at this

point will replace Q3 species with Q2 species, and so forth [6]. Eu3
+ oxides readily form

Q2 and Q, species [7].
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1.2 Ionic Conductivity of Silicate Glass

The electrical properties of glass are dependent upon the ionic migration within

the glass network. The electrical properties of inorganic glass are mainly due to the

migration of monovalent ions, such as a+, under the influence of an electric field.

Under an alternating electric field, the ionic migration, both long-range and short-range,

is often the cause of dielectric losses. Ionic mobility is quantitatively expressed in terms

of the conductivity of the glass network.

Ionic conductivity in glasses is a thermally activated hopping process across an

energy barrier. Figure 1.4 is an illustration of a linear potential well. This illustration

assumes only one type of mobile ion is trapped in a potential well. The potential well

arises from the glass network (Note that figure 1.4 illustrates the average barrier potential

in which an ion experiences, but later, a discussion on barrier potential with varying

heights will be presented). Under zero electric field, the ion has an equal probability of

jumping in any direction resulting in zero net motion or net current flow. At absolute

temperature, T, the probability per second that an oscillating ion overcomes the potential

barrier, rp, is given by, v exp(-cp/(kbT)), in which v represents the oscillation of the ion

(10 12 to 10 13 Hz) in its interstices. The constant kb is Boltzmann's constant [12].

When an electric field, E, is applied, the shape of the potential well is modi fied as

shown in figure I Ab. The work done by the electric field on the ion is, eEd, where e

represents the charge of the ion, and d is the separation of the adjacent sites of lowest

energy. The process of ion hopping is not usually instantaneous, even at the presence of

12
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an electric field. At certain temperatures, the ions may not have enough energy gain to

hop a potential barrier. The ions gain the extra energy by collisions with other thermally

excited ions. A distribution of elapsed time is associated for each ion gaining the thermal

energy. The mean value of such elapse time is referred to as the relaxation time constant,

r. In other words, the probability of an ion hop after an elapse time 't is usually defined as

an exponential P(t) = Po (i-e'/I; [15].

The energy barrier closer to the positive electrode is slightly increased by +eEd.

On the other hand, the energy barrier closer to the negative electrode is slightly reduced

by -eEd. Thus, the energy barrier experienced by an ion that is in the same direction as

the electric field and against the electric field is given by (ep - e E d/2) and (ep + e E d/2),

respectively. The net probability for ions "flowing" with the electric field is then given

by

P=v(P+-P_}

P = v exp( - (ep - e E d/2)/(kbT)) - v exp( - (ep + e E d/2)/(kbT})

= v exp( -ep/(kbT) ) [ exp(e E d/(2kbT) - exp( -e E d/(2khTJ ]

Note that eEd is much less than 2kbT in these types of experimental conductivity

measurements. This approximation is valid from room temperature to field strengths of

about 10 Vfern. Applying the power series on the net probability equation and keeping

only the first two terms due to the eEd«2kbTapproximation, the probability equation

simplifies as follows:

P = v exp( -ep/(kbT)) [ J + eEd/(2kbT) - (1 - eEd/(2kbT)]

= v [eEd/(kbT)] exp( -ep/(kbT) ).

The mobile ions have a mean velocity, U = Pd. The mobility is given by J1 = u / E. At

14
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weaker fields, the current and field strength are proportional which also satisfies Ohm's

Law. In this case, the current density is given by 1= N e u, where N is the volume density

of the migrating ions. Plugging in the all the values,

I=NePd

= Ned v [e E d/(kbT)} exp( -rp/(kbT) )

= [ ( N v E / d1
) /(kbT) } exp( -rp/(kbT) ).

The conductivity is then given by (J = 1/ E, therefore

(J = 1/ E = [ ( N v e1 d1 )/(kbT) ) exp( -rp/(kbT) ).

To derive the Arrhenius equation, the above expression is multiplied by the absolute

temperature T, thus

(J T = A cxp( -cp/(khT) )

where A = ( N v e2 d2 )/(kbT) [6, 12, 13].

The potential barrier parameter, cp, in this case represents the dc conductivity

activation energy. The experimental Arrhenius plot is normally linear, and the activation

energy is derived by determining the plot slope. The temperature dependence is nearly

constant on certain ranges; however, the activation energy has temperature dependence

from 323 K through the glass transition temperature [6]. Below 323 K, surface

conduction will cause deviations to the conductivity data. Typical activation energy

values range from 0.55 and 1.1 eV [15]. According to the Anderson and Stuart model

(1954), the activation energy, cp, is a sum of two independent terms, the electrostatic

binding energy, Eb , and the strain energy, Es. Eb is the energy required to break the local

bond, and Es is the energy required to move the i.on to the next interstice. The

expressions for both terms are as follows,

15
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Eb = ( fJ z Zo e2
) / (y (r + 1'0) )

Es= 4 7C G rd (r-rc/.

The fJ parameter is the distance between neighboring sites. The charge of the

cation and anion are z and Zo respectively. The radius of the cation and anion are rand "0'

respectively. The covalency parameter, y, measures the deformability of the anion and

experimentally comparable to the dielectric constant of the glass. The factor, G, gives the

shear modulus of the glass network. Last, rd is the distance between interstices. The

representation of the activation as a sum of two independent terms has remained

unchallenged. An increase in the Na20 content affects the conductivity in the following

ways. First, the increase in Na+ ions reduces the lattice parameter p, since cation sites are

moving closer to each other. Second, an increase in the polarizability of the oxide ions

results in an increase in the covalency parameter y. Last, an increase in NBOs reduces the

rigidity of the glass network, and increases the number of interstices, resulting in an

increase in the parameters, G and rd [5,6, 13]. Further details of glas structure with

respect to ionic transport activation energies can be found in ref. [24].

The pre-exponential factor, A, includes a constant, ]/3 - I, to account for the

number of ways a mobile ion may jump in three-dimensional space [6]. There are

discussions on the dependence between A and E (Ruetschi 1958, et al); however, it is

unimportant in the discussion of the electrical properties of glass [13]. In addition, the

contribution of the pre-exponential factor to the ionic conductivity is negligible compared

to the contribution ofthe activation energy, at fixed temperatures [6].

The discussion on ionic conductivity up to this point has assumed a non

alternating electric field, and potential baniers of the same magnitudes. The model for at

16
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conduction in this study follows Stevels [ref. IS] random potential energy banier. For a

discussion of other models, see the article by Dyre [ref. 19].

Under an alternating electric field, Eo exp(irot), the conductivity has both

temperature and frequency dependence. The ideal potential barrier in a random glass

network, as shown in figure 1.5, consists of smaller potential wells, separated by a mean

distance a, inside larger potential wells, separated by a mean distance d. As discussed

previously, the effect of an electric field will again increase or decrease the barrier by eEd

for the larger potential, and by eEa for the smaller potential wells. The probability of an

ion hopping in the smaller energy baniers is more likely to occur compared to an ion hop

of the larger energy barriers. Therefore, an ion will immediately gain enough thermal

energy to hop the small barriers, in an elapse time of Tac . The elapsed time required to

hop the larger banier will be referred to as Tde. In the glass network, there are

distributions in height and distances for the potential baniers; therefore, a distribution of

relaxation times is expected [6,15].

When the frequency of oscillation, w, of the electric field is comparable to 1/ Tae,

and less than 11 Ide by default, the direction of the ion hopping will correspond to the

oscillation of the electric field. The ions will then gain energy, which transmit to the

glass network, as dielectric losses. This type of loss is referred to as conduction losses.

Additionally, the ac conductivity will have larger values compared to dc conductivity

measurements. The ac conductivity in this case can be described by a power-law

dependence over a range of frequency, which is approximated by [5,6,19]:

aae(w) = ade + B ron

where n is approximately unity.
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Figure 1.5 - Hypothetical potential wells (after ref. 6)
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Ifthe magnitude and frequency are reduced (cv « 1/ Tdc), the dc conductivity and

ac conductivity are equivalent «(Jac(O) = (Jdc) since the direction of the field only changes

in every few seconds. Suppose the instantaneous electric field strength is close to zero

with cv < 1/ Tdc, then an ion hope still occurs with minimal energy and losses.

Nevertheless, if (() approaches the value of 1/ Tdc, then the ions, on the average, will only

hop when the instantaneous electric field strength reaches maximum; therefore, the ions

gain considerable energy resulting in large losses. This is referred to as migration losses.

Typically, the losses described are a result of the hopping ions losing energy into the

glass network, in the form of heat [5,6,15].

1.3 Impedance Spectroscopy

Virtually all materials such as solids and liquids are able to pas a charging

current when a voltage is applied across the materials. If the applied voltage is constant

(de), then the ratio of the voltage to the current (VII) is referred to as the resistance of the

material. If the applied voltage is varying (ac), then the ratio of the voltage to current

ratio (VII) is referred to as the impedance ofthe sample. Due to the physical properties of

solids or liquids, the impedance is frequency dependent. Therefore, Impedance

spectroscopy is an ac measurement method used to obtain physical and chemi.cal

characteristics of electrolytic liquids and solid materials. The advantages of impedance

spectroscopy are the accurate and repeatable acquisition of measurement, and the process

19
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is non-destructive. Additionally, there are wide ranges of systems that can be analyzed,

i.e. battery systems, frequency response of electrical circuits, analysis of organic tissues,

etc. In this experiment, the usefulness of impedance spectroscopy is that the dc resistance

of the electrode-material interface can be measured [6,16].

In general, the method of characterization is by means of an electrical analog, such

as a circuit-equivalence of the electrode-material interface. A circuit model has already

been established from previous studies, as illustrated in figure 1.6.a, and 1.7.a [after ref.

6]. The equivalent circuit element consists of a parallel RC pair (Rb and Co), and in series

with a capacitor (Cdl). The circuit element Rb is the de resistance (bulk resistance) of the

glass sample, Co is the vacuum capacitance of the electrode-electrode cell, and Cd) is the

double-layer capacitance. The double-layer capacitance is from a build-up of ions in the

electrode-material interface. The build-up forms because the negatively charged

electrode attracts the positively charged mobile ions to the electrode surface. The

separation between the electrode-ion layers is in the order of angstroms. The resulting

layers of electrode-ions is analogous to a parallel plate capacitor, hence Cdl is in series

[18]. The double-layer capacitor tends to cause a potential drop. The corresponding

Nyquist plot is shown in 1.6.b, and l. 7.b for the RC parallel circuit, and the RC parallel

circuit in series with Cdl . The plot has a parametric parameter in tv, and appears to form a

semi-circle as tv is increased.

When an alternating voltage source, V = Vo ei w', is applied across an ideal

capacitor with vacuum as its dielectric, a resulting alternating current / = /0 e' (w- ¢) will

charge the capacitor. This current lags the voltage by a phase angle of ¢ = 7T!2. Note that

if the circuit model were an inductor, the current will lead the voltage by ¢ = /T12.

20



Figure 1.6.a - RC pair circuit
Rb

Figure 1.6.b - Impedance plot ofRC pair
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Figure 1.7.a - RC pair in series
with capacitor

Figure I .7.b - Impedance plot ofRC pair
in series with capacitor

z

z

21



The charge stored in such a system is Q= CoY. Co is the~vacuum capacitance, given by

Co=AEoId farads, where A is the area oftbe parallel plates, d is the distance between the

parallel plates, and Eo is the permittivity of free space. If a dielectric solid is present, the

capacitance is increased by a factor of /, thus, the total capacitance is C = / Co' The

charge stored is such a system is then give by Q= C V. The impedance is then calculated

by Z = VII,

where Zo = Vo110 , Using Eulers relationship, exp(i x) = cos x + i sin x, the impedance

expression becomes,

=Zo (cos ¢ + i sin ¢).

Hence, the impedance is separated by it's real and imaginary parts, Z = Z' - i Z", where

Z' = Zocos ¢' and Z" = ZoSin ¢[17].

The impedance of the circuit model (figure 1.6) is derived using Ohms Law, Z,O, =

Zdl + Zrc, where Zdl represents the impedance of the double layer capacitance, and Zrc is

the impedance of the parallel RC circuit. From circuit theory, the impedance of the

parallel RC circuit is given as Zrc = Zc Rb I( Zc + Rb), where Zc represents the frequency

dependent impedance of a capacitor (capacitive reactance). The frequency dependence

of the capacitor elements is determined by starting with I = dQldt [17]:

I = (did!) (C V) = c"Co (dldt) (Voei
W ')

. * i OJ I . •= [WE CO Vo e = [WE Co V.

The impedance of the capacitor can be obtained by comparing the above expression to
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Ohms relation V == J Zc; hence, we get the expression Zc == 11 iW/Co=l/ fwC for the

capacitive reactance of any capacitor. Given the capacitive reactance, the total impedance

of the circuit model is obtained by substitution and "rationalizing" the denominators,

appropriately:

Ztot == ( l/(iwCdv) + Ze Rb / (Ze + Rb)

== ( l/(iwCdv) + (Rb/ (iwCe)) / (Rb+ l/(icvCc))

== ( -i/(wCdv) + (Rb/ (l + iwCcRb)

== ( -i/(wCdv) + ( Rb - iwCe (Rbi) / ( 1 + (WCCRb/ )

= [ Rb/( 1 + (wCe Rbi) }

-i [l/(iwCdv + (l/WCe(Rbl/( 1 + (wCeRbl)).

In the limit w «1, the real component of 2 tot approaches Rb (Bulk or dc resistance) and

the imaginary component approach infinity [6]. The yquist plot in figures 1.6.b and

1.7.b illustrates the behavior of the impedance circuit model. The plot is characterized by

a semi-circle. The imaginary component in this plot approaches infinity a the frequency

of the oscillating source approaches zero.

Real world data Nyquist plots, however, usually results in a flattened or depressed

semi-circle with the center being below the real axis. The most common explanation i

that there's some property of the system that is inhomogeneous, or there may be a

distribution of some physical property in the system. Another possible explanation is the

smoothness of the samples surface, and also the electrode plating may have varying

thickness. This inherent annoyance is modeled by assuming the dc resistance is in

parallel with a constant phase element (CPE). Mathematically, the impedance of the CPE

is liZ == Y == (! (iw)", where 0:9151. The CPE has an impedance value of -(90*n) and
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its independent of the frequency. If n=f the CPE behaves like an ideal capacitor.

Generally, the in-phase current and the resistive element of such an RC response

is represented by using a complex impedance / = E' - i E". The real part represents the

instantaneous polarization due to electron displacement. The imaginary part represents

the polarization that is 90 degrees out of phase due to the long range and short-range

migration of ions. The current expression then becomes,

=h + Ie-

The real component is referred to as the in-phase or loss current h = WE"CoV, and the

imaginary component is referred to as the charging current Ie = WECo V. It is often

convenient to represent the performance of a dielectric through a convention in terms of

its loss angle, 0, between the quadrature, or imaginary, component of the current and the

magnitude of the current. The relationship in the complex plane between the charging

current and loss current is derived by starting with the magnitude of the total current,

and tan tf= Ih III Ie I

= E 1 E. . . ".

The expressions for the individual components of the complex dielectric, E = E - iE, IS

derived by using the admittance relation (Z·r' = Y = IIV

11(Z' + i Z") = (WE"CoV + iWE'CoV) 1 V

(2' - i Z") 1 (Z·2 + Z ..2) = W Co (E"+ i E';.
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Collecting and equating imaginary and real tenns separately, we get,

c· = (11 wCo) Z"/ (Z'] + Z ..])

COO = (11 wCo) Z'I (Z,] + Z ..2).

The complex conductivity is calculated by using the relation er = II (A E), where the

electric field is equal to E = V/d. Therefore,

er= I I (A E)

= (wc"CoV + iWc'CoV) I (A V I d)

and using Co=Acofd, we get the following:

er = (wco c" + iWco c).

The Re [er] =0-((iJ) = WEo COO represents the dielectric conductivity which is the sum of all

the long-range losses in the media. The dielectric E" represents all of the losses in the

system. To find the short-range ac losses one subtracts 0'(0) Iwco from the expression of

E" above, however, this may reduce the precision of the dielectric data. The peaks of the

frequency dependent dielectric data plot can be used to determine the relaxation time of a

solid dielectric. Theoretically, the frequency dependence of the complex dielectric wa

described by the Debye equations:

c· = Coo + (cs - coo) 1(l + J I)

COO = (E.5 - coo) UJTI (l + JI).

The parameters Es, and Eoo,represent the dielectric constants at w---+O and w---+oo,

respectively. The peak represents single relaxation times. However in ionic conductivity,

there is a distribution of relaxation times due to the varying energy barriers; hence, the

dielectric loss features a broad peak and it does not correspond to the sharp peaks from

the Debye equations [6, 17,20]. A new way of introducing dielectric data is then
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necessary.

In the field of ionic conductivity, it is more common to present the ac data by

using the form of the electric modulus M' = 1//. Substitution of the complex dielectric

expression gives the following,

M (ev) = evCo Z

., .
M (w) = wCoZ.

The advantage of the electric modulus is that there is no contribution to the double-layer

capacitance to M"(w), and the imaginary part also gives Debye-like peaks. The peaks,

however occur at higher frequencies compared to the dielectric peak. Even though both

peaks are not equal, the functional increase or decrease is proportional [6,19].

As a summary, the following expressions are of experimental importance:

M' (w) = wCoZ

M'"(w) = wCoZ

Tan 6"= COO / c

0-= 1/ (A E)

0-(Cd) = WCo C
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CHAPTER II

EXPERIMENTAL METHODS

2.1 Measuring Techniques

AC impedance measurements can be accomplished in two ways: 1) comparative

measurements with lump circuits, 2) direct measurements using lock-in amplifiers.

Before digital technology, dielectric permittivity was measured using lump circuits. At

medium frequency ranges (1 to 20,000 Hz), lump circuits, such as the a.c. bridge was the

easiest to implement. The AC bridge is based on the concepts of the Wheatstone bridge.

Figure 2.0 shows the Wheatstone bridge circuit. The circuit elements R, and R} represent

standard resistors, Rp is a potentiometer, and Rx is an unknown resistor to be determined.

An ammeter, denoted by D, is attached between terminals A and B. To reach a balanced

condition, Rp is adjusted until the current across terminals A and B is null. When the

Wheatstone bridge is balanced, Kirchoffs circuit laws imposes the following conditions:

II = lp

h = Ix.

Since there is no current across the ammeter between terminals A and B, the voltage at

both terminals are equal. Therefore, Kirchoffs voltage law holds:

VA =VB

II R, = 12 R2
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Figure 2.0: Basic Wheatstone Bridge
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Ip Rp = Ix Rx.

Solving the four equations and four unknowns, the expression for the unknown value is

therefore,

Rx = R2 R3/R\.

With ac bridges, the principles are similar (VA = VB), but the magnitude and phase must

also equal. In addition, only a slight modification of figure 2.0 is required for a.c.

bridges. Replacing the Rp potentiometer with a Zp variable series resistance and

capacitance, and taking R~ ~ Zx to be the unknown impedance, the following equation

holds true:

Zx = R2 ZpIR I

Z'=Re [Zx] = R]RplR2

Z.. = Re [Zx] = (R)I R2) I wCp.

Other various lump circuits are used for other frequency ranges, and there is no single

bridge equivalence to integrate all such lump circuits into a single equivalent circuit.

Additionally, bridge circuits require a vast learning curve to be effectively used, and may

require long periods for impedance spectroscopy experiments [6, 16].

There are limitations at certain frequency ranges on a.c. bridges. The limit of

higher frequency measurements is dictated by the non-linear nature of the impedance

circuits and the effects of stray capacitance [16]. Bridge devices that utilize transformers

as ratio arms may be used for higher frequencies; however, at low frequencies the cell

current and voltage in a ratio arm bridge decreases with decreasing frequencies imposing

a limit of around 100 Hz to 200 Hz. The null detection system used in a.c. bridges

consists of an amplifier, filter, and a.c. voltmeter. The three components impose the
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following low frequency limitations. At low frequencies, the experimental cell is more

reactive thus the gain must be increased to detect the resistive component of the cell but

may result in saturation of the detector. Analog filters for bandwidths below 10 Hz are

not easily constructed and controlled; hence, significant source noise may result. These

effects can be solved to some extent by using a lock-in amplifier [16].

The two inherent qualities of the lock-in amplifier is its ability to reduce noise

(signal-to-noise ratio) and its ability to distinguish the phase-shift between the input and

output. The essential component of a lock-in is the phase sensitive detector (PSD), which

consists of a multiplexer and low-pass filter (time-averaging circuit). The multiplexer

multiplies the input signal (Vi) with a reference signal (Vr). The reference signal (Vr) is

used to excite the experiment resulting in an output (V;) that is used as the input signal

into the PSD. The Fourier component of the square-wave reference signal and input

signal can be represented as follows:

Vr = (417r) [sin (wrt) + (113) sin (3w rt) + (lIS) sin (5w rt) + ... J

Vi = B sin (Wit + 0)

where B is the amplitude of the input signal, and (V is the angular frequency. Note that

the frequency generator of traditional analog lock-ins generates square-waves, whereas

the more modem digital lock-ins generates sine waves. In practice (Vr = (Vi since they are

from a common source. The multiplexer output is then given by

= (2B171") [ cos (0) - cos (2wrt + 0)+ (1/3) cos (-2w rt + 0)

+ (1/3) cos (4wrt + 0) + ... 1.

When applied to the low-pass filter, the time dependent components goes to zero, hence
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only the first term remains as the output

Vo = (217r) B cos (O).

The output is a phase-sensitive de voltage, with a maximum when IJ= O. When the

angular frequency of both input and reference are not equal {cur :j: cuJ, then the time

average of the PSD output is zero, thus the PSD is frequency selective. As an exception

to the above condition (cur :j: cuJ, the PSD output is non-zero if the input signal occurs in

odd-order harmonics, i.e. CUi =n CUr. where n = 3,5, 7, and soforth [16,3]. Square

waves generate odd-order harmonics, as shown above. The PSD and low pass filter also

removes noise from the experiment. The low pass filters allows only signals with

frequencies close to the reference signal. Any other frequencies far above the reference

signal are attenuated. Attenuation in this case depends on the bandwidth ofthe low pass

filter. The narrower the bandwidth, the more noise removed close to the reference signal,

but at the expense of possibly cutting off actual response signals. Wider bandwidth allows

more noise to pass through as output [3]. With a lock-in, the frequency range is usually

from 10.3 Hz to 105 Hz.

Figure 2.1 is a schematic of the Stanford Research SR830 DSP lock-in amplifier

used in this study. Additional functions ofthe lock-in have been omitted since they were

not used. The shaded area of figure 2.1 represents the lock-in components that have been

integrated into a digital signal processor. A separate PSD multiplies with a 900 out of

phase reference signal to derive the component that is out of phase from the original

reference signal. A lock-in with two separate PSD is referred to as a dual-phase lock-in,

such as the Stanford Research SRS830. One of the advantages of two PSDs is the ability

of the lock-in amplifier to directly measure all of the components, real and imaginary, of
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Figure 2.1 - SRS 830 DSP lock-in amplifier (after ref. 24)
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the complex output signal. The internal digital reference signal generates a sine wave

with a constant phase shift, which differs to the square wave generated by traditional

analog lock-in amplifiers. As discussed above, square waves will result in odd order

harmonics, which do not time average to zero. In this experiment, the internal reference

signal is also used as the external signal, i.e. it is used to excite the sample. This is the

reference [6, 3].

2.2 Experimental Setup

A diagram of the experimental setup is shown in figure 2.2. It consist of a

computer, lock-in amplifit:r, sample holder, temperature controller, multimeter, electronic

ice point, and a DC power supply. The SRS830 Digital Signal Processor lock-in

amplifier has a frequency range from 10-3 to 105
, however the frequency range used on

these glasses was from .16 to 20000 Hz. The sine wave frequency generator is used to

generate an a.c. signal across the sample in the sample holder apparatus (figure 2.3). The

SRS830 is automated by a computer that is interfaced via an IEEE-488 (GPIB) to the

lock-in. The software controller was developed in HPIB-BASIC language running in

Microsoft Windows 3.1 operating system. The sample holder (figure 2.3) was machined

at the OSU machine shop. The wiring of the sample holder is shielded against stray

capacitance by the use of coaxial cables. The inner chamber is well insulated to maintain

a constant temperature and a constant pressure by allowing a slow leak. A type K

thermocouple attached to an Omega MCl ice point (chromel-alumel) is located an inch

below the sample. The ice point is maintained at 1.35 volts by the use of a regulated DC

power supply-the Lambda LQ-413. The internal thermocouple is attached to an
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Figure 2.2 -- Experimental setup
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Figure 2.3 - Sample holder
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HP 3478A multimeter. The HP3478A features a GPIB connector that is interfaced to the

computer to automatically read the ambient temperature in the sample chamber. The

temperature readings ofthe internal thermocouple fluctuated at about ±O.OO I mV that

amounts to a ±O.025° fluctuations. An external heating coil is used to increase and

maintain ambient temperature in the sample chamber. The heating coil is attached to the

Omega CN-2000 temperature controller. For the temperature sensor, a thermocouple is

attached near the heating coil to the CN-2000, which also features an internal ice point.

The CN-2000 can be set manually but is also interfaced to the computer for automated

setting of temperatures.

2.3 Sample Preparation

The samples were grown in the Crystal Growth Lab, Oklahoma State University.

The preparation consists of several steps [6]. The first step is cutting the sample. Each

sample is cut to approximately O.5mm in thickness. The sample is then annealed for

approximately 15 hours at 550 C. Thermal histories have been shown to affect the

density of the sample and overall affects the resistivity [25]. After the annealing process,

the sample undergoes a fine-polishing process. The glass sample is attached to a

polishing holder using preheated rosin as the adhesion agent. The sample is then polished

on a polishing wheel for approximately ten minutes on both sides. The polishing agent

used is cerium oxide. Depending on the success of the cutting process, sometimes it's

necessary to rough polish the sample at 600-grit. Once polished, the glass sample is

soaked in acetone to remove all of the rosin. To ensure removal of ionic and metallic

traces that may have built-up during the polishing process at the edges of the sample, the

sample is also soaked in a hydrochloric and nitric acid solution for approximately 5
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minutes. After the acid bath, the sample is rinsed with tap water and soap. Then the

sample is ultrasonically cleaned in de-ionized water for 30 minutes. The final stage is to

apply an Au-Pd plating over each sides of the sample. The plating is deposited using a

Hummer V ion deposition chamber. Each side was exposed for 18 minutes to obtain

good plating. A summary of the sample compositions along with the surface area

dimension of the plating and thickness is listed in tables 2.0 and 2.1.

2.4 Experimental Procedure

To minimize surface conduction, the starting temperature is around 50°C [15].

Therefore, the temperature range between 50°C and 202°C is used in this study. The

temperature coil was raised in goC increments, with a 1.5 hour wait between temperatures

to reach equilibrium. The frequency of the internal sine wave generator is raised in 8%

steps from .16 Hz to 20000 Hz. The SRS830 complex current output is transformed into

its individual real and imaginary impedance components by using the relations derived

from V = I Z*:

, , ? '?
Z (tu) = V,.",sI (tu) / [I (tu) + I (tu) J

Z'/tu} = Vrms{(tu} / [{2(tu) + {2(tu) J

where Vrms represents the rms amplitude of the reference sine wave. The Nyquist plots of

sample Eu6 is shown in figure 2.4. The vertical straight line at lower frequencies in

figure 2.4 is expected since the circuit model representing the sample and holder is an RC

circuit in series with the double-layer capacitance. At lower temperatures, the low-

frequency region of figure 2.4 does not quite intersect the real axis, which may be

attributed to the double-layer capacitance. With increasing temperature, the plot gets

closer to the real axis, The bulk resistance is detennined by recording the value of tbe
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Table 2.0 - Sample compositions

Component EuO Eu6 Eu9 Eul2 Eul5 Na10 Na15 Na25

Si02 70 65.8 63.7 61.6 59.5 75 70 60

Ah0 3 3 2.82 2.73 2.64 2.55 3 J 1

*
MgO 12 11.28 10.92 10.56 ]0.2 12 12 12

Na20 1.5 14. ] 13.65 13.20 12.75 10 15 25

o 6 9 12 15 2.5 2.5 2.5

* Base composition
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Table 2.1 - Sample dimensions

Sample Thickness (cm) Area (cm2
) l/A (± 3%) em-I

EuO 0.0534 1.75 0.0305

Eu6 0.0550 0.907 0.0606

Eu9 0.0473 0.630 0.0751

Ful2 0.0548 0.467 0.117

Eul5 0.0568 0.403 0.14]

NaJO 0.0577 ].600 0.0361

Na15 0.0490 0.790 0.0620

Na25 0.1] 0 0.630 0.175
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Figure 2.4 - Nyquist Plot of 60/0 Europium
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real axis at the point in which the Nyquist plot is least imaginary (or comes closest to the

real axis). The conductivity is detennined using the relation {T = d/(A Z}, where d is the

sample thickness, A is the plating area, and Z' is the real impedance. The conductivity is

calculated at each temperature step and then fitted to an exponential decay curve, Y = a

exp (- b x). The known parameters are x = l/(kbT), and Y = rrT. Using Microsoft Excel

for an exponential fitting, the parameters b (activation energy in this case), and the pre

exponential factor, a, are determined. The frequency dependent characteristics can be

detennined directly from the impedance data by using the equations as summarized at the

end of chapter 1.
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CHAPTER III

RESULTS AND DISCUSSION

3.1 Activation Energy and Conductivity

The conductivity of the europium and sodium series of samples is of particular

interest to investigate further the results of LIG experiments. This experiment showed a

decrease in conductivity of the europium set as a function of increasing europium

concentration. Many published experiments have established that (Na20) x (Si02) I-x type

glasses have shown an increase in conductivity with increasing sodi.um concentration.

Likewise, this experiment showed an increase of conductivity in the sodium series with

increasing sodium concentration. Previous experiments [6] on glasses in the family

studied here have also shown an increase in conductivity with the increase of Ah03,

however UG experiments in this case had opposite results for both samples. In UG

experiments (A.Y. Hamad private communication), the sodium series showed a decrease

in grating formation efficiency, however, the aluminum series showed an increase in LlG

grating forrnati on. In the case of the europi urn series, the LIG results showed an increase

in efficiency. The main interest is to investigate the conductivity measurements in hopes

of further investigating tbe decrease in efficiency in four-wave mixing.

Arrhenius plots of the europium series is shown in figure 3.1. A shift to the left

with increasing Eu3
+ concentration indicates a decrease in conductivity. To effectively

show this decrease, the conductivity as a function of europium concentration at

temperatures of 81 ±2°C and I04±2°C centigrade is extracted from figure 3.1 and shown
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Figure 3.1: aT Vs. 1000/T of Europium Series
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in figure 3.2. The plot in figure 3.2 also shows that the conductivity is increasing as a

function of temperature from 81°C to 104°C. There appears to be a larger gap between

decreasing conductivities from the base glass samples to the samples with europium

content. This wider gap can be attributed to the base sample having a contribution from

both NBO bound mobile ions, and aluminum tetrahedra bound sodium ions. Since there

are no europium ions that can reduce the conductivity ofthe base sample, the base sample

is more conductive. The samples with europium content of 6% to 15% exhibited slight

shifts to the left, which indicates a slight decrease in conductivity. This is in agreement

with studies done on PzOs base glass with praseodymium dopants, which have also

shown a decrease in conductivity [26]. Figure 3.3 shows the activation energy as a

function of increasing Eu3
+ concentration. The activation energy is extracted by using an

exponential fit of the Arrhenius plot from Figure 3.1. The increase in activation energy

(figure 3.3) follows the decrease in conductivity (figure 3.2). Table 3.1 lists the

activation energy and exponential pre-factor in table 3.2 for both families of samples.

The decrease in conductivity is a consequence of the glass structure that re ults

from the addition of the Euz03 glass modifier. One obvious reason is that an increase of

Euz03 inherently decreases theazO concentration, thus decreasing the availability of

mobile ions. Another reason can be seen from figure 1.3. The introduction of europium

oxides results in the formation of three types ofNBO's in the glass structure, i.e., Q" Qz,

and Q3 species can exist [7]. The NBG's are charge compensated by Sodium (Q3

Species), and Europium ions (Qz, and Q, Species). One speculation is the ionic radius of

europium is comparable to the inter-atomic distance between the Si-O that can result in

the Eu3
+ being intertwined within the glass structure such that it does not locally charge
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Table 3.1 - Activation energy of Eu and Na samples

Sample Ea (eV)

EuO 0.813

Eu6 0.871

Eu9 0.880

Eu12 0.892

EuIS 0.918

Na10 0.830

NaI5 0.832

Na25 0.793
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Table 3.2 - Exponential Pre-factor ofEu and Na samples

Sample (To (nemy l

EuO 575803

Eu6 950128

Eu9 872564

Eu12 468483

Eu15 472655

Nal0 513000

Na15 708000

Na25 <)29000
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Figure 3.2: Conductivity Vs Europium Concentration
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Figure 3.3: Activation Energy Vs Mol% Eu

0.94 '

0.92

..........
0.90>

(J.)
'-'

>-
0)

0.88~

(J.)
c
W
c
0 0.86

:;:::;
co
>:;:::;
u

0.84«

0.82

0.80
0 2 4

•

6 8

Mol % Eu

48

10 12 14



compensate any of the NBO's. The NBOs, which are not locally charge compensated,

act as holes that traps mobile modifiers, thus increasing the average activation or binding

energy [G.S. Dixon private communication]. It is further noted that x-ray-absorption

fine structure experiments (XAFS) spectroscopy, and computer simulation shows

evidence that network modifiers, i.e. alkali, alkaline-earth, rare-earths, tend to cluster

along the percolation pathways of migrating ions [24]. Therefore, its possible that

europium ions can occupy NBO sites close to those of sodium ions, that can cause a

blocking effect due to the ionic radius of the europium. Hence, increasing the

concentration of the Euz03 modifier decreases the mobility ofNa+ ions.

Figure 3.4 is the Arrhenius plot of the sodium series. As expected, the graph with

increasing concentration of sodium ions is shifting to the right, which follows an increase

in conductivity (figure 3.5). The 10% and 15% samples nearly overlap. Figure 3.5

shows the trend of the conductivity with increasing concentration of sodium. As before,

the conductivity is also higher with increasing temperature. The average activation

energy is shown in figure 3.6. The trend of the activation energy is decreasing, which

follows the increasing conductivity. The difference in activation energy between the

10% and 15% sample is minimal, which is due to the "overlap" seen in figure 3.4. From

various studies, it is established that that sodium ions are the primary charge carriers in

these family of samples [4,11,12,14,15]. Computer simulation studies have shown that

alkali ions migrate along the interstices formed by the NBO's [8, 24]. As discussed

above, XAFS gives evidence of clustering in alkali ions along the interstices pathways.

Therefore, as the Na concentration increases, one expects the sites of lowest energy

(deepest wells) to fill first, thus higher Na concentration samples have lower average
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Figure 3.4 - aT Vs. 10001T of Sodium Series

10°

• 10% Na

10-1 0 15% Na
'V 25% Na

10-2

~

,.-
E 10-4U
C--I-
b

10-8 '--------"--------------...L-------'

2 3

10001T K- 1

50



Figure 3.5: Conductivity Vs Sodium concentration
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Figure 3.6 - Activation Energy EA Vs. Mol % Sodium

0.85 I

..-
> 0.84
(1)--CCI
W •>.
0) 0.83 •....
(1)
c
W
c 0.820

:;:;
CCI
.~......
u« 0.81
(1)
0)

CCI....
(1)

> 0.80«

•
0..79

8 10 12 14 16 18 20 22 24 26

mol % Na

52



activation energies due to the greater fraction ofNa in shallow sites [Dr. a.s. Dixon

private communication).

The pre-exponential factors shown in table 3.2 are highly dependent on the

temperature range on which the conductivity measurements are made; hence, assigning

any significance to the data may be spurious. The data does have a trend in conjunction

with the type of sample. For samples Eu6 to Eu 15, the pre-exponential factor decreases

as a function of increasing europium concentration, with the exception of EuO, which

lacks europium dopants. As a final note, the activation energy ofEuO (table 3.1) is in

range between the Na15 and Na25 samples. In fact, the conductivity of EuO is greater

than sample Na15. This is not surprising since Na15 contains a 2.5% europium dopant,

while EuO has none; therefore, EuO should have a greater conductivity and lower

activation energy as compared to Na15.

3.2 Dielectric Analysis

A plot ofM' vs. fis shown in figures 3.7.a and 3.7.b. The data is obtained from

the 25% Na sample and 12% Eu sample, respectively. Successive temperature ranges

from 321 K to 368K shows the modulus converges to zero at low frequencies. This

suggests a negligible contribution to the electrode-material layer capacitance; therefore, it

can be ignored when data is analyzed in the modulus formalism [9). At higher

frequencies, it appears to be converging to a constant value. The imaginary component

as a function of frequency (M"= UJCoZ') is shown in figure 3.7.c for the Europium series

at I04±2° C. The plot is normalized to peak, M "/M"peak' It is immediately apparent
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Figure 3.7.a - M' vs. frequency of 25% Na
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Figure 3.7.b - M' vs. frequency of 12% Eu
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that the peaks are much broader compared to the ideal Debye peak of 1.14 decades

FWHM. The broad peak indicates a distribution of relaxation times, as expected from

Stevels model of random barriers. The relaxation time of long-range migration can be

calculated by using the peak frequency, r = l!Wpeak, of M'';M''peak. With the apparent

decrease in conductivity as europium concentration, one would expect the relaxation time

to increase with increasing europium concentration. The region to the left of the peak is

the region in which a significant amount of migration involving long distances (Iong

range conductivity) can occur, whereas the region to the right involves mostly the

migration of ions over short-distances. The plot in figure 3.7.d exhibits the same type of

peaks as in figure 3.7.c, but with opposite shifts as a function of concentration. The shifts

to the right (figure 3.7.d) are expected for the sodium series with increasing conductivity.

Figure 3.8.a shows the plot of the frequency dependent dielectric constant for the

samples EuO to Eu15. The plot is broken down into two regions at the low frequency,

and high frequency. At low frequencies, the dielectric constant is decreasing as a

function of increasing europium concentration. Since ionic migration dominate the

dielectric constant at low frequencies, the trend of the dielectric constant follows the d.c.

conductivity which is already established to decrease as a function of europium

concentration. As the frequency is increased, the dielectric constant for the europium set

crisscrosses. At higher frequencies, instant polarization or electronic polarization

dominates. Likewise, the dielectric plot of the sodium set Nal 0 to Nal5 is shown in

figure 3.8.b. Again, there are two regions of interest. At low frequency, the dielectric is

increasing as a function of sodium concentration. This time, ionic migration increases as

a function of sodium concentration, therefore, an increase in dielectric with respect to
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Figure 3.7.c - M"/M"peak vs. Frequency at 104°C
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Figure 3.7.d - M"/M"peak vs. frequency at 104°C
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Figure 3.8.a - Dielectric constant vs. Frequency at 102°C
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Figure 3.8.b - Dielectric constant vs. Frequency at 1aaoe
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increasing sodium is expected. At higher frequencies, the dielectric function converges

and seems to flatten out. The dielectric data is still increasing as a function of sodium

concentration meaning there's a minimal contribution to electronic polarization.

The log-log plot ofthe loss angle vs. frequency for the europium series at 104°C

is shown in figure 3.9.a. At the lower frequencies, the losses reach a maximum that

corresponds directly to the frequencies where the sample becomes purely resistive. The

shift to the left as a function of increasing europium concentration indicates a decrea e in

the losses. This is expected due to the decreasing conductivity with respect to increasing

europium concentration. The less mobile the ions, the less energy are lost into the glass

network. At higher frequencies, the loss appears to increase and converge. In contrast,

the plot in figure 3.9.b shows the loss angle vs. frequen~y of the sodium series. The low

frequency and high frequency features are similar to the europium series. However, the

plot shifts to the right as a function of concentration, which follows the increase in

conductivity.

3.:1 Conclusions on Laser Induced Experiments

LIG experiments in glasses as a function of increasing europium have shown an

increase in grating formation efficiency [A. Y. Hamad private communication]. It is

believed that the migration of energetic ions, driven by the nonradiative relaxation of

europium, is responsible for the grating formation. The europium series studied in this

thesis showed an increase in activation energy as a function of increasing europium

concentration. This increase in activation energy suggests a decrease in grating

formation. However, that is not the case from LTG experiments since grating formation
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Figure 3.9.a - Loss Angle vs Frequency for Europium Series at 104°C
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Figure 3.9.b - Loss Angle vs Frequency for Sodium Series at 104°C
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efficiency did increase. A possible explanation to the increasing LIG efficiency is that

the ionic migration involves a localized ion migration, thus mostly short-range

movements within the interstices of the glass. The activation energy gained from

impedance spectroscopy represents the d.c. bulk conductivity. Another explanation is

that the nonradiative relaxation of europium may have enough phonon energy to readily

cause magnesium ions to migrate, in addition to the sodium ions, whereas magnesium is

not readily mobile in ionic conductivity studies.

In the sodium series of glasses, LIG experiments showed a decrease in efficiency

as sodium oxide is increased [A.Y. Hamad private communication]. The Eu3
+ content in

these glasses were kept constant at the expense of other components (see table 2.0).

From XAFS and computer simulations, the evidence of sodium clustering may decrease

the grating efficiency since there may not be enough europium for phonon excitation of

the migrating ions.
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CHAPTER IV

CONCLUSION

In this study the thermally activated d.c. conductivity and frequency dependence

of aluminosilica glass have been measured. The composition of the aluminosi lica glas e

consisted of I-Y (Na20 12MgO 3Al203 70SiOJ) YEu203 and I-X(12MgO 3Al20 3 70Si02)

XNa20 2.5Eu, where Y = 0, 6, 9, 12, 15 and X = 10, 15, 25.

It was shown that the dc conductivity data is Arrhenius-like in behavior. The

activation energies were derived by the fitting of the Arrhenius plots. In the europium

series, the activation energy increased with increasing europium content. This increase

has been attributed to the clustering of europium ions as a function of increasing

concentration. The clustering of europium has the effect of blocking the mobile ions.

On the other hand, the dc conductivity data of the sodium series was opposite to

the europium series. As expected, the activation energy of the sodium set decreased as a

function of increasing Na concentration. The increase of Na concentration readily

provided excess sodium ions that are well established as the primary mobile ion.

In the modulus analysis, the relaxation times increased as a function of increasing

Eu concentration. This follows the increasing activation energy, since the relaxation time

represents the average time in which an ion will "hop" over an energy barrier. Likewise,

the relaxation times decreased as a function of increasing Na, which follows the

decreasing activation energy as a function of increasing Na concentration.
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The dielectric function dependence of the europium set showed two different regions of

interest in the frequency. At low frequency, the dielectric constant decreased as a

function of increasing europium concentration. This is attributed to the decreasing

conductivity as Eu concentration is increased. At higher frequencies, the increase in the

dielectric constant as a function of Eu concentration suggests electronic polarization is

more dominant, as expected due to the vastly different electron configuration the

europium ion has compared to the other compositions in the glass structure. In

comparison, the sodium at low frequencies exhibited a vast increase in the dielectric

function as Na concentration is increased. This is attributed to the increasing long-range

mobility associated with an increase of sodium ions. At higher frequencies, the dielectric

function converged to a lower value regardless ofNa concentration. However, the

dielectric data still showed slight increase as a function ofNa concentration.

In comparison to four-wave mixing, there was no direct correlation to ionic

conductivity studies. Four-wave mixing experiments involve a different process in ion

hopping as compared to ionic conductivity studies. In ionic conductivity studies, the

external temperature provided the thennal excitation of mobile ions. Likewise, in four

wave mixing experiments, the nonradiative relaxation of europium i the primary thermal

source in ion hopping. Furthermore, its also speculated that ion hopping in UG

experiments may involve short-range migration [A.Y. Hamad private communication],

rather than long-range migration which is more dominant in ionic conductivity studies at

low frequencies. In conclusion, the opposite results between four-wave mixing

experiments and ionic conductivity experiments are expected.
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