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CHAPTER I 

INTRODUCTION 

Call center perfonnance depends on the perfonnance of its customer servlCe 

representatives (CSRs) and call traffic regulations. The perfonnance data of call centers 

include quality assessment data, time management of the calls, and business processing 

aspects during the calls. The team leaders of call centers manage call centers, deliver 

training courses, and reward CSRs to improve the perfonnance of CSRs according to 

their perfonnance results. 

The previous data mining research related to call centers was focllsed on the data 

related to customers. The research analyzed the behaviors of customers and its aim was 

customer satisfaction improvement. However, there is not much research found on 

mining the data of performance of call center representatives. 

The aim of our research is to apply data mining techniques to the performance results 

collected from five call centers of a large insurance company in an attempt ofdiscovering 

interesting information that can help improve the performance of individual 

representatives and thus the call centers. 

The remaining parts of this thesis are organized as follows: Chapter II reviews the 

literatures related data mining related to call centers. Chapter III states the objectives of 

the research. Chapter IV introduces the design and implementation of the proposed 



model. Chapter V analyzes the results of deployment. Chapter VI aims the conclusion of 

the study. 



CHAPTER II 

REVIEW OF LITERATURE 

In the past decade, the caB center industry has been one of the most rap~dly growing 

industries. "The Call Center Association defines call centers as a physical or virtual 

operation within an organization in which a managed group of people spend most of their 

time doing business by telephone, usually working in a computer - automated 

environment" [15]. The service performance of call centers directly impacts customer 

retention and loyalty, thus impacting the revenue generation. Call center managers have 

endeavored to improve the perfonnance of call centers by Llsing new technologies that 

became available in recent years. Thus, customer relationship management has become a 

solution. 

Customer Re1ationshipManagement (CRM) has been the focus of a substantial body 

of research. In fact, CRM is not really new. When new technologies, such as the lntemet, 

monitoring systems and data mining, become available, CRM adopted them and reached 

new level of effectiveness [32]. Technologically, modern cRM is based on the use of 

data mining to identify customer preferences and behavior, a5 well as customer service 

representatives (CRS) behavior pattems. Identifying the behavior patterns and finding the 

facts that impact the service quality can help improving the perfonnance of service and 

further improving the customer satisfaction. For example, the possible facts that could 

affect the performance of a representative are training received, coaching, and the 
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complexity of products. The possible fact can even be the business culture and model of 

the whole call center. 

However, current research attempting to mine call center data is focused mostly on 

customer data, such as age, profession, salary, call information, etc. In the summary of 

past research we concentrate on analyzing the ways that data was collected and the 

technologies used in the previous research. 

2.1 Data Collection 

The customer data used for call center related mining is mainly from three sources: 

customer databases, web usage, monitoring system. 

2.1.1 Customer databases 

Customer databases store basic data related to customers sllch as customer age, 

address, profession, amount and products purchased, and information about past 

interactions with the call centers such as calling date, calling reason, etc. If cllstomers 

send in requests by emails instead of calls, the ema.ils are stored into the database as well 

[7]. 

2.1.2 Monitoring System 

Monitoring systems record calls and also capture the screen of CSR's Pc. A group of 

people in call centers evaluates or translates customer's behavior and puts the evaluation 

results into a database for mining customer data. 

There are two different ways to report calls by the monitoring systems. Some 

monitoring systems start to record when CSRs pick up customer's calls. Some 

monitoring systems record once customer's call IS connected by interactive vOice 
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response (IVR). The second way could provide the data of how many times a customer is 

transferred and how long a customer has been waiting. 

Tan et al. colJected all requests from customers and put into a call tracking database. 

The database contained both fixed-fonnat fields and free-text fields. The fixed-format 

fields store the infonnation such as case number, type of problem encountered, product 

ill, and the amount of time spent on the request, etc. The free-text .field contained a case 

description written by the engineers who handled the case [36]. 

2.1.3 Web Usage 

Web sites are published by call centers for customers to obtain infonnation, purchase 

products or pay for the services. Web usage contains valuable data about customer 

behavior. 

Web usage data can be collected at server side, client side, or at the proxy servers. 

Most researchers use server Jog files. However, the server-side data is considered not 

reliable and inefficient. Cache hits can be missed. Information passed through POST 

method is typically not available. Client-side collection or web proxy server-side 

coUection can be used as makeup in the situation when cache hit missed. 

Client-side conection has advantages over server-side collection that it allows to 

eliminate some of the above described unreliability and inefficiencies. Client-side 

collection can be implemented by a modified browser or a client agent. However, it can 

post a lot overhead in addition to privacy concerns and requires user's cooperation [10]. 

A web proxy is an intermediate level between client and server. Proxy traces can 

provide actual HTTP requests [10]. 
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2.2 Mining Technologies and Results 

According to the methods of data collection and the nature of the data, mwmg 

technologies are slightly different. 

2.2.1 Mining Data Collected from Monitoring System and Customer Database 

Some venders of monitoring system such as eTalk and GartnerGroup bUllt data 

mining tools into their monitoring systems. However, users of monitoring system are 

intended to be non-data-mining experts, such as supervisors and managers. A call center 

supervisor mines the pattern of customers by asking "what if' questions [13]. Dilauro et 

a1. found that customer could get frustrated if the waiting time is longer than the talking 

time. Also they found that the more a call was transferred, the more frustrated the 

customer could get. 

2.2.1.1 Predictive modeling 

Predictive modeling such as decision-tree and neural network can be used to predict 

customer behavior. Quaere LLC used CHAID, CART analyses along with multivariate 

regression of neural network and classified customers into four clusters: high current 

value with high potential value, low current value wither high potential value, high 

current value with low potential value, and low current value with low potential value. A 

set of available customer characteristics are mapped as input to these fOUf clusters. [19] 

2.2.1.2 Textual data mining 

Textual data mining of customer mining is another mining technology applied call 

centers. Busemann et a1. classifies e-mail request from customers based on shallow text 

processing and machine learning techniques. SMES, an information extraction core 

system by Busemann et aI., carried out shallow text processing, SMES had three 



components: a text tokenizer, a lexical processor and a chunk parser. The tools Busemann 

et 311. used for the mining were Lazy Learning of MLC++ library by Kohavi and 

Sommerfield, Symbolic Eager Learning, Support Vector Machines which is SVM_Light 

by Joachims, Neural Networks of Learning Vector Quantization by Kohonen. The system 

repeatedly chose an e-mail request and found a solution. An agent adjusted the solution if 

it was wrong. They found that the accuracy of the system was 73% [7]. 

In their research, Tan et a1. removed irrelevant sentences with free-text field, changed 

different morphological words into same lexical unit, removed spelling mistakes, etc. 

Then tokenizer was used to break the free-text sentences into smaner tokens. The mining 

was done on tokens by using the C4.5 decision trees and the NaIve Byesian. They found 

that their model could help to classify the duration of a service case and also better 

dassify the service calls [36]. 

Finally, some researchers attempted at audio data mining. ScanSoft is the leading 

product of audio mining area [25]. ScanSofter uses context-free-grammar to parse the 

speech. A method called Sequence Package Analysis creates caption text. The mining 

data is actually the caption text. Neustein found that this audio data mining strategy could 

predict some of the subtle key words in caBers' speech, such as early warning signs of 

caUer frustration [25]. 

2.2.2 Web Usage Mining 

Web usage mining has been focused on three areas, association, clustering, and path 

analysis. The research described below ]s not necessarily call-center related. However, 

the web usage mining of call-center related data is essentially the same as other web 

usage mining: companies present their products on the web; customers navigate the web, 
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view the infonnation and buy the products. The review below will be focusing on the 

techniques the researches used that could help the call center related web using mining. 

Association rules are used to find rdated pages that are referenced together in a single 

seSSIOn. 

Tan et a1. applies a new data mmmg technique called indirect association to 

sequential data of web usage. A pair of attlibutes A and B is said to be indirectly 

associated via a mediator set M. They first generate all large itemsets by using standard 

frequent itemset generation algorithm. Then they associate each itemset to the candidate 

pairs of indirect association. The results indicate that the new technique is capable of 

distinguishing the interest of web users who are traversing a web site [35J. 

Clustering is used to group users or pages that have similar characteristics. There is 

research that applies fuzzy logic to cluster web usage data. 

To cluster sessions, Joshi etc. developed a "Fuzzy c-Medoids Algorithm" based on 

Fu's heuristic algorithm and Least Trimmed Squares idea. The time complexity of the 

algorithm is O(kn) where k is a low integer: The research result shows that the fuzzy 

clustering process could create better session profiles [18]. 

Path discovery and analysis is another method used in web usage. The research of 

Chen etc formats data into a set of maximal forward references. They found large 

reference sequences that represent frequent reference sequences among maxin'lal forward 

references by using both full scan algorithm and selective scan algorithm. They found 

that Selective scan has good performance on CPU and memory Usage. However, the 

researcher did not mention comparison result of the effectiveness. 

/ 
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CHAPTER III 

RESEARCH STATEMENT 

A relationship is built between two objects or two ends. One object can never 

construct a relationship. So is true in customer relationship management of call centers. 

Customer relationship management of call center is managing relationship between 

customer and customer service representatives. A call center is never able to achieve its 

CRM objectives and improve the customer satisfaction without ensuring the 

representative satisfaction first. The above research summarized was concentrated on 

customer data and did not consider mining performance data of CSR. The objective of 

the research is to apply data mining in CSR perfonnance results of call centers of an 

insurance company and find interesting characteristics that can help understanding and 

improving the perfOlmance of CSRs. 

3.1 Business Objectives 

Call centers use the performance results to reward CSRs monthly, quarterly and 

yearly. However, due to various reasons in certain time period, monitoring cannot be 

done on certain CSRs. The CSRs who are missing quality score are given a "met" score 

to compete with other CSRs. Call center management team is seeking a better way to 

handle this kind situation. 
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The mam objective of the research is to build a model that can predict monthly 

qlla]ity scores of CSRs whose quality scores are missing in a given month. 

The perfonnance of a call center directly affects customer satisfaction and retention. 

The perfonnance of a call center can be measured in two dimensions: efficiency, which is 

also, called productivity, and effectiveness, which is also, called quality [32]. Call center 

management team puts a lot effort to improve customer serv·ce quality while balancing 

the call volume. The second business objective of the research is, to find the relationship 

between quality and productivity and to find the improvement opportunities of CSR 

performance for training and coaching, further improve customer satisfaction and 

retention. 

3.2 Data Mining Goals 

The research uses the representative's actual performance data of the call centers of 

an insurance company. The mining goal is to build models and predict quality. The 

research win compare the perfonnance of different models by applying Multi-Layer 

Perceptrons, CART, SVM-Light, ANN-CART hybrid and Linear Model to the same 

dataset from call center performance database. The research is also to analysis the 

relationship among the attributes to find the improvement opportunities for training. 
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CHAPTER IV 

DESIGN AND MODELING 

This chapter will introduce the dataset used in this study and summanze the 

procedures applied to prepare the data. The chapter will also present the procedures of 

model building. 

4,1 Data Understanding 

The data used in the study is one year's actual data from the performance evaluation 

database of the call centers of an insurance company, Each customer service 

representative has a record for each month. The attributes of each record consist of two 

categories: monitoring results and time management. 

4.1.1 Monitoring Results Collection 

Each CSR answers ten to sixty calls everyday. The phone caUs are randomly recorded 

when CSRs customer calls and the monitoring system constantly keeps up to ten calls for 

each CSR. A group of evaIuators review the recorded calls and evaluate the calls 

according to certain business criteria. The results of the evaluations are the monitoring 

results. 
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In the insurance company from which the data was obtained, there are two main 

attributes of monitoring results: customer service satisfaction and business need 

satisfaction. 

Customer service satisfaction score is an aggregate result of evaluation based on 

eleven questions for all products handled by the call centers. Typical questions of 

customer service satisfaction are "did a CSR thanked the customer for calling the 

company" or "did a CSR asked what else they can help customer". Evaluators evaluate 

each question by assigning an integer number from 0 to 5. 0 represents that the question 

is not applicable to the call. 1 indicates that the CSR did not meet the expectation. A 2 

indicates that the CSR met to some degree, which is also said to be "met some". A 3 

indicates that the CSR met the expectation. A 4 is that the CSR exceeded the expectation. 

A 5 represents that the CSR far exceeded the expectation. These results are then 

aggregated to a score representing the total level of meeting customer service satisfaction 

criterion. 

For example, a call is recorded in the system. An evaluator reviewed the cal] and 

found that only three questions out of eleven are applicable to the call. The evaluator 

marked three questions 3, 4 and 1 according to how the CSR performed when she/he 

answered the call. The evaluator also marked the remaining eight questions as 0 since 

they are not applicable to the call. The final score of customer service satisfaction is 

calculated by the sum of the score of all applicable questions divided by the number of 

applicable questions. In this example, the score is 8, the sum of 3, 4 and 1, divided by 3 

applicable questions, which is 2.67. 
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Six calls are randomly selected for each CSR in each mOnth. The monthly score is the 

total score of applicable questions of all six monitored caBs divided by the total number 

of applicable questions in aU six monitored calls. 

Business need satisfaction is evaluated the same way as customer service satisfaction. 

However, the questions are varying from one product to another. Typical questions of 

business need satisfaction are "did a CSR provide correct information to customer" or 

"did a CSR access proper systems or documents". The total number of questions varies 

too. The minimum number of the questions is eight. The max number is sixteen. The way 

to score the business needs is exactly the same as customer service satisfaction. 

Although the final scores of customer service satisfaction and business need 

satisfaction are continuous numbers ranging from 1 to 5, in the call centers, which were 

the source of the data used in the research, these results are converted to monthly 

evaluations according to the rules in Table 1. 

Table 1: Quality Evaluation Converting Scales 

Not Met Score < 2 
Met Some Score >= 2 and Score < 3 
Met Score >= 3 and Score < 4 
Exceeded Score >= 4 and Score < 4.75 
Far Exceeded Score >= 4.75 

4.1.2 Time Management 

The attributes of time management are adherence, after call work time, aux and 

attendance. The data of time management are collected frOID phone switches on monthly 

basis. 

Adherence is the percentage of the length of time a CSR is logged into the phone 

switch to the length of time he/she is supposed to be logged in. After call work time is the 
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average number of seconds that a CSR spend on processing works after the calls during a 

month. Auxiliary is the percentage of the length of time a CSR is spending on personal 

activity to the length of time that a CSR is logged into the phone switch. Attendance is a 

CSR's monthly absence. 

Finally in the available data, there is a Boolean attribute representing the fact that the 

CSR is in a training period. Each record has a time stamp. There is an attribute 

representing which product a CSR is serving in. In summary there are total ten attributes 

in the dataset and they are presented in table 2. 

Table 2: Dataset Description 

Category Attribute Name Data Type Format Example 
Agent 10 lnteger 1,201, etc 
Date of Data Date mm/O1/yyyy 09/01/2001 
Training Boolean 0, 1 0 

, 
Product 10 Integer 226,3927 

Quality Customer Service Category 1,2,3,4 3 
Business Needs Category 1,2,3,4,5 4 

Time After Call Work Time Integer 1,2,3, 180 
management Adherence Float Percentage 96% 

Attendance Integer 1,2,3, ... 2 
Auxiliary Float Percentage 4% 

4.2 Data Cleaning and Preparation 

The values of customer service satisfaction and business needs should all fall between 

one and five. The data below one represents missing. The data above five were not found 

in the dataset. After converting to categories, the record values of customer service 

satisfaction should have only 1, 2, 3, 4 and business need satisfactions should have only 

1,2,3,4,5. 
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The distribution of customer service satisfaction did not have good distribution. Only 

six records fell into not met and thirteen fell into far exceeded. The records fen into not 

met and far exceeded were deleted from the used dataset since the data is too few to give 

enough training infonnation and nor to enough records for the testing. The majority of 

the records fell into met class. This met class is separated to two sub-classes at 3.5. The 

research trained both big met class and sub-class and compared performance of built 

models. 

The value of time management categories should all be equal to or above zero. The 

values below zero are not valid and have to be deleted. The records that have missing 

values are also deleted from the final dataset. 

After cleaning, total 14671 records are in the final customer service dataset. Total 

14690 records are in the final business need dataset. 

The distributions of the final dataset for customer service satisfaction are as following: 

TaMe 3: Distribution of Customer Servi.ce Satisfaction 

Customer Service Satisfaction 
Class 1 - Met Some >=2 and < 3 1469 10.01% 
Class 2 - Met 1 >=3 and < 3.5 5965 40.66% 
Class 3 - Met 2 >=35 and < 4 5841 39.81% 
Class 4 - Exceeded >=4 and < 4.75 1396 9.52% 

Total, 14671 100.00% 

Table 4: Distribution of Customer Service Satisfaction without Splitting Met Class 

Customer Service Satisfaction 
Class 1 - Met Some >=2 and < 3 1469 10.01% 

Class 2 - Met >=3.5 and < 4 11806 90.47% 

Class 3 - Exceeded >=4 and < 4.75 1396 9.52% 

Total 14671 100.00% 
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The distributions of the final dataset for business need satisfaction are as following: 

Table 5: Distribution of Business Need Satisfaction 

Business Need Satisfactions 
Class 1 - Not met >=1 and < 2 63 0.43% 
Class 2 - Met Some >=2 and < 3 3533 24.05% 
Class 3 - Met >=3 and < 4 5974 40.67% 
Class 4 - Exceeded >=4 and < 4.75 3610 24.57% 
Class 5 - Far Exceeded >=4.75 and <=5 1510 10.28% 

Total 14690 100.00% 

Different products have different expectation to CSRs on after call work, adherence 

and auxiliary. For example, 150 seconds may be a short after call work time for one 

product but be too long for another product. So after call work time, adherence and 

auxiliary are scaled to float numbers from 0 to 1 before the records of different products 

are put together according to following fonnula. X represents a value of a cell, minea, p) 

represents the minimum value of an attribute of a product, and max(a, p) represents the 

maximum value of an attribute of a product 

(x - min(a, p)) / (max(a, p) - min(a. p)) 

After aU the records from different products are put together, other attributes except 

date are further scaled to float number from 0 to 1. 

There are eight input attributes in the final dataset, which are agent lD, date, product 

ID, training, ACW, aux, adherence and attendance. The output attributes are two, which 

are customer service satisfaction and business needs. To achieve the best performance, 

one network is trained for each class. There are four classes for customer service 

satisfaction and five classes for business needs. 
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4.3 Methodology 

In the research we used three software packages including Trajan, WebStat and 

SYM-light to mine the perfonnance data. Trajan is a neural network simulation package 

developed by the Traj an Software Ltd. Traj an supports a large number of neural network 

architectures. Trajan has powerful variable selection. Its design process is near automatic. 

Trajan delivers fast training non-linear model [37]. WebStat is a web based data mining 

and statistics tooL It includes most data mining algoritluns, statistics method and neural 

networks. The research focused our deployment on MUlti-Layer Perceptron, Probabilistic 

Neural Networks, Linear Models, CART, SVM and. Decision Tree-ANN Hybrid Models. 

The research compared the performance of the six algorithms. 

All the algorithms use random sampling. Each class 1S trained by usmg each 

algorithm several times. The results from same algorithm are close so we could make the 

assumption that the results are representative. 

Below we will introduce the process of how the models are set up in more details. 

4.3.1 Multi-Layer Perceptron 

Multi-layer perceptron is the most popular neural network architecture. It consists of 

at least three layers, an input layer of source neurons, at least one hidden layer of 

computational neurons, and an output layer of computational neuron [23]. The input layer 

accepts inputs and redistributes to all the neurons of the middle layer. The neurons in the 

middle layer detect the features of input patterns and pass the features to the output layer. 

The output layer uses the features to determine the output patterns. 

In out research we use one hidden layer. The default number of neurons in the hidden 

layer is a hundred thirteen for both business need and customer service satisfaction. After 

17 



deploying the neuron numbers from fifty to a hundred-twenty,. the research fOUnd that the 

results by using different number of neurons are very similar. A hundred thirteen is 

adopted since the performance seems better than others. 

There are eight neurons in the input layer since there are eight input attributes. There 

is one neuron in each. model for one output. The network is illustrated .in figure 1. 

Figure 1: MLP Model 

MLP training n1.ay be a one or a two-phase training. Back propagation alone is used in 

the case of one phase training. In the case of two-phase training back propagation is used 

first and then the conjugate gradient is used. Conjugate gradient serves as a second phase 

algorithm that it keeps zero second derivative on the assumption that the surface is nice 

smooth [37]. 
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The research uses random sampling during the first phase training. Trajan assigns 

50% to training process, 25% for testing, and the remaining 25% for out-side testing or 

validation. The second phase uses the same sampling that the first phase used for 

comparison purpose. 

During the experiments, we used a hundred epochs for both back propagation and 

conjugate gradient since Trajan restored to the best network that is using less than sixty 

epochs. Sixty is chosen for conjugate gradient since the training error remains the same 

soon after the second phase is started. 

4.3.2 Linear Networks 

We used linear neural networks available in Trajan. Linear networks have two layers: 

an input layer and an output layer. Linear models have good perfonnance on linear 

problems. However, they cannot solve more complex problems. Linear networks can be 

trained to serve as a standard comparison for non-linear problem [37]. 

Figure 2: Linear Model 
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Linear model is relatively simple and no parameters need to be selected by the users. 

The algorithm available in Trajan is the standard pseudo-inverse (SVD) linear 

optimization algorithm. 

4.3.3 Probabilistic Neural Networks 

Probabilistic Neural Networks have been developed only for classification problems. 

PNN are kernel-based estimation. They usually have three layers: one input layer, one 

hidden layer and one output layer. The network copies the training cases into the hidden 

layer. The hidden layer has always the same number of cases. The output layer adds the 

estimates and produces the output. In this research, there are 7337 neurons for training 

the customer service attribute and 7346 for business needs attribute in the hidden layer. 

Prior is the weights setting of "Correct" class and "Wrong" class. The research did not 

use prior since it yields very low accuracy. 

The Probabilistic Neural Networks can be illustrated as figure 3. 

Figure 3: PNN Model 

20 



4.3.4 Advanced Classification Trees (CART) 

The research uses advanced CART available in WebStat. Decision tree mode is a tree 

structured binary decision. Each decision tree has internal nodes and leaf nodes. Leaf 

nodes represent the final decision or prediction. CART labels each leaf node a l.lluque 

increasing integer number from left to right starting from 1. All the records in the dataset 

are assigned an integer. 

CART creates decision trees to predict categorical dependent by usmg both 

categorical and continuous predictors. Advanced CART optimizes the options for large 

and very large dataset. 

Gini was selected for goodness of fit measurement to achieve the best performance. 

The maximum number of tree level that can be used in WebStat is 32. The research uses 

32 as maximum tree height since the tool can restore to the tree structure that has best 

performance. The training selects lO-fold cross validation sampling to achieve best 

training and testing. 

A glance of a sample constructed tree layout is as figure 4. 
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Tree layout for 83� 
Num. of non-terminal nodes: 500, Num. of terminal nodes: 501� 

Figure 4: CART Model- Tree Layout 
B3: Met class of business 

4.3.5 Decision Tree - ANN Hybrid Model 

The idea of Decision Tree - ANN Hybrid Model is that the data is fed into decision 

tree first. Then the leave notes infonnation is obtained and added into the dataset. 

Artificial Neural Networks (ANN) training and testing are perfonned on this new dataset 

We used CART available to build the decision tree. The leaf node labels, which were 

unique integers as discussed in session 4.3.4, were obtained after CART built the tree. A 

new attribute of node label was added into the Oliginal dataset. 

We used back propagation for the artificial neural network model building. The 

parameters we used are the same as the ones for CART training alone and BP alone. The 

final model is as figure 5. 
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Original dataset 

..........)

ANN 

...... 

New dataset with node information 

DT 

Figure 5: Decision Tree-ANN Hybrid Model 

4.3.6 Support Vector Machine 

Support Vector Machine (SVM) is a learning method introduced by V. Vapnik e'L al 

[40]. SVMs perform binary learning. They only distinguish positive and negative two 

classes. It conducts computational learning based on Structural Risk Minimization. 

Structural risk minimization finds a hypothesis h for which the lowest true error is 

guaranteed. The true error of h is the probability that h will make an error on an unseen 

and randomly selected case. An upper bound of the true error can be used for h. Support 

vector machine finds the hypothesis h and minimizes the bound of the true error [41]. 

The research uses SYM_light package developed by Thorsten Joachims. The research 

experienced one to six degrees by using polynomial function. We found that the model 

with degree 3 has best perfonnance. 
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CHAPTER V 

RESULTS ANALYSIS 

In this chapter, we analyzed he results from two perspectives: the performance of each 

model and the input importance that each model used. 

5.1 Performance Analysis 

The performance measurement is calculated from confusion matrix of testing results. 

Twenty-fiv,e percent data were used fonn cross-validation testing in linear model, MLP, 

PNN and SVM. The la-fold cross-validation testing was done for CART. The 

performance result is the sum of total number correct prediction of "Correct" category 

and the correct prediction of "Wrong" category divided by the total number of testing 

case. 

The performance of a perfect model is 100% for both "Correct" category and 

"Wrong" category. The models that have accuracy near to 100% are good. A random 

classifier should have 50% accuracy. 

Table 6 shows the performance of each model for predicting customer servIce 

satisfaction. The results of met class are shown in smaller font as a comparison of 

separated sub-classes. According to the overall results from the confusion matrix, the 

ranking of the performance of the trained models is CART, PNN, SVM, BP/CG, BP, 
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Hybrid and the Linear Models. There are no apparent difference among BP/CG, BP and 

Hybrid. 

Table 6: Classification Accuracy of Customer Service Prediction 

Customer Service Skills - Cross Validation 

Class Case # Linear BP CG BP/CG PNN CART Hybrid SVM 
Met Some Correct 1469 68.77 66.77 60.28 68.88 0.00 90.13 66.96 0.00 

Wrong 13202 66.67 70.71 58.91 70.68 100.00 83.08 70.47 100.00 
Overall 68.56 70.38 59.04 70.52 90.26 91.65 70.33 89.95 

Met 1 Correct 5969 58.16 60.29 54.35 60.80 28.78 74.43 62.80 18.44 
Wrong 8702 60.31 61.24 54.77 60.73 86.37 70.37 58.66 90.64 
Overall 59.04 60.87 54.60 60.76 63.13 74.65 60.40 61.28 

Met 2 Correct 5841 59.40 59.15 51.25 60.12 34.63 83.79 61.07 22.79 
Wrong 8830 59.93 61.75 52.85 62.88 81.55 63.59 61.95 88.65 
Overall 59.72 60.73 52.22 61.79 64.93 73.85 61.60 62.54 

Met(] and 2) Correct 11810 55.77 61.29 47.46 60.87 99.79 74.69 61.88 100.00 
Wrong 2861 54.30 62.98 45.44 62.81 0.35 83.94 61.45 0.00 

Overall 55.49 61.62 47.07 61.25 89.57 76.50 61.61 80.30 

Exceeded Correct 1396 65.58 67.25 50.29 68.71 0.00 91.12 65.08 0.00 

Wrong 13275 63.32 68.51 49.14 68.72 100.00 84.12 71.43 100.00 

Overall 65.37 68.39 49.25 68.72 90.97 82.36 70.85 50.35 

For example for Met 1 class, there were 5969 records out of 14671 falling into 

"Correct" category in the d.ataset and the remaining 8702 records fell into "Wrong" 

category. CART predicted 4443 out of 5969 correctly, which was 74.43% shown as 

correct prediction of "Correct" class. CART predicted 6124 out of 8702 correctly, which 

was 70.37% shown ill Table 6. 

Since 25% of the records in the dataset were used for cross validation for linear, 

MLP, PNN, and SVM, which is different from CART, the base to calculate the accuracy 

was different from CART, which was 3668. For example for met I class again, 1448 

records out of 3668 fell into "Correct" category and the remaining 2220 records fell into 

"Wrong" category. 873 records out of 1448 were predicted as "Correct" correctly which 
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is 60.29%. 1359 out of 2220 were predicted as "Wrong" correctly, which .is 61.21% 

shown in Table 6. 

Table 6 also shows the accuracy details for customer service satisfaction. The research 

predicted met class and also predicted each met sub-dass by splitting the met class into 

two. Usually the prediction of one large class has higher accuracy. However, it is not true 

for met class of customer service satisfaction. The big class has more noise. The 

performance of predicting one large class is very close to the perfonnance of predicting 

sub-classes. According to this fact, the research reveals that the scale used for customer 

service evaluation is not proper and caused data without good differentiation. The CSRs 

in sub-class 1 are more likely met-some performers. The CSRs in sub-class two are more 

likely exceeded performers. 

Table 7 shows the performance of each model for predicting business need 

satisfaction. The way to calculate the perfonnance of business need prediction is exactly 

the same as the way for customer service. The ranking of the perfo!mance is the same as 

the models for customer service. 

After looking into the detail accuracy of each correct/wrong class, the research found 

that PNN models are not valid for the dataset used. The research trained ~everal PNN by 

using different smooth factors, with or without setting priors and also trained with 

different setting of prior. Priors are the weights of "Correct" category and .; Wrong" 

category. The accuracy is either too low for HCorrect" or too low for "Wrong". SVM has 

the satne problem as :PNN and the model built by using SVM is not valid either. 
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Table 7: Classificati.on Accu1"l1cy ofBusiness Need Pre4letio'D 

Business need Satisfaction - Cross Vali<i:a:tion 

Class Case # Linear BP CG BPiCG PNN ICART Hybrid SVM 
~4. ~/o % % % % % % 

Not met Correct 63 50.00 53.&5 53.85 53.85 0.00 100.00 65.00 OA}O 
Wrong 14608 74.80 80.24 65.70 81.91 99.97 96.45 87.92 1oo.0D 
Overall 74.73 80.15 65.66 8L81 99.46 99.62 8-7.80 99;73 

Met Correct 3533 76.63 80.29 43.24 79.05 52.77 93.43 91.32 51.96 
Some Wrong 11138 75.33 81.14 40.66 81.90 91.73 83.38 82,63 90.59 

Overall 76.33 80.94 41.29 81.21 82.52 ·89.14 82.33 82.98 
.Met Correct 5974 66.14 70.36 62.35 70.23 52..20 82,64 71.02 50.19 

Wrong 8697 60.30 68.03 59.38 67.94 81.40 75.03 69.01 90,S9 
Overall 62.67 68.98 60.59 68.87 69.53 79.82 69,88 69.84 

Exceeded Correct 3610 68.31 73.77 55.77 74.22 23.10 93.•82 16.5% .-~4514_f 

Wrong 11061 72.46 74.78 50.09 75.71 94.23 79.71, 73.93 94.74 
Overall 71.46 74.54 51.53 75.38 77.12 86.51 14.591 76,15 

Far Correct 1510 71.03 74.92 59.22 75.·83 2.'12 96.82 78.00 0.00 
Exceeded 

-,.
Wrong 13161 75.68 78.78 58.70 79.32 99.46 85.81 Bl.iS 100.00 
Overall 75.17 78.43 58.74 79.00 90.69 92.33 80.84- 96.12 _. 

BP/CG models are supposed to have better perfomlanee than P -aJOM accordJng to 

purpose ofCG [37]. The typical training chart is showing as figure 6. According to the 

figures that sh~ving in above tables, the performance of eonjugategradient alone has 

poor perfonuance. The performance of BP/CG i.s a bit better than BP. However file 

results are very 'Close. It is not proper to make the conclusion that the models trained by 

BP/CG have better perf'imuanc:e than the ones from BP alone based this research. 

The perfonnance ofhybrid model was expected at least the same as CART. However. 

the final accuracy from this researcb is a bit better than BP .and BP/CG model. 
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Figure 6; Training 'Chart of .Exceeded Class ofBusiness Needs� 
'1'l: Training errorsofbatk propagation� 
81: Cross Validation errors uf back p.ropagation� 
TZ~ Traoiningerrorsofconjugate gradient� 
S2: Cross Validation errors ofba·ck propagationlconjugate gradient� 
T3: Training errors of back propagation/conjugate gradient� 
S3:Cross Validation errors of back propagation/conjugate gradient� 

The Linear model serves as a comparison for other models. The models trained by 

other algorithms are supposed to have at least the performance that linear models can get. 

The performance of linear models is better than the performance of CG only after getting 

rid of PNN models. 

CART models have the best performance in the research. They not only have the best 

overall performance, but also they have highest accuracy to predict "Correct" (Cl) and 

"Wrong" (CO) for aU each class. Figure 7 shows the confusion matrix chart of met class 

from business needs attributes. 
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Figure 7: Confusion Matrix of Met C.ass of Business Needs.� 
Plot Cl-Cl (high green bar): correct prediction of "Correct" category� 
Plot CO-CO (high red bar): correct prediction of "W.rong" category� 
Plot Cl-CO (low green bar): incorrect prediction of "Correct" category� 
Plot CO-C I (low red bar): incorrect prediction of "Wrong" category� 

5.2 Inputs Sensitivity Analysis 

The sensitivity analysis is available in Trajan but not available in WebStat. Trajan 

allows the prediction conducted when there is one or more attributes in absent. The 

sensitivity is calculated by the accumulated errors when a particular attribute is removed 

from the training. When an attri.bute is removed from the training model, the higher the 
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error is, the more important the attribute is. The importance of the inputs is ranked by the 

accumulated enor. 

PNN analysis and SVM analysis are not included since the models are not valid. CO 

is not included since the perfonnance is not good and the accuracy is near random 

accuracy, which is 50%. 

Table 8: Inputs Importance Ranking of Customer Ser\'ice 

Customer Service Satisfaction - Sensitivity 
Analysis 

Class Algorithms Agent Date Training Product ACW Adberence Aux Attendance Note 
Met Some Linear 7 1 5 3 4 2 8 6 

BP 3 1 2 4 6 7 8 5 

BP/CG 8 1 3 2 7 5 6 4 
Hybrid 4 1 8 3 9 6 5 7 2 

Met 1 Linear 3 1 5 4 6 8 2 7 

BP 2 7 6 1 8 4 3 5 
BP/CO 2 8 6 1 5 3 7 4 

Hybrid 2 3 5 1 8 4 6 7 9 

Met 2 Linear 2 1 5 7 8 3 4 6 

BP 8 6 7 1 3 21 51 4 

BP/CG 4 2 5 I 71 3 8 6 
Hybrid 8 5 9 6 3 2 71 41 1 

.Met (1 & 
2) 

Linear 

BP 
4 
8 

1 

1 

8 
3 

5 

7 
2 
6 

31 
5 

6 
4 

71 
.,1.., 

BP/CG 8 1 3 7 6 5 4 2 
Hybrid I 7 1 4 6 3 5 8 9 2 

Exceeded Linear 2 1 7 3 5 6 8 4 

BP 7 1 5 2 4 3 6 8 

BP/CG 8 I. 2 4 5 3 6 7 

Hybrid I 4 3 6 1 9 8 2 7 5 

Table 8 is the sensitivity ranking of customer service prediction. Product is very 

sensitive on predicting customer service satisfaction, which indicates that CSRs in some 

products have more opportunity to far exceed than the CSRs in some other product. 

Adherence is important too. Adherence is how much a CSR want to adhere to his!h.er job. 
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Adherence reveals the attitude toward work. A good attitude may lead to good customer 

service performance. 

Another interesting characteristic is that the date is important when predicting 

customer service satisfaction. The reason why date is important maybe that the dates are 

affected by call types. One type of calls may be dominant of all types of calls during a 

certain period. After that period, calls of another type become the majority in the call 

volume in next period. Can types are not tracked in this research. The affect of call types 

may appear as date. Another fact can be training or coaching delivery date. The customer 

service satisfaction may be improved right after the coaching or training delivery and 

may be dropped after a certain period of the delivery. 

The ranking analysis from Linear Models, BP models, BP/Ca models and Hybrid 

models are pretty consisting on predicting business need satisfaction. The input 

sensitivity ranking of business need satisfaction is shown in Table 9. 

The product become more important on predicting business needs from not met class 

to far-exceeded class. This can be interpreted that a CSR has more opportunity to be far 

exceeded if a CSR is in some product. A CSR has less opportunity if helshe is in some 

other product. 

Agent is more important when predicting exceeded and far-exceeded classes. It 

means that the top performers are likely staying on the top most time. The perfonnance of 

the CSRs whose performance fall into met or below met is not stable. However, they are 

more likely staying in met class or below. 
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Table 9: Inputs Importance Ranking of Business Needs� 

Business Need Requirements - Sensitivity Analysis� 
Class Algorithms Agent Date Training Product ACW Adherence Aux Attendance Note 

Not Met Linear 2 7 1 6 4 8 5 3 

BP 7 1 2 6 4 8 3 5 
BP/CG 7 1 6 8 4 5 2 3 
Hybrid 4 5 9 2 8 7 3 6 1 

Met Linear I 6 2 5 3 4 1 8 7 
Some BP 4 3 7 1 8 2 5 6 

BP/CG 4 3 5 1 8 2 6 7 
Hybrid 4 2 3 1 8 9 5 6 7 

Met Linear 2 1 6 4 3 5 7 8 
BP 7 1 4 2 8 3 5 6 
BP/CG 8 1 6 2 7 3 5 4 
Hybrid 7 3 6 2 8 4 5 9 1 

Exceeded Linear 6 8 4 3 2 I 5 T 
BP 3 6 8 2 4 1 5 7 
BP/CG 5 3 7 2 4 1 6 8 
Hybrid 5 2 8 9 4 1 3 7 6 

Far Linear 2 3 7 1 6 5 4 8 
Exceeded BP I 2 4 8 1 7 3 5 6 

BP/CG 2 4 5 ] 8 3 6 7 
Hybrid 3 4 7 1 8 6 5 9 2 
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CHAPTER VI 

CONCLUSION 

The research built six types of models to predict quality score of customer service 

satisfaction and business need satisfaction by using Linear models, Multi-Layer 

Perceptrons, Probabilistic Neural Networks, CART, Decision tree-ANN Hybrid model 

and SVM. The research compared the performance of the six types of models based on 

the confusion matrix results of cross validation. The performance is also analyzed by 

using the accuracy of "Correct" category prediction and the ac,curacy of "W'rong" 

category prediction. The winning models are the ones that were trained by using CART 

in WebStat. The overall accuracy from CART is 80.63% on predicting customer service 

satisfaction and 89.48% on predicting business need satisfaction. The accuracy of 

"Conect" category and the accuracy of "Wrong" category are very close. The trained 

models based on CART can be used for future prediction. Back propagation with 

conjugate gradient did not have significant better performance than back propagation 

only. 

The research also analyzed the sensitivity of inputs. The research found that products, 

agents and dates could affect the quality of perfonnance than time management. The 

CSRs serving in some products have more opportunity to exceed the expectation than the 

ones in some other products. The top performers constantly exceed or far-exceed the 

expectation. The perfonnance ofCSRs whose evaluation results falling into met or below 
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is not so stable as top perfonners. The research suggest that call center management team 

should focus training and coaching the individuals and products that constantly have low 

quality instead of emphasizing balancing the length of times spent on cans. 
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APPENDIX A: A Samp[e ofOriginal Data 

Agent Date Training Product Attendance ACW Aux Adherence Service· Business 
715 OI-Dee-01 0 17 0 10 0.1103 0.9709 3.21 3 

1870 01-Dee-Ol 0 17 0 8 0.0299· 0..9834 3.87 3 
1867 OI-Dee-01 0 17 0 11 0.1261 0.9723 3.43 3.12 

1232 Ol-Jan-Ol 0 20 0 270 0.2355 0.92 3 3 
5614 Ol-Jan-Ol 0 20 0 340 0.1955 0.92 3 3 
5642 OI-Jan-OI 0 20 0 147 0.3761 0.92 J' 3 

295 OI-Jan-OI 0 20 0 415 0.316 0.92 2.79 2.64 

303 Ol-Jan-Ol 0 20 0 257 0.3037' 0.92 3.09 3 
508 OI-Ian-OI 0 20 0 293 0.2417 0.92 2.13 3 

494 OI-Jan-Ol 0 20 0 83 0.3754 0.92 3.4 3 

1232 Ol-Feb-OI 0 20 a ]99 0.2332 0.9267 3 3.06 

5614 OI-Feb-OI 0 20 0 634 0.1264 0.8855 3.05 J 
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