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1. INTRODUCTION

The air we breathe is continuously being pollutgdhiiman activities such as driving

cars and trucks, burning coal, oil, and other folssls, and manufacturing chemicals.
Even smaller everyday activities such as dry clegnilegreasing and painting operations
add gases and particles to the air we breathe.eAshe U.S. Environmental Protection
Agency (EPA), an adult breathes approximately 3@a@llons of air everyday, and

children are even more susceptible to air pollusote they breathe more air per pound
of body weight. Air pollution thus is a problem falt of us. Health effects from exposure
to high levels of air pollution include irritatioto eyes and throat and breathing
difficulties. Long term exposure to air pollutionragncause cancer, respiratory problems

and in extreme cases, it can even cause death.

The Clean Air Act requires EPA to set the NatioAahbient Air Quality Standards
(NAAQS) for pollutants considered harmful to pubkiealth and the environment. The
National Ambient Air Quality Standards are set $bx principal pollutants, which are
called “criteria” pollutants. Ozone, ;Qis classified as one of these criteria pollutants
Ozone pollution in the lower troposphere is a m&sue in several urban and suburban
areas. The original NAAQS for ozone was a 1-hr agerof 0.12 part per million (ppm),
not to be exceeded more than once a year. In 99y, EPA revised the standard to an 8-

hr average of 0.08 ppm that is based on a 3-yeange of the fourth-highest daily



maximum 8-hr average ozone concentrations measatredch monitor within an area
(EPA, 1998). Since, the ozone concentrations a@suared to the nearest part per billion
(ppb), the smallest concentration required to eddbe 1-hr and 8-hr ozone standard are
125 ppb and 85 ppb respectively (Lin et al., 20@Aone is not emitted directly into the
air, but is formed by the chemical reactions betweeides of nitrogen (N and
volatile organic compounds (VOC) in the presenceuwilight (EPA, 2003). Typically,
the necessary conditions for ozone formation agh tprecursor emissions, heat and
sunlight. Hence, high concentrations are generaligerved during summer months.
Ozone poses a variety of health problems includhnggst pain, coughing, and can worsen
bronchitis, emphysema, and asthma. Long term oeapesure may also permanently
scare the lung tissue (EPA, 2003). Ground levelnezalso damages vegetation and
ecosystems. EPA estimates the cost of damage ddlateeduction in crop production
due to ozone at $500 million per year. It is thesyvimportant to understand how both

the chemical processes and meteorological conditiffiect the ozone formation.

Presently Oklahoma is in compliance with the NAAQ@it there are a few sites in
Oklahoma that are approaching ozone levels in exaethe NAAQS. This study focuses
on identifying the areas in Oklahoma with high levef ozone and studying the effects
of local meteorology on these ozone levels fortitme period of 1998 to 2000. The work

was conducted in three parts:
» First part is the analyses of temporal distributtdrozone that includes studying
1-hr and 8-hr exceedance patterns and identifyigpees of high ozone levels to

study the relation between various meteorologieshmeters and ozone.



» Second part is performing geostatistical analysestudy the diurnal variation of
ozone and conducting spatial analysis to identi§aa having high probability of
ozone standard exceedances.

» Finally regression analysis was performed to dgv&oecasting models for three
types of responses. These responses are the nettitaozone, 8-hr ozone and

daily maximum 1-hr ozone concentration.



2. LITERATURE REVIEW

2.1 Processes affecting ozone concentrations

A thorough knowledge of basic ozone formation psses will help understand the
ozone trends and forecast the effects of weatheozmme and emissions. Ozone is a
secondary pollutant formed in the atmosphere thrqgptochemical reactions involving
nitrogen oxides (NOx) and volatile organic compaa{MOC) in the presence of sunlight
(Zhang et al.,, 1999). Ozone concentrations usubliyid in stagnant atmospheric
conditions such as light surface winds and high taimperature. However, local
conditions are not solely responsible for ozonenfiion. Transport of ozone and/or
precursors can also cause high ozone levels. Tolespf meteorological parameters is as

important as chemical reactions for understandnogigd level ozone trends.

Precursors have both anthropogenic (man-made) iagédroc (natural) sources. Some of
the major sources of NOand VOC include emissions from industrial facaggi and
electric utilities, motor vehicle exhaust, gasolvepors and chemical solvents (EPA,
2003). Trees, plants and other vegetation also ¥@(s. In the presence of ultra violet
radiation (hv), oxygen (& and oxides of nitrogen react to form ozone. Agkim (2000)

explains the ozone formation process with and witlibe presence of VOCs. The NO



titration actually destroys ground level ozone:

NO +OG;— NO + O, Q)
NO, thus formed reacts with oxygen (ambient &d Q from NO titration) in the
presence of sunlight to form ozones O

NO, + O, + hv— Oz + NO 2)
In the presence of VOCs, the degradation reactmi¥OCs lead to formation of
intermediate R@ and HQ radicals. These radicals convert NO to NitDat finally
photolyze to form ozone. The two step process waablin ozone formation with VOCs
is:

VOCs + NO— NO, 3

NO; + O, + hv— O3 + NO 4)

Figure 1 shows the ozone formation process withvatitbut VOC s as described by

Atkinson (2000).

s HOy OH
Ll RO; RO"

] N
N/

NO NO; N

! 05

FIGURE 1: Ozone formation process in (a) the absence of VQi}dhe presence of
VOCs (Atkinson, 2000)



Ozone concentrations are generally higher duritey@dons (10:00 am - 5:00 pm) due to
ozone-favoring conditions such as high temperaang ozone formation from NO

Ozone is monitored at 15 stations located stateimidigferent counties as per 2000 data.
Ozone concentrations are recorded hourly all thmougthe year. Figure 2 shows diurnal
variation of ozone for five sites in Oklahoma. Téwmone concentration for each hour is
averaged for the summer season (May to Septentdregnth site. All the five sites show
a similar diurnal pattern confirming the above aptcof higher ozone concentration in

the afternoon hours.
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FIGURE 2: Diurnal variation of ozone averaged over May tot8ejer, 2000 at 5 sites
in Oklahoma (Raw data retrieved from U.S. EPA, Tetbgy Transfer Network (TTN),
AQS)



Figure 3 shows a comparison of daily variationgOgfand NQ. A lag was observed
between occurrence of peak pgdncentration and peaks©@oncentration value. This lag
time in peak @concentration occurs because N®acts with sunlight to form OThe

data in Figure 3 also shows that overall Nédncentrations are much lower thag O

concentrations.
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FIGURE 3: Daily variation of Qand NQ concentrations at Skiatook, Oklahoma
September 2, 2000 (Raw data retrieved from U.S.,HHA AQS)

An in depth understanding of variations in meteagaal parameters and their impact on
0zone concentrations is important in order to cbhothe right parameters to forecast

ozone. A basic knowledge of the physical signifaarof these parameters in ozone



formation is equally important to assess the tregelserated from available data. The

following discussion explains briefly the influencé various weather parameters on

ozone (Ludwig et al., 1995):

Sunlight - Ultra violet radiation is needed for aegohotochemistry.
Temperature - Higher temperatures increase theophemical reaction rates. In
addition, evaporative emissions of VOCs increas¢h wiigh temperature.
Biogenic emissions also increase because of highdeature.

Vertical temperature variation - Vertical mixinggsverned by the phenomenon
of adiabatic lapse rate (temperature change byhtjeigstrong stable conditions
tend to confine the pollutant emissions and ozamecentrations. In addition,
aloft temperature inversions inhibit vertical migitoy aiding the confining of
emissions.

Wind - Surface winds serve the basic process ofilaion. Lower wind speeds
cause the accumulation of emissions, thus makimghehni concentration of
precursors available for ozone formation. Also, tkene concentrations formed
are retained in stagnant air conditions. Aloft varadfect the ozone formation in
a different manner. These winds are primarily resgade for regional transport
of air emissions. Ozone and precursors are tratesparto a region overnight or

in early mornings.

These mechanisms control the local ozone concemisatand thus determining the

amount of influence of these parameters is necggsdorecasting ozone.



2.2 Concepts in Geostatistics

Geostatistics is the statistical procedure for tmieg a correlation of spatially

distributed random variables and for performingeipblation and areal estimation of
these variables (Copper and Istok, 1988). Geostatisvas applied here to study the
spatial distribution of ozone in Oklahoma. The Wypulata recorded at ozone monitoring
stations set up by EPA were used to study the diwrariations in ozone. It is hence

important to understand the basics of geostatistics

A variogram is a basic tool in geostatistics fosaéing spatial correlation. A variogram
or semivariogram is a graphical representation ofnathematical function called
semivariance versus the distance between data svalllee semivariance can be

calculated using the following equation given bgaks and Srivastava (1989)

N(h)

_| 1 _ 2
y(h) = {m} Z[Z(Xi+h) ()] ()

i=1

where, N (h) = the number of sample pairs sepaitayetie vector h, z (xis the sample
data value at measurement pointhhere are several variogram models that areablail
such as linear, spherical, and gaussian. The vanognodel is selected from a set of
mathematical functions that describe spatial refetips. The model is selected based on
comparison of the shape of the experimental vasimgand that of the mathematical
function. Figure 4 shows a sample spherical senaigeam. A semivariogram is a plot of

semivariance versus lag distance.
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FIGURE 4: A typical spherical semivariogram (PINCOCK Pergpes, 2001)

The important features of a semivariogram, as shiowhRigure 4, are range, sill, and
nugget, which are explained below:

Range - With the increase in separation distance betweains, the corresponding
variogram value will also generally increase. Evally, the curve asymptotes, and there
is no further increase in the variogram value wittrease in separation distance between
pairs. The distance at which the semivariogramhesdhis constant value is called the
range.

Sill - The constant value that the variogram achietvésearange is called the sill.

Nugget - The intercept on the semivariance or Y-axiseabzor very small separation
distance is known as nugget. Ideally the semivagaat zero separation distance should
be zero, but because of several factors, suchnaglisg error and short scale variability,
there may be a vertical jump from the value of zardhe origin for extremely small
separation distances.

Lag - Lag is the average distance for grouping pointsvimtiogram calculation (i.e.

minimum distance between sample points).
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The development of geostatistics has resulteddrgéneration of an estimation technique
commonly known askriging.” Kriging is a geostatistical interpolation methagkd to
estimate the quantity of interest at an unsampmedtion based on nearby measurements.
Kriging is generally associated with the acronyni..B.E. for “best linear unbiased
estimator.” (Isaaks and Srivastava, 1989) Ordikaiging is “linear” because it estimates
the unknown samples values based on weighted loeabinations of the available data;
it is “unbiased” since it tries to achieve meandeal or error (m) equal to O; it is “best”
because it aims in getting minimum variance ofehers 6%). (Isaaks and Srivastava,

1989).

Indicator kriging — This procedure determines the probability of dathues in a given
location to exceed a threshold value (also knowmdator kriging cut-off value), by
using the samples in the neighborhood (Isaaks &aStava, 1989). Indicator kriging is
performed by coding the data values as 1's fordhmaeeding the threshold values, and
0’s for those data values below the threshold vallese indicators are then analyzed to
determine their spatial directional variability via series of experimental variograms.
By assessing these variograms, orientations oftegeand least spatial continuity are
defined. Corresponding to these directions, vasaogrmodels are fitted to the
experimental variogram. Then using ordinary krigifigr indicator values, the
probabilities of exceeding the threshold valuedestired grid locations are determined.
Geostatistical software provides visual outputthim form of contour maps of areas with

different probabilities of exceeding the threshaldlues. The software GS+ (Geo

11



Environmental Sciences version 7.0) was used srdgearch for generating probability

maps of areas exceeding the ozone standards.

2.3 Concepts in Regression Analysis

Regression is a statistical technique used to mhéter relationships between variables.
For ozone forecasting, regression equations ard tsaletermine the relationship of
response (i.e. 0zone concentrations) with predidiice. temperature, wind speed, relative
humidity, etc.). Statistical parameters such asdRie and p-value are used to choose the
best regression model. Since more than one variafflects ozone production, a
multivariate linear regression (MLR) is used to eélep a regression equation to forecast
ozone. A MLR model can be given in a generic foem a
Y =B+ BiXt BoX ot BiX tE (6)

where Yy is the response variable

Bo is the intercept

B1 is the slope coefficient for the first explanateariable

B2 is the slope coefficient for the second explanat@riable

Bk is the slope coefficient for the kth explanatoayiable, and

¢ Is the remaining unexplained noise in the data(e(Helsel & Hirsch, 1995).
There are three types of procedures for selectiegbest MLR model, viz. forward
selection, backward elimination and stepwise resjoesForward selection starts with
an intercept and adds variables to the equatiorabagime. Once a variable is selected it
stays in the model. Evaluation for parameter tesélected in the model is done using

partial F or t statistics. The variable with th@lest significant partial F or t-statistic is

12



included, and the process repeats until eitheawdilable variables are included or no
new variables are significanBackward elimination starts by forming a regression
equation using all the variables. It starts elirtimga variables with the least partial - F
statistic (lowest |t|). It stops its procedure wh#érihe remaining variables are significant.
There are certain variables that individually mat have a significant impact on the
model, but might have a combined significance vatiother variable. Neither of the
approach capitalizes on this situati®epwise regressiortombines the concept of both
forward selection and backward elimination. It aleges between adding and removing
variables, checking the significance of individuatiables within and outside the model.
Variables that show initial significance while entg the model will be removed later if

they lose significance (Helsel & Hirsch, 1995).

2.4 Past tropospheric ozone studies

G.C.Tiao (1983) plotted monthly averages of ozomenfJanuary 1958 to 1978 that
showed that there is a strong seasonal patterntower He found there was a phase
difference in the seasonal pattern between theheortand southern hemisphere. This
was evident from the findings that, for northertesj maximum ozone values were found
in March and April and minimum concentrations wérend in September and October,
and the opposite was true for the southern siteger@l authors including Angell and

Korshover (1973), London and Kelly (1974), and Kgmét al. (1971), have used linear

regression to study the ozone trends in their aisly

13



Ludwig et al. (1995) performed cluster and emplraxéhogonal function (EOF) analysis
to study the spatial patterns of daily ozone maxiassociated with violations in
Pinnacles National Monument in Monterey Bay Unifignl Pollution Control District.
This study focused on finding answers to questisush as what meteorological
conditions were associated with the NAAQS exceegsme the Pinnacle area, whether
the exceedances were mainly because of local noddgoral conditions or because of
regional transport, and finally studying the ozqa¢terns associated with the high-ozone
concentrations. Their analysis used daily maximbouyr-average ozone concentrations
for various sites in the chosen area. Meteoroldgigarameters of focus were
temperature, wind, pressure, and temperature €ifter between coastal area and central
valley, depth of mixed layer, and inversion. THeamdings suggest that ozone violations

were attributed to aloft transport winds and statersion layer.

An association of meteorological parameters tenmiperapressure, dewpoint, and wind
speed with diurnal maximum ozone concentration (OMIGvas studied by Vukovich
(1995) for the eastern United States. The onlyigterst relationship between ozone and
meteorological parameters was found between ozadesarface wind speed. Surface
wind speeds were found to be negatively correlati#kd ozone. It has also been shown
by Vukovich (1994) that @concentrations increase with temperature for ranal urban

sites.

Previous efforts to relate ozone concentration dataurface meteorological variables

found that temperature, wind speed, relative humidind cloud cover were important

14



variables (National Research Council, 1991). Bldeldfet al. (1996) modeled ozone
concentrations using meteorological parameters saghwind direction, dew point
temperature, and sea level pressure. Profiles grkssion surfaces generated indicated
that ozone concentrations had a characteristictifumad relationship with temperature
but the scale of response was dependent on theseghaumidity. A nonlinear parametric
model was developed to account the effect of sedstmpendence, and it was found that
80% of the variance in ozone concentration data asained by incorporating the
seasonal trend factor into the model. The propd$saral Networks by Chaloulakou et
al. (2003) provided better forecast of summertimena@ concentrations over multiple
Linear Regression models based on same set of ugsigbles. Their neural networks
could also be employed to calculate the maximumrmezmncentrations for days that had

unavailable data.

Temperature was the most significant meteorologipatameter affecting ozone
concentrations for the studies conducted by Olsagrad. (1997). Their study found that
a linear combination of temperature and sum ofndtogen oxide compounds (N
provided a better association withs @s compared to their impact individually. The
number of @ molecules produced per N@olecule present varied from 4 to 14 for a
temperature range of (22 °C — 33 °C), while temipeeahad negligible effect on the
number of Q@ molecules produced per N@olecule consumed. They concluded that at
higher temperature {vould form near the emission sources while at lo@mperatures

the same amount ofs@orms eventually at further distance downwindha source.
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The use of generalized additive models and clustatysis showed that daily maximum
surface temperature, the daily mean v componerih®fsurface wind and total daily
global radiation were the most important covaria@ssociated to high ozone
concentrations (Davis et al., 1999). The wind congmts were identified as three
components — the west-east component (u, positreen fthe west), south-north

component (v, positive from the south) and opadoedccover (opcov).

Regression-based methods are aimed primarily ac#ésting or performing trend

analysis and to some extent studying the underlyneghanisms. Thompson et al. (2001)
suggest that use of statistical methodology shdwgd process driven. A thorough

understanding of underlying mechanisms should leebidsis of selecting a statistical
procedure for analysis. The choice of methodoldgy depends on the type of analysis
(e.g. trend analysis, forecasting or assessinggdsam mean level etc.) desired. Thus it
is very important to set forth the objectives af 8tudy and the type of analysis required

before selection of a statistical procedure.

Considerable past efforts have been made to deterthie dependence of ozone on
volatile organic compounds (VOC) and oxides ofagn (NQ) in different urban and
non-urban regions. A study of weekend versus weekdane concentrations provides a
means for empirically investigating the impact o0& and NQ reductions on ozone
formation (Blanchard et al., 2001). The study wasdd on the fact that the relative
ozone precursor concentrations were significantifferd@nt on weekends than on

weekdays. Their studies for central California sedwthat most VOC-limited sites
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exhibited higher weekend peak ozone concentratiaMsereas N@limited sites

generally had higher weekday peak ozone levels.

Lin et al. (2001) examined the long term trendexeeedances of the new and the old
ozone standards in the United States over thetwastiecades. They focused their trend
analysis on summer months (June-August) based @n findings that these summer

months accounted for 81% of all the exceedancdsoirtheast, 60% in the Southeast,

70% in the Northwest, and 58% in the Southwest.

Vukovich (2003) showed that temperature and higtemeapor were necessary, but not a
sufficient condition for high ozone to be foundBaltimore-Washington corridor. They
suggest that sufficiency condition is satisfied wisgynificant amounts of solar radiation
reach the site and when stagnation conditions pravéghe same time. They used three
data sets - complete 15-year summer data set, d'5syenmer data set and 15-year data
set that included only those days with daily maximazone concentrations (DMOC)
greater than or equal to 100 ppb (DM&IOO ppb). For the complete data set,
temperature and dew point were the most significagteorological parameters, for the
summer data set of 15 years, temperature and skgrcwere the significant
meteorological parameters and for the data set thghconditions of DMOE100 ppb
the meteorological parameters of highest influemege surface wind speed and sky
cover. A regression model of daily mean ozone coimagons on the meteorological
parameters like temperature, relative humidity, amihd speed can explain

approximately 70% of the ozone variability (Tares@nd Karpetchko, 2003).
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Qin et al. (2004) analyzed the annual trends, teaipand spatial distributions and
weekend effect of exceedances for both the 1 hi8amdGQ NAAQS in California south
coast Air Quality Management District (AQMD). Theuhd that the 8 hr £air quality
standard greatly increased the number of non-atimh episodes in AQMD in the period

1997-2001.

Casado et al. (1994) applied geostatistical angalization procedures to analyze hourly
ozone measurements collected from 29 stationsdrstiutheastern United States. They
generated semivariogram for every hour of the dastudy the diurnal pattern of ozone.
Local factors were dominant over the ozone prodagbrocess during daytime hours and
regional factors and small scale uneven variatlmrsame more dominant in the ozone

depletion process during the evening hours.
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3. SITE INFORMATION

EPA has monitoring stations for measuring groungtll@zone and oxides of nitrogen
and nitrogen dioxide at various sites in Oklahorithese stations record hourly
observations for ozone, NCand NQ. These data are available in the Technology
Transfer Network, Air Quality System (TTN AQS) oPB. Data from three years —
1998, 1999, and 2000 — were used for analysisr&igwshows the location of the ozone
monitoring stations in Oklahoma. A description @é specific information such as the
latitude and longitudes, elevation above mean seal IIMSL), type of site and site

identification is given in Table 1.

Meteorological data were obtained from Oklahoma dnes system. The Oklahoma
Mesonet consists of over 110 automated stationsroay Oklahoma. At every Mesonet
site environmental parameters are measured usirgd sestruments on or near a 10m tall
tower. Recordings are made every five minutes aed transmitted to a central facility
24 hours a day throughout the year. Figure 6 sleotypical Oklahoma Mesonet site with
approximate positions of various recording instraoteeused. Table 2 lists the variables
measured at Mesonet site, the type of sensors ukedstandard units and a brief

description of measurement technique.
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FIGURE 5: Location of ozone monitors in Oklahoma, 2000 (UEEBA Office of Air and

Radiation, AQS)
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TABLE 1: Description of ozone monitoring sites in Oklaho@@00 (U.S. EPA Office of Air and Radiation, AQS)

Site Identification

County Type of Setting Site Elevation Latitude Longitude
(ID) Above MSL
9002 Cherokee RURAL 238 35.855 -94.986111
49 Cleveland SUBURBAN 1170 35.32 -97.488333
647 Comanche RURAL 347 34.648889 -98.366111
670 Jefferson RURAL 0 33.894167 605673
9003 Kay RURAL 335 36.662778 -97.074444
441 Latimer RURAL 0 34.709722 -95.0725
300 Love RURAL 1 33.8825 -97.275833
1073 McClain RURAL 0 35.161389 -97.473889
311 Marshall RURAL 205 33.995 -96.630278
33 Oklahoma URBAN AND 379 35.516944 -97.505833
CENTER CITY
1037 Oklahoma SUBURBAN 354 35.612778 -97.472222
127 Tulsa SUBURBAN 198 36.198056 -95.973889
137 Tulsa SUBURBAN 200 36.373889 -96
174 Tulsa RURAL 221 35.938889 -96.0025
1127 Tulsa URBAN AND 167 36.206602 -95.976584
CENTER CITY
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TABLE 2: Summary of relevant variables measured at Mesateet@klahoma Mesonet)

Variable Type Sensor used Standard Units Description
TAIR - Air Core Thermistor degrees Celsius The average tempenateasured at 1.5 m (4.9 ft)
temperature| variable above the ground.
WSPD - Core Propeller meter per second The average wind speed withoataeg direction
Average variable vane measured at 10 m (32.8 ft) above the ground.
wind speed anemometer
WDIR - Core Propeller described in degrees in a| The vector average wind direction at a height ofril0
Average variable vane circle (from north), where (32.8 ft) above the ground. Note that wind dirattio
vector wind anemometer north is O degrees, east is 90 always describes the direction from which the wind
direction degrees, south is 180 degrees blowing and not toward which the wind is blowing.
and west is 270 degrees
RELH - Core Sorption described as a percentage = The average relativalltyat a height of 1.5 m (4.9 fi
Relative variable sensor above the ground.
humidity
PRES - Core Barometer millibars (mb) The average station pnessu
Station variable
pressure
SRAD - Core Pyranometer  watts per square meter The average amount of isalation received at the
Solar variable sensor. A tripod supports the sensor at a height8im
radiation (5.9 ft) at the southern end of the site, a pasisielected
to avoid reflections from the tower and to ensted ho
shadow from the tower obscures the sensor.
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4. TEMPORAL DISTRIBUTION OF OZONE

4.1 Method

Several studies have shown that the 8-hr standambre difficult to achieve than the 1-
hr standard. Studies conducted by Velasco et &0QR showed that five new non-

attainment areas for the 8-hr standard were idedtih California during 1997 to 1999.

The existing status of Oklahoma is complete attamnfor 1-hr and 8-hr ground level

ozone. However, a few sites in Oklahoma have shbvgh ozone concentrations.

Exceedance in this section is defined as those d#lisl-hr ozone concentrations higher
than 0.12 ppm and/or 8-hr ozone concentrationsenighan 0.085 ppm for the year
considered in the study. These exceedances ar@emified by averaging the ozone

concentration values over three year period. Howewveut off value of 0.12 ppm was

chosen for identifying 1-hr ozone exceedance damyeeshe number days exceeding 1-hr
ozone concentration value of 0.125 ppm in Oklahovese very few. Hence using the

0.12 ppm value did identify a few episodes to compa with the 8-hr exceedance

episodes. 1-hr ozone data for 1998-2000 was arthlszgarately for each year to identify
high ozone episodes. The 8-hg €ncentrations were calculated as moving averafjes
1-hr G; values. Exceedances were identified by applyingfacriteria to all the 1-hr Q

values in Microsoft Excel.
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The 1-hr Q exceedances were identified by the ‘If' criteridratt checks each 1-hr;O
value with the cut-off value of 0.12 ppm. If thehfvalue was higher than 0.12 ppm, it
was identified as exceedance. A similar critericasvapplied for 8-hr ©values, but the
cut-off value in this case was 0.085 ppm. Multigeceedances in a day were not
accounted separately. Thus in case of multiple edaeces only one exceedance was
counted per day. Ozone patterns were also anatgz&tddy the following distributions:

» Distribution of ozone exceedances by day of thekwee

» Distribution of ozone exceedances by hour of the da

» Distribution of ozone exceedances by month of ey
The aim of conducting this analysis is to providehground information required to
build a detailed forecasting model to predict ozaomcentration in Oklahoma. An
attempt is made here to develop a basic multilimegression model for Skiatook, a
suburban site in Tulsa. Description of the modelettgopment and the procedure used to

develop these models is provided in chapter 5.

4.2 Results and Discussion

Analysis was performed to compare the number okeadance episodes that occurred
following the implementation of 1-hr and 8-hr ozastandards. Figure 7 shows the total
number of 1-hr @ and 8-hr Q exceedance days that occurred annually from 1698 t

2000.

25



70

Annual exceedance days

1998 1999 2000
Year

FIGURE 7: Distribution of total annual 1-hr and 8-hr exceedtadays from 1998-2000
in Oklahoma (Raw data retrieved from U.S. EPA TTQRS)

It is observed that the number of 8-hr exceedaiags & noticeably higher as compared
to the number of 1-hr exceedance days. A countye wlistribution of the number of
exceedances of 1-hr and 8-hg €andard is shown in Figure 8. These exceedamnees a
actually obtained by analyzing data recorded atitoong sites in each county. Most of
the counties have only one site, except for Okladn@nd Tulsa counties. Hence the
graph is labeled as county-wise distribution ofemdances with the actual exceedances

being observed at the sites in the counties.
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FIGURE 8: County-wise distribution of average 1-hr and 8-horee exceedance days
from 1998-2000 in Oklahoma (Raw data retrieved fkdi8. EPA, TTN AQS)

Skiatook (Site 1d-137), a site in Tulsa, was fowadhave the highest number of 1-hr and
8-hr exceedances. The 8-hr exceedances were ap@ately five times the 1-hr
exceedances for Skiatook. Other sites that had higmber of exceedances were
Cherokee and Love. This study supports the workewkral other authors that the 8-hr
O3 standard is more difficult to achieve than ther1Gh standard. Sather et al. (2000)
showed that exceedances of the 8-hist@ndard were about four times the exceedances
of the 1-hr Q in Dallas in the summer of 1998. Y.Qin et al. (2D@onducted similar
work in the California South Coast Air Quality Mayganent District. They found that the
number of exceedances of 8-hy €dandard were about 13.5% higher than exceedafces

1-hr standard. The statistics presented above ateithe importance of Skiatook as a

27



potential site to exceed the ozone standard infuh@e. Spatial analysis to further
indicate high exceedances in Skiatook is provioserlin section 5.1. The data of
Skiatook was hence used for conducting detailedyses to study the effect of
meteorological parameters on peak ozone days.
Once a good understanding of the ozone formatioogss is developed, it is important
to identify the trends in ozone in the specificaavehere an ozone forecasting model is to
be developed. The result of the above analysesdtel the importance of Skiatook,
since it has the maximum days of 1-hr and 8-hr ezetandard exceedances. The
temporal distribution of ozone was thus studiedtier site in Skiatook. The analysis was
focused to answer questions relevant to ozone daoees such as:

* During what months are the 1-hr and 8-hr ozone ed@ece likely to occur?

* At what time of the day the highest ozone concéintia occur?

* Do ozone concentration peaks vary by day of thek®ee
Figure 9 shows the distribution of average annuaysdof 1-hr and 8-hr ozone
exceedances by month for Skiatook. The entire oenue of exceedance days were
found to be in July, August and September. Thisesy much expected since ozone
conducive conditions such as high surface temperatund high solar radiation are
generally available during the summer months of Mageptember. Figure 10 shows the
distribution of average monthly maximum temperatarel average monthly highest
temperatures recorded in Skiatook. A general heghperature trend during the period of
May to October was observed. This plot thus sugptnt explanation made above of
having ozone favoring conditions such as high teatpee during the months of July to

September.
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month from 1998-2000 for Skiatook
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FIGURE 10: Month-wise distribution of average daily maximuemiperature and

highest recorded temperature in Skiatook, 2000

Figure 11 shows a distribution of 8-hr ozone exeeeds by hour of day. 8-hr

exceedances were generally observed during lateings and afternoons around 10:00
a.m. to 5:00 p.m. The maximum number of exceedatomss place at 2:00 pm. Ozone

forms in presence of sunlight and hence as the ptagresses around afternoon a
considerable amount of N(has been utilized to produce ozone in presencimight.

Thus, higher ozone concentrations are observedglthie afternoon.
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days that exceeded 0.085 ppm from 1998 - 2000 igut &k

Another important aspect to be studied in ordeddwvelop a detailed ozone forecasting
model is the occurrence pattern of high ozone aanagons on the day of the week.
Figure 12 displays the distribution of the occucenf 1-hr and 8-hr ozone exceedances
by day of week for Skiatook. Tuesdays, Fridays &paturdays showed higher
exceedances as compared to other days of the wéekoccurrence pattern of ozone
exceedances for Skiatook is also compared to th#teoentire state. Figure 13 shows
exceedance day trends by day of week for Oklahdwsamilar pattern of Tuesdays and
Saturdays showing higher exceedances was obsevvéklef state. However, no specific
weekend-weekday effect was observed. A few episafidigh ozone concentrations

were identified by assessing the raw ozone datdasla for Skiatook. An investigation
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was also carried out to find the impact of metemgamlal parameters on days with high

0zone concentrations.
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FIGURE 12: Distribution of the average number of 8-hr andr Exceedances by day of
week from 1998-2000 for Skiatook
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week from 1998-2000 for Oklahoma

Refer to Appendix A for the raw data used to geteettae graphs in the above section.

4.3 Ozone episodes in Skiatook

Three episodes with high ozone concentration dagre whosen for further analysis. The

selection was made by identifying days having higheeedances. Table 3 lists the three

episodes chosen for this analysis.

TABLE 3: Selected @Episode Dates

y

YEAR STARTING DATE ENDING DATE
1998 September 1 September 7
1999 August 26 September 1
2000 September 1 September 7
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4.3.1 Episode I: September 1-September 7, 1998

Figure 14 displays daily maximum 1-hr and 8-hr azooncentrations for the week. Five
8-hr ozone exceedances and one 1-hr ozone exceedane observed during this week.
The variation of daily maximum temperature, wineéegp, solar radiation, pressure and
relative humidity were studied to investigate awoyiceable relationship with high ozone
concentrations. Figure 15 shows the variation daffydaaximum temperature and daily
maximum relative humidity for the week while Figuié shows the daily maximum
wind speed, solar radiation and pressure. A weghk hihr ozone concentration of 0.129
ppm was observed on th& &eptember. Monthly high daily maximum temperatofe
105 °F and lowest daily maximum wind speed of I#iph for the week were observed
on 4" September, that explain the occurrence of higmezooncentration. Pressure
values during the week remained almost constaninar@8.8 in. and solar radiation was
fairly constant throughout the week with an averafj21.9 MJ/M, except for a low
value of 18.4 MJ/rhon September 1. Daily maximum relative humiditysviairly low
with second lowest value of 71%. The daily maximtemperature values during this
week were well above the monthly average daily maxn value of 89 °F that help
understand high ozone concentrations during thekwd@emperature thus is one
meteorological parameter that should be consideredexplaining high ozone
concentrations. It has been shown thgtp@bduction in rural and urban environments
increases with temperature (Vukovich, 1994). Higieenperatures may not be the direct
cause of high ozone concentrations, but are suedgaother meteorological parameters
such as atmospheric stability, wind speed, and salansity (Olszyna et al., 1997). Refer

Appendix A for raw data used to generate the baphys in this section.
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FIGURE 14: Distribution of daily maximum 1-hr and 8-hr ozdinem September 1 to 7,
1998 for Skiatook
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FIGURE 15: Daily maximum temperature and solar radiation fiseptember 1 to 7,
1998 for Skiatook
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FIGURE 16: Daily maximum wind speed, station pressure andrsaldiation from
September 1 to 7, 1998 for Skiatook
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4.3.2 Episode II: August 26 to September 1, 1999

Four exceedances of 8-hr ozone exceedances wesevetdduring this week. Figure 17
shows the plot of 1-hr and 8-hr ozone values fentieek. One hour ozone values for the
entire week were below 0.12 ppm."™@nd 38 August recorded highest 8-hr ozone
concentration values of 0.094 ppm each. High presswalues of 29.02 in. and 29.03 in.
were recorded during 29and 38' August respectively. A high pressure in the aeea i
considered to help create stagnant atmosphere hiflgs build higher ozone. The
temperatures during these two days were 96 °F &ndF9 respectively, which were
below the weekly average daily maximum of 97.57 Pfewever, unlike Episode I,
temperature was not found to be related to higmezmncentrations. Figure 18 and 19
show the variation of different meteorological paeders during the week. Temperature,
relative humidity, solar radiation and wind speettl chot show any noticeable
relationship that could explain the high ozone emi@tion in these areas. The study of
this episode thus stresses the need to investaght possible causes for high ozone
episodes. Processes such as regional ozone traaspdor transport of precursors should
thus be studied along with the variation of metéagizcal parameters, to find the true
phenomena causing high ozone concentration. Ref@ppendix A to view the raw data

used to generate the bar graphs in this section.
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FIGURE 17: Distribution of daily maximum 1-hr and 8-hr ozdinem August 26 to
September 1, 1999 for Skiatook
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FIGURE 18: Daily maximum temperature and maximum relative taliipnfrom
August 26 to September 1, 1999 for Skiatook
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FIGURE 19: Daily maximum wind speed, station pressure andrsaldiation from
August 26 to September 1, 1999 for Skiatook
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4.3.3 Episode Ill: September 1 to 7, 2000

Figure 20 shows the daily maximum 1-hr and 8-hmazooncentrations recorded during
this week. Two days exceeded the 1-hr ozone coratamt value of 0.12 ppm. Monthly
high temperature value of 107 °F was recorded arid 2° September that had 1-hr
ozone concentrations of 0.127 ppm and 0.137 pppeotisely. This explanation is in
agreement with that provided in Episode |. Dailyxmaum relative humidity recorded
during these days were 52% and 58% respectively abain help in explaining high
ozone occurrence. Figure 21 shows the bar graplisgalaily maximum temperature
and daily maximum relative humidity recorded durihgs week. Figure 22 shows the
daily maximum wind speed, station pressure andr galdiation during each of these
days. Solar radiation does not appear to have &eatlle effect on high ozone
concentration. Wind speed values on September RZamekre 19.8 and 16.1 mph. These
are less than the weekly average wind speed vdld®.8 mph. Generally lower wind
speeds results in stagnant atmosphere that arei@eedor high ozone concentrations.

Refer to Appendix A to review data used to gendbatecharts in this section.
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FIGURE 20: Distribution of daily maximum 1-hr and 8-hr ozdinem September 1 to 7,
2000 for Skiatook
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September 1 to 7, 2000 for Skiatook

44



35

B Wind speed (mph)
B PRES (in)
OSRAD (MJ/m2)
30
25 +
20 +
<
Q.
£
15 i
10 A i
5 4
0 |
9/1/2005 9/2/2005 9/3/2005 9/4/2005 9/5/2005 9/6/2005 9/7/2005

FIGURE 22: Daily maximum wind speed, station pressure andrsaldiation from
September 1 to 7, 2000 for Skiatook
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5. GEOSTATISTICAL ANALYSIS

5.1 Spatial analysis for exceedances of ozone stardi

5.1.1 Method

The objective of this section is to produce finding support those made in the earlier
section regarding the high exceedances in Skiatad,to focus the further study using
data from Skiatook. As per the NAAQS for 8-hr ozoame area is under non-attainment if
the 4" maximum 8-hr ozone value for a monitor within amaaaveraged over a three
year period exceeds 0.08 ppm. The objective of shigly is to generate contour maps
showing probabilities of exceeding th& #naximum 8-hr ozone values for areas in
Oklahoma. These maps will help visually identifeas that have higher probabilities of
exceeding the standard. The contour maps were @fedeusing the software GS+ 7.0,
that uses the concept of indicator kriging. Theeshold value selected here was 0.085
ppm. This is the minimum value required to excdeddtandard of 0.08 ppm. The data of
the 4" maximum 8-hr ozone values for the years 1998-2600the various ozone
monitors was taken from Office of Air and Radiati@AR), EPA. The X and the Y
coordinates were taken as the latitudes and lodggtdor each monitoring station. The
software applies the concept of indicator krigingassign values of 1's and 0’s to areas,

based on whether the concentrations exceed theshtice value or not.
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In the next step, the software assigns probalsiltieexceeding the threshold value using
ordinary kriging and interpolates these valuegtierunknown locations in the area under
consideration based on values of the known locatidhis area is automatically defined
by the software based on the number of monitortagams available. Figure 24 shows
the spatial location of various monitoring stationsOklahoma using the latitudes and

longitudes as coordinates.
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FIGURE 24: Location of monitors based on their latiudes and longitudes
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5.1.2 Results and Discussion

The output of the indicator kriging performed fdnet 4" maximum 8-hr ozone
concentration values is in the form of a contoupmiigures 25, 26 and 27 are the
contour maps for the indicator kriging performedngsthe 4' maximum 8-hr average

0zone concentrations data for monitoring sitehienytears 1998 to 2000 respectively.
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FIGURE 25: Contour map of 4 maximum 8-hr ozone value exceeding 0.08 ppm in
Oklahoma, 1998
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FIGURE 27: Contour map of @4 maximum 8-hr ozone value exceeding 0.08 ppm in
Oklahoma, 2000

The approximate locations of ozone monitoring siteSkiatook, Glenpool and Moore
are shown in each of the above shown three figukssseen in Figure 25, in 1998
Skiatook showed a probability range of 0.87 to G@4ts 4" highest 8-hr ozone value to
exceed the threshold value of 0.085 ppm. Sitesleng®ol (Tulsa county) and Moore
(Cleveland county) were the other areas that shdvgld probability of exceeding the
threshold value. Skiatook showed a probability elés 1 of exceeding the 0.085 ppm
threshold value for the remaining years 1999 araD20his can be seen in Figures 26
and 26 respectively. Skiatook, thus was a site lihdt high probability of exceeding the

8-hr ozone standard for all the three years. A laimconclusion was made while
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observing Figure 8. (pp. 27) that showed that $kiathad the highest number of 1-hr
and 8-hr ozone exceedances averaged over the ¥e@s of study. Hence, these
conclusions helped to focus the regression anatlessribed in section 6 for data from
Skiatook. The forecasting models developed in se@j used the data for Skiatook.
Figure 27 that show the contour map for 2000, adaeglisplay a smooth transition from
low to high probabilities. In 2000 thé"4naximum 8-hr average ozone concentration
values had large variations. The values on thel®rmde of 0.085 ppm were very low and
the higher values were well above the 0.085 vallis, the software is not able to give
an output with smooth transition of probabilitieerh high to low. Also, as observed
earlier in Figure 7 (pp. 26), maximum 8-hr exceedsnwere observed in the year 2000.

The output from this software can be improved ght@r data points are available.

5.2 Spatial analysis for diurnal variation of ozone

5.2.1 Method

The second objective of this analysis was to ingat the spatial structure of the 1-hr
ozone concentrations during different hours of tay. Ozone data collected at 15
monitoring stations in Oklahoma for the year 20@evconsidered for the analysis. One
of the monitoring stations in Mohawk, Tulsa (Sie@ + 127) was omitted from the

analysis since it had no data available for Augastl September. High ozone

concentration values were observed during thesertataths in 2000, and hence the data
for these months were chosen for studying the diupatterns in ozone. 24 groups of

data, each representing measured values at a @¢iwen of the day for all the 14
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monitoring stations were formed. Figure 28 showgla of diurnal pattern of station
averaged ozone concentration for the month of Aygisptember and of combined
August and September. A similar pattern of diurmatiation for the three data sets
suggests that similar hour-specific chemical anteorelogical processes existed during
these individual months and in the combined dat@ghhbzone concentrations were
observed during day time hours and low ozone cdratons were seen during evening
and night hours. This increase in day time ozomeentrations can be attributed to the
photochemical production of ozone. Also in the niagn the nocturnal inversion layer
breaks due to aloft air mixing downward and thudolowed by increase in ozone
concentration (Casado et al., 1994). At night thene gets used in reactions with oxides
of nitrogen and also gets deposited on surfacénaliav inversion layer (Casado et al.
1994). Once the hourly data sets were formed a\sgmogram for each set was
generated. The software GS+ was used for geners¢éimgvariograms. A variogram is a
basic tool in geostatistics for describing spat@brrelation. A variogram or
semivariogram is a graphical representation of athemaatical function called
semivariance versus the distance between datasvahiesemivariogram is a plot of
semivariance versus lag distance. The importartufea of a semivariogram are the
range, sill, nugget, and lag.

Range — The distance at which the semivariogramecasymptotes and no further
increase in variogram value is observed with ineeedn separation distance between
pairs, is called rang&ill is the constant value that the variogram aoseat the range.

Nugget is the intercept on the semivariance or ¥-ax zero or very small separation
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distance. Lag is the average distance for groupwigts for variogram calculation (i.e.

minimum distance between sample points).

The software automatically selects the model tlest ffits the data set. Several models
such as Linear, Spherical and Gaussian are usedefaoivariograms. For the sake of
consistency in all hours, spherical models wereal dse all the data sets. This helps in

having a nugget, sill and range as three diffepanameters for each data set.
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5.2.2 Results and Discussion

Table 4 lists the fitted parameters of all houresfi@ variogram models while Figure 29
illustrates two fitted semivariograms for differdmurs of the day. Figure 30 displays a

plot of variation in range with respect to houtlod day.

TABLE 4: Parameters of the fitted hourly semivariogram ne@&pherical-type
semivariogram models are used for each data set)

Hour Nugget Sill Range (km)
0 0.1 41 610.9
1 0.01 29.94 610.9
2 0.01 11.33 175.9
3 0.01 11.94 174.1
4 0.72 11.47 146.6
5 0.01 10.53 14.3
6 0.01 10.36 14.3
7 0.58 26.49 610.9
8 0.10 40.33 610.9
9 0.01 31.69 610.9
10 0.01 24.11 610.9
11 0.21 17.48 445.6
12 0.15 17.61 395.5
13 0.53 17.43 335
14 1.61 18.66 273.6
15 4.65 20.19 268
16 4.65 20.19 268
17 0.01 20.19 79.7
18 0.01 26.86 74.4
19 0.1 37.95 68.2
20 0.1 34.71 68.7
21 0.1 89.3 610.9
22 0.01 72.2 610.9
23 1 442.7 610.9
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The results observed in Table 4 and Figure 30 éxhdur-specific spatial characteristics

of measured ozone data. Considerable differences grecountered between the spatial

structures of daylight and evening hours. The ranvgeied from a low of 68.2 km at 7:00

p.m. to a high of 610.9 at midnight and early mognhours. The Day time hours from

11:00 a.m. to 7:00 p.m. show short range effeaggesting that local factors in the

surrounding of the site contribute towards ozoneegation. Semivariograms for late

evening hours from 9:00 p.m. and onwards show lmmge effect. It indicates that

regional factors dominate in causing low ozone eotrations during night hours. The

ranges for early morning hours were very low. Negdole reason was found to explain

this behavior. Casado et al. (1994) had shown aimiesults for their study of

56



Southeastern United States. They found a regudarsition of lower to higher ranges
from daytime hours to evenings and night hours. fEmges for their work varied from a
low of 140 km at 4:00 p.m. to a high of 360 km &QLa.m. The possible reason for
unexplainable behavior in Oklahoma is the lower bhemof monitoring stations. A
higher number of monitoring stations would havepkdlgenerate better semivariograms.
This would have resulted in a better plot of ramgehour to explain the diurnal variation

of ozone.
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6. REGRESSION ANALYSIS

6.1 Method

The study of spatial distribution of high ozone the 1998 — 2000 data shows the
importance of Skiatook, a suburban site in Tuls# wegards to the number of 1-hr and
8-hr ozone exceedances. The regression model wes dpecifically developed for
Skiatook. Three types of response were desired ftioen regression models to be
developed. These response variables are the ngxt da

* 1-hr ozone concentration

» 8-hr ozone concentration

* Daily maximum 1-hr ozone concentration (DMOC)
The data from 1998 to 2000 were used for develogsiegnodel. Data from 10:00 a.m. to
5:00 p.m. for the months of May to September weseduconsidering the conditions
favorable to high ozone production. Based on reoélterature and with the knowledge
of parameters involved in ozone formation, nitrogkoxide, temperature, wind speed,
solar radiation, pressure, and relative humidityenselected as predictor variables for the
analysis. Also high ozone episodes analyzed edrbge shown at some point of time,
there was certain amount of variation relative #riation in the above mentioned
parameters. The degree of variation was howevdrdatermined. Also previous day

0zone concentrations were used as predictors.
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Skiatook has an ozone monitor and a Mesonet stdbiat does not have a NOr NGO,
monitor. Glenpool is the only site close to Ski&tao Tulsa county with a N©monitor,
and it was assumed that similar concentrations@f iday be found in Skiatook. Hence,
the NG data from Glenpool were used for the entire amalfigs Skiatook. The NQdata
set has a large number of missing values as compafdQ data. So, it was preferred to
use NQ as one of the predictors instead of NOhere were several missing values in the
NO, data as well, and since actual NfOoncentration data at Skiatook were not available,
the predicting ability of the model was expectedeoaffected. However, it is important

to include NQ data in the analysis since it is essential fomezmrmation.

A stepwise regression procedure was applied at % @6nfidence level using the
software MINITAB 14. This procedure runs severalg with different combinations of
predictor variables. The output shows the regressinefficients and R-squared 3R
value for each set of predictor variables used. U$er thus has the option to select the
set of predictor variables desired as per the sitecific conditions. The step wise
regression procedure performs various runs withatheto maximize the Rvalue. The
procedure applied by the statistical software uakh maintains the assumption of
multiple linear regression of having independergdmtor variablesThis is done by
checking correlation between predictor variablaghke event of having highly correlated
variables, the variable with lower effect on thep@nse variation is eliminated. Table 5
lists the response variables and the number areddfypredictor variables used for model
runs. Table 6 shows the mean and standard deviattithre parameters used as predictors

for regression.
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TABLE 5: Desired response and predictor variables usea{pession models
Model Response Number of | Predictor Variables
Number | Variable Predictor
Variables
1 1-hr ozone 6 Temperature (TAIR), Relative
humidity(RELH), Wind speed (WSPD),
Solar radiation (SRAD), Pressure (PRES
and Nitrogen dioxide (N&)
2 1-hr ozone 7 Previous day 1-hr ozone (PREV)J O
TAIR, RELH, WSPD, SRAD, and NO
3 8-hr ozone 6 TAIR, RELH, WSPD, SRAD, PRES, NO
4 8-hr ozone 7 Previous day 8-hr ozone (PREVYS O
TAIR, RELH, WSPD, PRES, NO
5 Daily 7 Daily Maximum 1-hr ozone concentration
maximum 1- (DMOC), Maximum temperature (TMAX),
hr ozone Average temperature (TAVE), Average
relative humidity (RELHave), PRES,
SRAD, Average wind speed (WSPDAve)

TABLE 6: Statistical properties for predictor variablesdisethe regression analyses

Predictor variables Mean Standard Number of
Deviation observations N
NO, 0.004844 0.004307 3362
Relative Humidity 76.87 15.73 3537
Temperature 22.76 5.112 3537
Wind speed 3.123 1.481 3537
Pressure 981.5 4.493 3537
Solar radiation 283.1 302.0 3537
Previous day 0.05669 0.01750 3536
1-hr ozone
Previous day 0.05229 0.01517 3551
8-hr ozone
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6.2 Results and Discussion

As described earlier, the software automaticallgosis the correlation between predictor
variables to satisfy the assumption of having imhelent predictors for multiple linear
regressions. Table 7 shows the Pearson correlatamificients between predictor

variables.

TABLE 7: Correlation coefficients of predictor variables 1®:00 am to 5:00 pm data,
May to September of 1998-2000, Skiatook

RELH TAIR WSPD PRES SRAD
TAIR -0.484
WSPD -0.230 0.223
PRES -0.106 -0.100 -0.295
SRAD -0.592 0.556 0.237 0.120
NO2 0.079 -0.057 -0.135 0.059 -0.058

Comparing the correlations among the various ptedicariables, temperature and solar
radiation were found to be well correlated witheaion coefficient of 0.556. However,
the correlation coefficient values between any wanables used in the analysis were not
high enough to be considered as highly correlatadables, and hence were not
discarded from use in the regression analysis.tiRelaumidity is negatively correlated
to solar radiation and temperature. The negatiga sidicates that with an increase in
relative humidity a decrease in the both tempeeatund solar radiation will be observed.
Regression was thus performed for the three reggaessired using the five models with
different sets of predictor variables given in Taldl. Table 8 gives the regression
equation obtained and thée Ralues for each model. Refer to Appendix B fopsiise

output from software Minitab 14 obtained for ea¢the Model.
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TABLE 8: Regression equations for 1-hr and 8-hr ozone &stéry models developed

Model Model Equation R? value

number %

1 -0.12392 + 0.00097 TAIR - 0.00382 WSPD - 0.00B4LH - | 29.86
0.00001 SRAD - 0.250 N©Or 0.00021 PRES

2 -0.15232 + 0.00043 TAIR + 0.410 PREV1 (.00307 42.28
WSPD -0.00025 RELH - 0.323 NG 0.00021 PRES

3 -0.03651 + 0.00091 TAIR - 0.00033 RELH - 0.00308PD - | 33.65
0.224 NQ + 0.00011 PRES

4 -0.09247 + 0.00037 TAIR + 0.481 PREV8 {1.00229 50.82
WSPD - 0.0002 RELH - 0.281 NG 0.00014 PRES +
0.000001 SRAD

5 0.62843 + 0.00078 TMAX —0.00266 WSPD — 0.0003&RE | 45.68
—0.0203 PRES

Model 1 has a final Rvalue of 29.86. The use of temperature, wind speetrelative
humidity resulted in a Rvalue of 28.67. Subsequent addition of the remgini
parameters caused the remaining increase in thealRe. Refer to appendix B for the
actual output obtained using the software Minitakhis helps understand that
temperature, wind speed and relative humidity arportant meteorological parameters
in ozone formation for Skiatook. A similar obsergatwas made in the analysis of high
ozone episodes that showed variation of ozone wageably related mostly to
variations in temperature and on a smaller extentatiations in relative humidity and
wind speed.

Model 2 uses previous day 1-hr ozone concentratioaddition to the meteorological
parameters as predictors. A highef Ralue of 42.28 was achieved in this model
compared to the previous one. The previous dayezoncentration is thus, considered

to have a considerable effect on next day ozorecésting. It is very much possible that
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the portions of previous day ozone gets carried twehe next day and adds up to the

photochemical ozone formed in the existing day.

Models 3 and 4 were developed for forecasting dext8-hr ozone. An increase of 17.17
in the R value was noted with the addition of previous 8dyr ozone concentration as
predictor. Observations were similar to 1-hr modeith the initial steps of regression
using temperature, wind speed and relative humisitywing an R value of 33.17,

followed by a final value of 33.65 using all theegictors for model 3. Feister and Balzer
(1991) have also studied the dependence of ozoneentrations on meteorology, and
found that previous day’s ozone concentration vi@snhost important variable in their

short term forecasting.

Model 5 uses maximum temperature in the first sfagression that gives & Ralue of
34.38. Subsequent addition of remaining predictasd in Model 5 shows a fina’R
value of 46.58. Thus, temperature can be considerdthve a greater effect on ozone
concentration as compared to other meteorologi@emeters. This conclusion was also
supported by observations made in earlier anabfdisgh ozone episodes wherein peaks
in ozone concentrations were observed on daysrétatrded highest daily maximum
temperatures. The model 5 eliminates solar radiafiom final output. The possible
reason for this is its high correlation with tengtere and lesser effect on ozone
concentrations. This was also observed in the aisabf high ozone episodes, wherein

no noticeable effect of variation in solar radiatiwas observed on ozone concentrations.
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Davis and Speckman (1999) developed a model tagirethmimum and 8-hr average
ozone in Houston. They used opaque cloud coverdged over the period of 10 a.m. to
5 p.m.), yesterday’s maximum ozone, today’s maximi@mperature and morning
mixing depth as predictor variables for their mod®l values for 8-hr average forecasts
ranged from 0.66 to 0.73 whil€* Ralues for maximum ozone ranged from 0.61 to 0.68.
Narasimhan et al. (2000) used neural networks teeldp ozone forecasting models.
They obtained a correlation coefficient of 0.77ngseight surface meteorological input
variables and Ng a coefficient of 0.82 by incorporating ozone camications of

previous 3 days and finally a correlation coefintief 0.88 by incorporation of upper-air

data. Their work takes into account the non-lirtgan ozone formation as well.

6.3 Validation

The model validation was performed using data fogést, 2001. Data for 1-hr ozone, 8-
hr ozone, N@, and other meteorological parameters were retiénam their respective
sources. The validation was performed by calcujatesponse variables based on the
regression equations obtained. It is not recomnrdgudge the quality of a model
simply based on Rvalue. A basic analysis of residuals is importemtassess the
predicting ability of a model. Residuals are obgalirby subtracting the predicted values
from the actual values of the response variablds@gfieand Hirsch, 1995). In order to
assess the quality of a model, residuals plotgyarerated for each model. A residuals
plot is a scatter plot with residuals on the Y axigl the predicted values on the X axis.

Two elements of the plot help in deciding the predg ability of the model. One is to
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check for presence of any curvature in the datavaure implies the model has biased

residuals. In other words, residuals are eithertimpesitive or mostly negative. This can

be seen as values predicted either mostly higlaar #ttual values or lower than actual

values. Two, a model should be checked for hetedzsticity. Heteroscedasticity can be

defined as non-constant variance (Helsel and Hird®95). Lower heteroscedasticity

implies relatively constant variance of predictedlues. In summary, a model is

considered to have good performance if the ressdplgt shows low variance and low

curvature. Figures 31 — 35 show the residualsfpiahe five models developed.
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A common observation from the residuals plot ofremodel is high variance, suggesting
that the predicting ability of the models develoede is not very good. A criterion was
established to check how well the model forecas¢sdzone values. Predicted values
were checked if they were within £ 0.005 ppm of #wtual values. A percentage of the
total validation data that satisfies the aboveedon was calculated for each model.
Table 9 gives these percentages for each modellatdd by applying the above criterion
to the validation data of August 2001. The totaiber of data points for the validation
data were 248. Model 1 shows the highest percertgkata that satisfies the above
mentioned criterion. Model 4 has a high Wlue, but it forecasts ozone concentrations

generally higher than actual values.
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Residuals plot of Model 1, Figure 31, shows thetl@arvature and lower variance with
respect to the residual plots of other models. féig82 and 33 that are the residuals plot
of Model 3 and 4 respectively showed higher negatesiduals suggesting that these
models forecast higher than actual ozone concénraalues. Model 5 was validated for
data of August, 2001. The number of data pointsvldidation of Model 5 was 31. As
observed in Figure 35, Model 5 has high varianeg itinplies that the forecasting ability
of the model is poor. An important conclusion hisréhat since there is no specific value
of R? that is considered good or bad, other statiséinalysis such as the residual analysis
performed here should be done to check the predicaibility of the model. The
requirement of the user and availability of theadate factors that would help decide
what model is best suited. Since, there is n@ N&@a available for Skiatook, using data
from Glenpool has possibly affected the qualitytted model. Such a conclusion can be
made since a negative regression coefficient of W& observed in all the models. Day
time NG, is considered to be useful in ozone formation badce, ideally a positive

regression coefficient should have been observéteimegression equation.

TABLE 9: Forecasting ability of models developed

Model Response variable| Percentage of forecasted ozon&” value
number values within + 5ppb %
1 1-hr ozone 35.88 % 29.86
2 1-hr ozone 30.6% 42.28
3 8-hr ozone 25.8% 33.65
4 8-hr ozone 28.6% 50.82
5 Daily maximum 1- | 19.35% 45.68
hr ozone
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7. SUMMARY, CONCLUSIONS, AND
RECOMMENDATIONS

This research was focused on conducting statisticalysis of ozone data from 1998 to
2000 for Oklahoma, to identify areas that showeghhbzone concentrations and to

investigate the effect of meteorological paramebersigh ozone concentrations.

7.1 Summary and Conclusions

1) Temporal distribution of ozone:

The temporal analysis conducted using the data fi@98 to 2000 showed that the
number of exceedances in 1999 were lesser compar&€98 and 2000. In 2000, the
areas having high ozone concentrations were sptgadghout the state. The site in
Skiatook showed higher exceedances for the perfodtumly. Temporal analysis of

Skiatook showed occurrence of 1-hr and 8-hr ozomeexances to be concentrated in
months of July to September. Also, the exceedaengrely occurred during 10:00 a.m.

to 5:00 p.m. hours of the day. These daytime hauwes ozone conducive and were
confirmed by results shown in Skiatook. The exceeda did not follow a specific

weekend-weekday pattern in either Oklahoma or iatS&k.

Temperature was the only meteorological paraméiar showed noticeable effect on
high ozone concentrations as observed in two ofthnee episodes of high ozone

concentrations analyzed.
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Also the stepwise output for the models developkdwed that Rvalues increased
significantly by using temperature as a predictanable and the subsequent addition of
the other meteorological parameters and precursmsa lower contribution towards the
final R values. Relative humidity and wind speed also éféect on high ozone days,

though on a smaller scale compared to temperature.

2) Geostatistical analysis:

The geostatistical investigation confirmed the dalrpattern of ozone accumulation
during the day followed by depletion in the evenihgurs. Semivariograms were
generated by grouping data into hour-specific fitga. These fitted variograms suggest
that daytime ozone concentrations are controlledobgl, short-range influences. The
evening ozone concentrations, on the other handjbiéxa more uneven pattern.
However, patterns during late nights were diffictdtexplain. More data needs to be
monitored to observe the true diurnal variationozone and actual actual processes

governing the variation in ozone in Skiatook.

3) Regression analysis:

Models were developed to obtain 1-hr ozone, 8-lonezand daily maximum ozone

concentrations as response. Two sets of predietoables were used for each 1-hr and
8-hr ozone responses and one set of predictor blasiavas used to forecast daily
maximum ozone concentration.

Temperature, wind speed, relative humidity, sadaliation, pressure, and N@ere used

as predictor variables. In another set previous @zgne concentrations were used in
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addition to the above listed variables as predicdosignificant increase in the’Ralue
was observed with inclusion of previous day ozowa&centration among predictor
variables. Residuals analysis was performed on gaudel to check the model quality.
The models were also checked for their predictibgita by setting a criterion of
predicted values being within £ 0.005 ppm of theuakcozone values.

Model 1 that used temperature, wind speed, reldtivaidity, solar radiation, pressure,
and NQ, though had the lowest?’Rralue, showed highest predicting percentage of
35.88% based on the above criterion.

The unavailability of actual Nfdata in Skiatook is causing the poor performaridae
models developed. It is thus not possible to recenirwhat model is best suited for

Skiatook.

7.2 Recommendations

The models developed here were intended to suppiyoductory knowledge for
forecasting in Skiatook. It is recommended thabritler to develop a detailed forecasting
model for Skiatook, the effect of the following iomant processes should also be
studied: synoptical weather patterns, aloft trartsplocal carryover processes, aloft
temperature structure and weather patterns assdoigth cloud cover. Knowledge of
these processes along with the findings from abesearch will help determine the
cause of high ozone concentration. This will heipthe selection of the right set of
predictors to forecast ozone. Also a N@onitor in Skiatook will provide the data
representative of the actual conditions in Skiajoakd will improve the forecasting

ability of the model in Skiatook.
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APPENDIX A

Data sets for temporal distribution of ozone

Total annual 1-hr and 8-hr exceedance days from8 12900 in Oklahoma

Year Total annual 1-hr | Total annual 8-hr
exceedance days | exceedance days

1998 2 59

1999 6 44

2000 6 63

County wise distribution of average 1-hr and 8-hore exceedance days from 1998-

2000 in Oklahoma

County Average exceedances days
1-hr 8-hr

Cherokee | 0 5

Cleveland| 0.333333333 3

Comanchg 0 3

Jefferson | O 3.666666667

Kay 0 2.333333333

Latimer 0.333333333 2

Love 0.333333333 6.333333333

Marshall | O 4

Mayes 0.333333333 1.333333333

McClain | O 0.666666667

Muscogee| O 0.333333333

Okmulgee| 0 1

Oklahoma| 0.333333333 2.666666667

Oklahoma| 0.333333333 3

Tulsa 0.333333333 4.666666667

(Skiatook)| 1.666666667 8.666666667

Tulsa 0.666666667 2.666666667

Tulsa 0 1
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Average number of days with 8-hr and 1-hr exceeelsuty month from 1998-2000 for
Skiatook

Month Avg annual exceedances
8-hr 1-hr
Jan 0.00 0.00
Feb 0.00 0.00
Mar 0.00 0.00
Apr 0.00 0.00
May 0.00 0.00
Jun 0.00 0.00
Jul 0.67 0.33
Aug 4.33 0.00
Sep 3.33 1.33
Oct 0.00 0.00
Nov 0.00 0.00
Dec 0.00 0.00

8-hr average concentration on days that excee@&® @pm from 1998-2000 in Skiatook
by hour of day

Average number of exceedances
Hour days

8-hr 1-hr
10:00
11:00 1.50 0.67
12:00 2.00 0.67
13:00 4.67 0.67
14:00 8.33 0.33
15:00 7.67
16:00 4.67 0.33
17:00 3.33 0.33
18:00 1.67
19:00 0.67
20:00 0.67
21:00
22:00
23:00
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Average number of 8-hr and 1-hr exceedances byotflélye week from 1998-2000 for

"2

Skiatook

Day Average annual exceedance day
1-hr 8-hr

Monday 0 1

Tuesday 0 2

Wednesday O 1

Thursday | 0.33 0.333333333

Friday 1 1.666666667

Saturday 0.33 1.666666667

Sunday 0 0.666666667

Average number of 8-hr and 1-hr exceedances byofldlye week from 1998-2000 for

Oklahoma
Day Average exceedances

8-hr 1-hr
Monday 9 0.333333333
Tuesday 11 0.666666667
Wednesday 8.333333333 0.333333333
Thursday 4.333333333 0.333333333
Friday 8.666666667 1.666666667
Saturday 11 1.333333333
Sunday 5.333333333 0.333333333
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Average daily maximum temperature and monthly hsjhecorded temperature for
Skiatook in 2000

Month | Ave Daily | Monthly
Max Highest
Temp (F) Temp (F)

JAN 49 71

FEB 59 75

MAR |61 80

APR 69 86

MAY |79 91

JUN 81 89

JUL 89 98

AUG 97 105

SEP 88 107

OCT 74 91

NOV 53 73

DEC 35 64

Raw data for Episode I: September 1 to 7, 1998

Date 1-hr max | 8-hr max | TAIR |RELH |PRES |WSPD | SRAD
Ozone Ozone

9/1 0.11 0.094 96 55 28.92 24.9 18.4
9/2 0.071 0.068 95 60 28.87 15.2 23.46
9/3 0.103 0.093 104 47 28.77 18.1 22.6b
9/4 0.129 0.109 105 46 28.84 14.7 22.58
9/5 0.11 0.101 103 52 28.93 21.9 22.46
9/6 0.097 0.089 100 42 28.97 22.6 21.71
9/7 0.08 0.077 103 42 28.9 18.7 22.14
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Raw data for Episode Il: August 26 to Septembdr9p9

Date 1-hr  max|8-hr max| TMAX |RELH |PRES |WSPD | SRAD
Ozone Ozone Max
8/26 0.085 0.073 106 84 28.89 25.7 23.14
8/27 0.095 0.074 96 87 28.94 20 21.01
8/28 0.093 0.087 98 95 28.991 15.7 22.94
8/29 0.09 0.094 96 80 29.02 18.1 22.84
8/30 0.101 0.094 95 79 29.03 17.9 18.73
8/31 0.105 0.092 96 69 28.99 17.3 22.92
9/1 0.094 0.083 96 61 28.98 20.4 24.1
Raw data for Episode Ill: September 1 to 7, 2000
Date 1-hr  max|8-hr max | TAIR RELH |PRES WSPD | SRAD
Ozone Ozone
9/1 0.127 0.092 107 36 28.9 19.8 22.86
9/2 0.132 0.106 107 40 28.88 16.1 21.9
9/3 0.112 0.098 106 40 28.87 32.8 22.27
9/4 0.076 0.063 98 53 28.96 20.8 13.6
9/5 0.07 0.061 89 61 29.06 18.4 20.03
9/6 0.075 0.068 87 59 29.05 15.2 24.02
9/7 0.08 0.075 91 59 28.99 16.2 23.03
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APPENDIX B

OUTPUT FROM MINITAB 14 OF STEP WISE REGRESSION FOR MODEL 1

Response is 1-hr ozone on 6 predictors, with N = 3309

St ep 1 2 3 4 5 6
Const ant 0. 03172 0. 03780 0. 08035 0. 08266 0.08389 -0.12392
TAIR 0. 00112 0.00134 0. 00081 0. 00093 0. 00092 0. 00097
T- Val ue 20. 47 25.14 14. 32 15. 29 15. 29 15. 69
P- Val ue 0. 000 0. 000 0. 000 0. 000 0. 000 0. 000
WEPD -0.00352 -0.00403 -0.00395 -0.00404 -0.00382
T- Val ue -18.88 -22.66 -22.23 -22.60 -20.25
P- Val ue 0. 000 0. 000 0. 000 0. 000 0. 000
RELH -0.00038 -0.00042 -0.00042 -0.00041
T- Val ue -20. 17 -20.56 -20.43 -19.87
P- Val ue 0. 000 0. 000 0. 000 0. 000
SRAD -0. 00001 -0.00001 -0.00001
T- Val ue -5.22 -5.21 -5.78
P- Val ue 0. 000 0. 000 0. 000
N2 (ppm -0.244 -0. 250
T- Val ue -4.07 -4, 17
P- Val ue 0. 000 0. 000
PRES 0. 00021
T- Val ue 3.45
P- Val ue 0. 001
R- Sq 11. 25 19. 88 28. 67 29.25 29.61 29. 86
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OUTPUT FROM MINITAB 14 OF STEP WISE REGRESSION FOR MODEL 2

Response is 1-hr ozone on 7 predictors, with N = 3270

St ep 1 2 3 4 5 6
Const ant 0.03100 0.01767 0. 02353 0. 05561 0.05694 -0.15232
TAI R 0.00115 0.00050 0. 00072 0. 00041 0. 00040 0. 00043
T- Val ue 20. 69 9.50 13. 69 7.45 7.38 7.82
P- Val ue 0. 000 0. 000 0. 000 0. 000 0. 000 0. 000
Prev day 1-hr 0. 492 0. 453 0. 402 0. 406 0. 410
T- Val ue 31.48 29.71 26. 68 27.05 27.28
P- Val ue 0. 000 0. 000 0. 000 0. 000 0. 000
WEPD -0.00272 -0.00318 -0.00328 -0.00307
T- Val ue -16. 20 -19. 26 -19.85 -17.62
P- Val ue 0. 000 0. 000 0. 000 0. 000
RELH -0.00027 -0.00026 -0.00025
T- Val ue -15.35 -15.10 -13.86
P- Val ue 0. 000 0. 000 0. 000
N2 (ppm -0. 316 -0.323
T- Val ue -5.77 -5.91
P- Val ue 0. 000 0. 000
PRES 0. 00021
T- Val ue 3.85
P- Val ue 0. 000
R- Sq 11.58 32.15 37.20 41. 43 42.02 42. 28
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OUTPUT FROM MINITAB 14 OF STEP WISE REGRESSION FOR MODEL 3

Response is 8-hr ozone on 6 predictors, with N = 3322

St ep 1 2 3 4 5
Const ant 0. 02542 0. 05748 0. 06775 0.06887 -0.03651
TAI R 0. 00120 0. 00078 0. 00090 0. 00090 0. 00091
T- Val ue 26. 49 15.59 19. 07 19.10 19. 22
P- Val ue 0. 000 0. 000 0. 000 0. 000 0. 000
RELH -0.00029 -0.00034 -0.00033 -0.00033
T- Val ue -17.71 -21.52 -21.38 -20.42
P- Val ue 0. 000 0. 000 0. 000 0. 000
WSPD -0.00307 -0.00315 -0.00304
T- Val ue -20. 65 -21.08 -19. 40
P- Val ue 0. 000 0. 000 0. 000
N2 (ppm -0.221 -0.224
T- Val ue -4.40 -4.46
P- Val ue 0. 000 0. 000
PRES 0. 00011
T- Val ue 2.12
P- Val ue 0.034
R- Sq 17. 45 24.58 33.17 33.56 33. 65
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OUTPUT FROM MINITAB 14 OF STEP WISE REGRESSION FOR MODEL 4

Response is 8-hr ozone on 7 predictors, with N = 3296

St ep 1 2 3 4 5 6
Const ant 0.02488 0.01196 0.01604 0. 04357 0.04478 -0.11696
TAIR 0.00122 0.00052 0. 00068 0. 00042 0. 00042 0. 00044
T- Val ue 26.70 12.17 15.78 9.59 9.54 9.92
P- Val ue 0. 000 0. 000 0. 000 0. 000 0. 000 0. 000
Prev day 8-hr 0. 550 0.520 0. 469 0.472 0. 475
T- Val ue 37.28 36. 00 33.00 33.42 33.63
P- Val ue 0. 000 0. 000 0. 000 0. 000 0. 000
WEPD -0.00194 -0.00232 -0.00241 -0.00224
T- Val ue -14. 41 -17. 67 -18. 36 -16. 27
P- Val ue 0. 000 0. 000 0. 000 0. 000
RELH -0.00023 -0.00023 -0.00022
T- Val ue -16. 67 -16. 44 -15.25
P- Val ue 0. 000 0. 000 0. 000
N2 (ppm -0.276 -0.281
T- Val ue -6.35 -6.48
P- Val ue 0. 000 0. 000
PRES 0. 00016
T- Val ue 3.75
P- Val ue 0. 000
R- Sq 17.79 42.19 45, 62 49, 86 50. 47 50. 68
Step 7
Const ant -0.09247
TAIR 0. 00037
T- Val ue 7.74
P- Val ue 0. 000
Prev day 8-hr 0.481
T- Val ue 33.75
P- Val ue 0. 000
WEPD -0. 00229
T- Val ue -16.54
P- Val ue 0. 000
RELH -0. 00020
T- Val ue -12.70
P- Val ue 0. 000
NC2 (ppm -0.281
T- Val ue -6.50
P- Val ue 0. 000
PRES 0. 00014
T- Val ue 3.10
P- Val ue 0. 002
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SRAD 0. 00000

T- Val ue 3.06
P- Val ue 0. 002
R- Sq 50. 82
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OUTPUT FROM MINITAB 14 OF STEP WISE REGRESSION FOR MODEL 4

Response is Daily Max 1-hr ozone on 5 predictors, with N = 545

Step 1 2 3 4
Const ant -0.02577 -0.01395 0. 02050 0. 62843
TMAX 0. 00104 0. 00106 0. 00091 0. 00078
T- Val ue 16. 87 17.93 14. 84 11.18
P- Val ue 0. 000 0. 000 0. 000 0. 000
WEPD -0.00200 -0.00218 -0.00266
T- Val ue -6.99 -7.85 -8.75
P- Val ue 0. 000 0. 000 0. 000
RELH -0.00030 -0.00036
T- Val ue -6.62 -7.59
P- Val ue 0. 000 0. 000
PRES -0. 0203
T- Val ue -3.68
P- Val ue 0. 000
R- Sq 34. 38 39.81 44, 32 45. 6
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