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CHAPTER|

INTRODUCTION

Two phase flow is the simultaneous flow of two éiint phases according to the
definition in fluid mechanics. Two phase flow cam lbormed by either a single
component or two components. Single component tivas@ flow generally occurs
during phase change like evaporation, sublimatiomamdensation. On the other hand,
two component flows consist of two different spsorhich have different thermo-fluid
properties. A sub category can be created depenaiinghe phases of components.
Liquid-solid, liquid-liquid, liquid-gas, and evenagrsolid mixtures can be given as
examples for this sub category. Due to its stractsolid phase does not have fluidity.
Therefore, the flows that consist of solid compdadrave some limitations related to the
ratios of each phase since solid phase has torbedcéy the other phase. On the other
hand, liquid-liquid or liquid-gas flows do not haseich limitations. So, various flow
patterns and different characteristics can be @bsgefor these types of flows. Beside
viscosity difference, what makes liquid-gas floneewmore interesting than liquid-liquid
flow is the large density difference of phases.sTikione of the main reasons that liquid-
gas flow draws attention from the engineering comityuand consequently, becomes the

subject of the present study like many other stidie
1



Another important characteristic of two-phase fltvat allows us to define a
different classification is the interaction of phasDue to their chemical structures or
possible surface tension between phases, we dalways expect to see a homogenous
mixture. For this type of mixtures which phasesnad dissolve or mix into each other
under normal circumstances, there might be mulfgdéors like temperature, pressure or
other mechanical affects that determine homogerwitthe shape and the position of
each phase. This type of flow is the main areaithfatcused on. So, two-phase flow term

is understood as liquid-gas mixture flow nowadays.

The application of two-phase flow can mainly bensigechemical, oil and nuclear
industry. Generally, systems that are used forisgadr heating are typical examples of
one component two-phase flow. Air conditioner carglven as a simple example for one
component two-phase flow. Since there is a phasengd) higher transfer rates are
expected due to latent heat transfer. This allagsef heat transportation. On the other

hand, the applications of two component two-phase €an be more seen in oil industry.

The elements that determine characteristics afdigas flow are mass flow rates,
thermo-fluid properties of each phase, and chageeimetry. There is no doubt that
another influential factor is orientation since paot force has the potential to make a
significant effect on the flow due to the large sign difference of phases. From this
point of view, it can be noticed that the researshsd two phase flow generally have
focused on horizontal flow; therefore, the effeatanclination on two phase flow have
not been considered enough. The question arisesthatr what is exactly the effect of
buoyant force on the flow and under which condgiahis more significant. From

mechanical engineering view point, there are esflgdivo main phenomena that we are
2



interested in: pressure drop and heat transferd ¥aiction and flow patterns may be
considered as some assistant concepts to explage ttwo main phenomena. Due to
complexity of two-phase flow, experimental appraztave had an importance to
contribute to the topic beside theoretical appreaclso, the aim of the present work can
be explained in this manner and summarized as Kperienental investigation of
isothermal pressure drop and non-boiling heat tearcharacteristics of air-water mixture
in a vertical downward orientation. By that way, ean observe what possible effects of
buoyancy on two-phase pressure drop and heat éraase when the directions of gravity
force and flow are the same. In addition, we wall/é a chance to see the performance of
some well-known two phase pressure drop and headfer correlations against our data.
This will give us an opportunity to see possibleatugesses of correlations and to make

some recommendations for future works.

The present study consists of four major chapteterature review and the
equations of correlations that are tested agaimestekperimental data are given in the
second chapter. Chapter Il is dedicated to theexyental setup, the procedure, and the
explanation of some key concepts related to meammts. Chapter IV presents results
and discussion of two phase pressure drop and iexp&ial heat transfer data based on
flow patterns. By showing trend of pressure drod heat transfer rates from different
perspectives, the harmoniousness of pressure adibheat transfer (Reynolds analogy)
is also discussed. In addition, performance ofcttreelations and a brief analysis can be
found in this chapter. Lastly, conclusions drawronir this study and some

recommendations for future works are summarizezhapter five.



CHAPTERIII

REVIEW OF LITERATURE

2.1 Pressure Drop
In the past few decades, the application areasv@fphase flow have increased
due to technological advancement. Pressure drogspecially essential in terms of
engineering design whether or not the flow is ieatimal. Therefore, the topic has drawn

attention more and more to itself.

As explained previously, two-phase flow can beid#id into several sub
categories and the interest of this present staidiguid-gas flow. Another categorization
can be made based on the orientation. As expdatgidstudies had been mostly focusing
on horizontal flow. However, the large density eifnce between phases made studies
on different orientations necessary. From this poinview, vertical orientation can be
considered as the most suitable case to observmftbence of buoyancy. In spite of
increasing interest on vertical flow, downward at&ion has been omitted. There are
dozens of studies on upward, yet the works on dawdwrientation in the literature are

very limited.



One of the oldest works for downward two phase saness drop is the work of
Bergelin et al. (1949). Air-water combination wased as working fluid. They measured
pressure drop in 0.0254 m diameter pipe. A proaedvas also developed to calculate
two-phase pressure drop for downward annular flwother attempt for downward
annular flow was made by Webb and Hewitt (1975)si@& pressure drop, they also

measured film thickness and liquid entrainment.

A comprehensive study for vertical two phase flmwssure drop for both upward
and downward orientations was done by Oshinowo {L97he experiment was carried
out in a 0.025 m diameter pipe and air-water mixtwas used as working fluid.
Moreover, to see the viscosity effect, glycerol waged with water in specific ratios to
obtain more viscous fluid phase. He observed thatnavard frictional pressure drop was
generally higher than upward frictional pressurepdrHe also observed that negative
frictional pressure drop could occur for upwardalmainly in the slug-froth regime. In
general, Lockhart-Martinelli (1949) correlation l& against for both upward and

downward pressure drop data except for bubbly andlar regimes.

Beggs (1972) worked on two phase flow in differerination angles to see the
effect of inclination on the flow in terms of liguihold up and pressure drop. Two
different diameter sizes (0.025 m and 0.038 m) wesexl. Once again, fluid combination
was air-water mixture. Beggs (1972) observed tigaid hold up was greatly influenced
by inclination angle and at the same time, presgtop was influenced by liquid hold up.
Based on his observations, he defined three flgimes and developed different liquid
hold up correlations for each of flow regimes. Heoadeveloped a friction factor

correlation that was independent of flow regime deppendent on liquid hold up.
5



Yamazaki&Yamaguchi (1979) studied downward two gghflow for air-water
system in 0.025 m diameter pipe to observe theachenistics of flow pattern, liquid hold
up and pressure drop of the flow. They also dewesagrrelations for liquid hold up and

pressure drop.

Mukharjee (1979) investigated two phase flow fdfedent inclination angles.
Air-kerosene and air-oil were used as working fuidl 0.038 m diameter pipe. Different
correlations were developed for liquid hold up gwdssure drop depending on flow

regime and inclination.

Annular downward two phase pressure drop was edu@ixperimentally by
Hajiloo et al. (2001). Four different tubes (rargginom 0.0156 — 0.0412 m) were used to
see the effect of pipe diameter. They found thadteg correlations were unsuccessful
against their data. A dimensionless film thicknegas defined and an empirical

correlation was developed to predict annular pmesdrop.

Since we do not have enough correlations thosespecifically developed for
downward orientation, it would be more meaningfulcheck correlations in terms of
frictional pressure drop in order to be able to sm@me other well-known correlations that
were developed for horizontal and upward orientetioBeside some empirical or
graphical approaches, we can mainly classify twasphpressure drop correlations as
homogenous and separated flow models. The presina@ correlations based on
homogenous and separated flow models are given ahleT2.1 and Table 2.2,

respectively.



Table 2.1 Homogenous Pressure Drop Correlations

Homogenous M odel

Two-Phase Pressure Drop Correlations

Beattie&Whalley| Mrp = Big + (1 = F)(A + 258w,

_ pLx
prx + ps (1 —x)

(1982) B

Cicchitti et al.

Hrp = Xl + (1 —x)p,
(1960)

Dukler etal. | Mrp =Buc+ (1 =B,

(1964) = Pt
prx + ps (1 —x)
McAdams et
x l1-—x_,
Hrp = [—+ ]
al.(1942) A

x%+ (1 =x)? (pg/pL)
x? + (1-x)2pg
Regg Reg;  py

Rerp =

Rerp = 11 then

1 /D 5.0452 (e/D)"1°%® 58506
Sh k (2008) _1 > = —2L0g10[ - Log10 0.8981
anna Frpt! 3.7065 Rerp 2.8257 ' Repp”

Rerp < 11 then




Hrp = (1 =Dug + Ay,

Rerp
4.5223Log10(Rerp) — 3.8215

fns = [4Log10( )] 2

fﬁ e es

fNS
Beggs&Brill A

)T Twr

(1973)
1<y<1.2then

s=1n(2.2y—-1.2)
y<lory>1l2then

In (y)
—0.0523 + 3.1821n(y) — 0.8725In (y)? + 0.01853In (y)4]

s=1

Some Definitions and Explanations
SL 0 A
mg
Usg = —
SG oA

_mL+mG
[x+1 X _4

Prp = |
" e by

Ug; D
ReSL=pL SL

293

UseD
Resa=pG SG

He




UmyD
Rerp = prpUmbP #
uTp
1 2 9.35

— =348 -4Loglo(s + —=2 ) #
ce. 1/2 D ES

frp Rerp cp.p2

APrp _ ZCrrp 2 *
AL - D prpUy

e # For all correlations except Shannak (2008) angigB&Brill (1973)

% frp
° Crrp= 4

Table 2.2 Separated Flow Pressure Drop Correlations

Separated Flow Model

Two-Phase Pressure Drop Correlations

X2 = My Pg b
v .
Mg pr Ug

CL my, pg Ky
X2 =Re—0.8_L._L__
vt 56 Ce Mg L Ug

og CL My PG Wy

Lockhart&Martinelli (1949)
my pe ML

X2 = L (E&yoss5ZLyo111
b= e O

C, = C; = 0.046 Viscous-viscous
C, =16,C; = 0.046 Turbulent-viscous

C, = 0.046,C; = 16 Viscous-turbulent




C,=C;=16 Turbulent-turbulent

B =144

C=5 Viscous-viscous
Chisholm (1967) C=10 Turbulent-viscous

C =12 Viscous-turbulent

C =20 Turbulent-turbulent

Sun&Mishima (2009)

Reg; 1—x
Csm = 1.79[—]%*(——)/?
sm Reg; x

Some Definitions and Explanations

5al,, = 2[5zl

i—i] is superficial single phase liquid pressure drogah be calculated by using

a suitable correlation or Moody Chart.
e To find @#for Lockhart&Martinelli (1949), original paper h&s be used since the
relation betwee®; andX was represented graphically. More information ban
found in the study. Chisholm (1967) provides anrapimate solution to avoid
the graphic.
e (, andC; values are needed to calculaXevalues that is used by all the
correlations based on the separated model. Detatimmof these values depends
on the transition from the laminar to turbulenttths not certain. However

Rex2000 can be accepted. The other C values thatsme to calculate liquid
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pressure drop multiplierd@?) should also be determined by the criteria given

above unless it is given as a function of Re itself

2.2 Heat Transfer

As mentioned earlier, two-phase heat transfer carclassified depending on
whether or not phase change occurs. The term is@génerally understood as boiling
heat transfer. Therefore, it is more suitable tpregs two components two phase flow

heat transfer as non-boiling two-phase heat transfe

The studies on non-boiling two-phase heat transfefownward orientation are
even more limited than the pressure drop’s. Thezdlaee important studies that can be
found in the literature: Dorresteijn (1970), Chu&és (1980), Oshinowo et al. (1984). In
all three, heat transfer measurements were donebdbn upward and downward
orientations. Air-water was used as working fluid €hu&Jones (1980) and Oshinowo
et al. (1984), whereas air-oil was employed in Bsieijn (1970). All three studies have
an agreement that upward heat transfer coeffigemgenerally higher than downward
heat transfer coefficient for the same liquid-dasvfrates if liquid phase is in laminar or
transition region. According to Chu&Jones (198M)wnward heat transfer coefficient
can be higher in fully turbulent region. Oshinowaak(1984) also reported that the heat
transfer difference between upward and downwaredntation generally increased with

decreasing liquid flow rate.

The heat transfer correlations tested againstlata are given in Table 2.3
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Table 2.3 Two-phase Flow Heat Transfer Correlations

th: =(1-a) /3 Laminar
— ResiPTiLDy1/3 0.14
Aggour (1978) \:there Nu;, = 1.615 ( - )2 (g /Hw)
% =(1-a) %8 Turbulent
L
Where Nu; = 0.0155 Res; > Pr2> (ug/uy)033
1 3
Chu&jones (1980) Nqu =0. 43Reo 55 / (HB/UW)O 14(Patm/Psys)0 17
WhereRerp = ReSL/(l - Q)
"hﬂ =(1-a)1/3 Laminar
L
Dorresteijn (1970) hhﬁ =(1—a) 8 Turbulent
L

Where Nu; = 0.0123 Reg; P33 (ug /iy ) **

Drucker et al.

=1+ 2.5(a Gr/Re#p)%>

h
1984 L
(1984) 6r = (o, = p) gD/ (v, 2)
Nugp = 8.7(1 — a)*125Re 225 Prit
prp = apg + (1 —a)p,
kpp = a LS kg + (1— ) 2k,
Prp Tp
Pc PL
Prrp =a—Pr; + (1 —a) —Pr
Katsuhara&Kazama '©~ ~  prp °© ( )pr t
(1958) Urp = mTotal/(pr T D2/4)

Pc PL
Vrp = ap—vG +(1- Q)EVL

Vrp
hrp = NuTPkTP/D

Khoze et al. (1976

Nuyp = 0.26Re&?Re;55 PrP+

Knott et al. (1959)

hTP ( USG)1/3
hL SL
Where R is from Seider&Tate (1936)

Kudirka et al.
(1965)

Nqu—lzs(—)l/B(u /1.)%6 Red/*P 1/3(u3/u Y014

Kim et al. (2000)

hTP Prg

= A-oft+o. 27[(—) 004(
L
Where hy is from Selder&Tate (1936)

)1 21( )0 66(&)—0.72]}
(97

Pry,

Oshinowo et al.

Nurp = 1.2Ry** (g /1) Reg); 6P7‘L (HB/H YO

(1984) WhereRV = (USG/USL)
Ravupudi&Godbold
P1078) Nuzp = 0. 56(—)‘% /11)°% Re§ P> (g /1ay) 01
L SL
Shah (1981) Nu, = 1.86 (ReSL:TLD)1/3(uB/IJW)O.14 Laminar
Nu; = 0.023 Reg, “8PrP4 (ug /py) 1% Turbulent
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Pr, H
%: Fp{l + 055[( )01( )04( 6)025( L)OZSIOZS]}
Tang&Ghajar L )
(2007) Fo=(1—a)+al- tan—l{(M) 2}]?
n 9D (pL — pe)
I =1+ [(pL pG)gDzlsinel]/a
Where h is from Seider&Tate (1936)
hTP 12 My P 1/5
=F 1/2¢ /
hL P o (pTP) 5
2 pcUg — U )" L
. = — — L (A L 2 2
(2011) prp = apg + (1 —a)p,
APTP 0.5
Q= )
Where m |s from Seider&Tate (1936)
Nin — 0.075Re®Pr,
UTP = 11 0.035(Pr, — 1)
US - UG - UL
UsD(1 — a®%)
g =——"T-—"7""
Ueda&Hanaoka U U +V5
1967 ED = Usy, SG
( ) Frgp = gaD(1 — a®®)/Ugp
Frg = gaD(1 — a%%) /U2
Uy = U, + 1.2Res *?5Ug — 12FrgpUgp + 16Frs25 U
T
ey = v,
. hTP (APTP)O 451
Vijay et al. (1982) | h, ~ ‘AP,
Where h is from Seider&Tate

Res. <2000 Laminar except Shah (1981) Correlatiors Rel70 for Shah (1981).
When using Seider&Tate (1936) correlation for Kint al. (2000) and
Tang&Ghajar (2007) correlations, use situ Reynoldember Reg;;, =

4rmy,
m(1-a)%5u.D

hrp = Nurpk; /D for Nurp type correlations except Katsuhara&Kazama (1958)
Please notice that Tang&Ghajar (2011) and Vijayalet(1982) are Reynolds
analogy correlations. Therefore, pressure dropiphgt must be known.
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CHAPTER 11

EXPERIMENTAL SETUP

In this chapter, the experimental setup and itsunsents are explained briefly. In
addition, the procedure to measure two phasednati pressure drop and heat transfer

coefficient is discussed. An overall system diagraigiven in Figure 3.1.

The experimental setup which was designed by Weteok (2008) allows
experimenters to perform flow visualization, voithdtion, pressure drop, and heat
transfer measurements. There are two separatbraasthes for different purposes. The
flow visualization and the void fraction measuremsecan be conducted in the flow
visualization/void fraction section whereas the sptge drop and the heat transfer
measurements can be performed in the heated seSiioce the subject of this study is
two phase pressure drop and heat transfer in gsedmwvnward orientation, only heated

section and its components will be described.
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Figure 3.1 Schematic of Experimental Setup



3.1 Details of Experimental Setup

A photograph of the test branches is given in Fg8i2. The insulated section
which is seen on the right side in the photo ishbated section. Three major components

of the heated section are mixing sections, a hesgetion and a thermocouple array.

Mixing Section: Two different mixing sections are placed in thated section in order

to help mixing. One mixer is placed at the inled &ime second one is placed at the outlet.
This will lead to better accuracy to measure tmeperature of the mixture. Both mixers

used in the setup are Koflo model 3-8 40-C-4-3V-2.

Heated Section: A schematic of the heated section is given in F&g8r3. 3/8 inch

nominal schedule 40 IPS alloy stainless steel wsed un the heated section. That
provides an actual inner diameter of 1.252 cm. [Ehgth of the test section is 101.6 cm.
A Miller Maxtron 450 model arc welder was used &atthe test section via high current
passing through the pipe. Copper plates were a&thth both sides of the pipe as
conductive connections by silver soldering. Foulagon purpose, phenolic resin boards
are used in order to reduce heat loss from theetessction. Moreover, Micro-Lok Fiber

Glass Pipe insulation produced by Johns Manvilld dahermwell Fiber-Glass Pipe

Insulation wrap are other insulation materials usdtie heated section.
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Figure 3.3 Schematic of Heated Section

A Validyne model DP-15 pressure transducer withCALE carrier demodulator
was used for the two phase pressure drop measuteniBaside its high accuracy, the
model also allows different diaphragms for diffédrpressure drop ranges. In the present
study, 2 psi diaphragm was sufficient for mostha tuns. When pressure exceeded 2 psi,
for some experiments, a 5 psi diaphragm was usdithodgh the heated section is
capable to perform isothermal pressure drop meamnts, only non-isothermal pressure

drop were measured in this work. The accuracy @&ssoc with the pressure drop
diaphragm is +0.25% of full scale.

Thermocouple Array: There are two thermocouple probes placed at tlet¢ amlid outlet

of the test section. In addition, there are sehenmocouple stations employed along the
pipe to measure outer wall temperature of the pipach thermocouple station consists

of four thermocouples in order to increase accurasyseen in Figure 3.3, cross section
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diagram, wall thermocouples are placed witth radian intervals. All thermocouples used

in the setup are Omega Model TMQSS—06U—6 and haacauracy of £1.6C.

Water Circulation System: Purified water is used as working liquid in the experimental

setup. A 55 gal cylindrical tank is used for st@aghe water is pumped into the system
via a Bell and Gosset series 1535 coupled cenaifpgmp (model number 3445 D10) as
seen in Figure 3.4. Then, the water passes thranghqua-Pure AP12T purifier. Later,

the water arrives to an ITT standard model BCF 4068 shell and two tube pass heat
exchanger. After leaving from the heat exchandgrasses through the flow meter. The
flow rate is measured by Emerson (Micro Motion &Beries model number CMF 100)
Coriolis mass flow meter. The water mixes with #uein the mixing section and comes

to the test section afterwards. Finally, it retumshe water tank.

SIDOSIBESTE ©

‘%\ e@p=s

‘\

Figure 3.4 Water Mass Flow Meters
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Air _Circulation System: The compressed air is introduced into the systerimgersoll-

Rand T30 Model 2545 air compressor as seen in &g Next step is a regulator/ filter
component. Then, the air arrives to a coil subntetgEat exchanger. After leaving from
the coil, it is filtered again. Air flow rate is galated by a Parker Model 24NS 82(A)-
VBLN-SS Needle Valve before it passes through EareMow Meters (Micro Motion

Elite Series Model number LMF 3M and CMF025). Thare two flow meters for the air
system. Either of flow meters can be used depenointhe air flow rate range which is
worked on. As similar to the water system, thecaimes to the mixing section, then to

the test section and, finally returns to the tank.

Figure 3.5 Air Mass Flow Meters
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3.2 Data Acquisition System

A data acquisition system by National Instrumentased to record the data. The
flow rates of each phase, the temperatures ofritrg,eexit and the thermocouples in the
each station, system pressure, pressure dropgeotad ampere can be monitored and
recorded via the system. There are three basiceelisnin the system: chassis, module,
and terminal blocks. Wendell Cook’s work (2008) che referred to for more
information about these elements. LabVIEW by Nalomstruments is used as a
graphical interface program. A former Ph.D. studdae-Yong Kim wrote a data
acquisition for a previous setup. Necessary madtifics were made by another former

Ph.D. student Clement Tang for the current setup.

3.3 Experimental Procedure

3.3.1 Pressure Drop Measurements
A detailed procedure for pressure drop measurenegisen in Cook (2008). As
a summary, we can reduce the procedure into figpsstpre-operation checks, system

warm up, stabilization, recording, and shut down.

Beside the basic steps mentioned above, thersemeral important points that
should be considered before conducting two phassspre drop experiments. The first
one is to select a suitable diaphragm for the dddiow ranges. This may require a large
diaphragm to determine an approximate pressure daoge before starting actual
readings. Once the pressure drop range is detedmihen smaller diaphragms can be

used in order to increase accuracy.
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Another important issue is to how to measure tlase frictional pressure drop

in vertical orientation. A pressure drop balance loa written as follows:

APTotal = APHydrosl:atic: + APFricl:ional + APAcceleration (3-1)

The acceleration pressure drop can be neglectethéomeasurement in short
pipes due to the very small void fraction changes@the pipe. Then, the equation for

frictional pressure drop becomes:

APFrictional = APTotal - APHydrostatic (32)

Now, the hydrostatic pressure drop can be defirmsgd on mixture density.

APyyarostatic = —9 Prp h; (3.3)
Where mixture density is defined as follows:

prp = apg + (1 —a)p, (3.4)
Then, the frictional pressure drop can be writtefodows:

APprictionat = AProtar + g by [ape + (1 — a)p,] (3.5)

Consequently, frictional pressure drop can beutaled after measuring total
pressure drop. The vertical pressure drop measutezaa be done in two ways. The first
one is simply to use two manometers (Figure 3r6}his situation, total pressure drop is
equal to the measured pressure drop since totssyme is measured by subtraction of the

pressure at point 1 from the pressure at point 2.
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Two phase flow
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Figure 3.6 Schematic of Two Manometers System

The second way is to use a differential pressamsttucer (Figure 3.7). As it can
be seen, the measured pressure drop is differantttie measured pressure drop in the
first system. If the pipes attached to pressumstiacer are filled up with the liquid, then

it can be shown that:

Py=P +ghip, (3.6)

Pp=P,—ghypL (3.7)

Then, the relation between the total pressure dmogp the measured pressure drop

becomes:

AP, = APyp — g (hy + hy) pp, = APy — g h, py, (3.8)

Now, if we put the equation (3.8) into the equat{8rb), we will get:

APprictionat = DPap — g hy pr + g hy [aps + (1 — a)p,] (3.9)
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If we simplify, we will get:
APprictionat = APag + g h; a(pg — pL)

flowTwo phase

mm |.D.

-
tabDowns
pressure tab

(3.10)

l tabUpstream
pressure tab
T

transducer

ream

Figure 3.7 Schematic of Differential Pressure Tdaieer System

Please, notice that the measured pressure drau ® frictional pressure drop

for single phase flow for the system shown in F&g8r7 since the void fraction is zero.

This can also be easily understood that there isenght difference between point A and

point B. As a result, there will not be a hydrostggressure difference between point A

and point B. So, the difference between the twdesys

is what the measured pressure

drop corresponds to. Using a differential presgwtmasducer is probably more suitable

for short pipes since it is more accurate. Howetlez, pipes attached to the transducer

should be monitored carefully. Especially for higstem

pressure, air can slip into these

pipes and can significantly change results sineae d¢fuation (3.8) is based on the

assumption that transducer’s pipes are filled uthwnly liquid. Otherwise, the void

fractions in the transducer’s pipes have to be knevhereas that is not practical. The
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two manometers system is more suitable for longeesowhich do not require much
sensitivity due to the high pressure drop and &sdoot need any special attention unlike

the differential pressure transducer system.

3.3.2Heat Transfer M easurements

A detailed procedure for heat transfer measuremisngiven again in Cook
(2008). The procedure is similar to the pressump dneasurement; however, it needs
more attention. Beside some safety reasons duetosage of the welder, stabilization is
another difficulty for two phase heat transfer ransl can take longer time depending on
the flow ranges of each phase, the temperaturkeodir and the tap water. It is wise to
open heat exchanger’'s valve and let the systemnieamoler and stabilize before
turning on the welder. This will significantly reckl the time needed for stabilization.

Otherwise, it will probably take much time.

Another important point is the flow ranges whicle dreing worked on. Some
flow patterns like slug, falling film are more chieoand may require more time for both
stabilization and data recording. Moreover, ther@y e some limitations due to the
safety issues or accuracy, repeatability and néitalof the data. It is more likely to face
these kinds of problems especially in very low ightlow rates and/or very high gas flow
rates. For instance, one can expect high heat dmlamor and uncertainty in such flow
rates. Falling film and annular film are good ex&spof these types of patterns that can
cause an increase in the uncertainty. One wayéocome the problem is to increase heat
given by the welder. This may significantly deceeascertainty, however; the system
must be monitored against overheating that caroniyt cause dry spots but also harm

the experimental setup.
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Consequently, some flow rate ranges may requirevor&. By that way, an idea
can be had about the behavior of the flow. This pewvide important clues about
optimum stabilization and recording time, and letitns of the heat transfer
measurements of the desired flow rates which amegbeorked on. Some general

observations and recommendations based on thenpiisely about the flow pattern are

given in Table 3.1.

Table 3.1 Recommendations for Two-phase Heat Teahééasurements

Flow Recommended Data | Flow/Heat Transfer Possible
Pattern Recording Time Characteristics Uncertainty
Annular 3-5 minutes Stable High
Bubble 3 minutes Stable Low
Falling Film | 5-10 minutes Unstable, Dry Spots High
Froth 5 minutes Stable/Low Fluctuations Moderate
Slug 5-10 minutes Unstable/High Fluctuatigns Low

3.4 Data Acquisition

The main function of data reduction program is talcalate inner wall
temperature and heat flux by using a finite diffex@ formulation, since it is difficult to
measure inside wall temperature. The program wesladged by Jae-Yong Kim (former
PhD student) and was based on the idea of GhaphrZangat (1991). Later, it was
modified by Clement Tang (former PhD student) for present setup. More information

about the data reduction program can be found @j@tand Kim (2006).
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3.5 Validation of Experimental Setup

Before conducting two phase flow pressure drop laeak transfer runs, it was
necessary to be sure that the experimental setapwoeking properly. For this purpose,
single phase pressure drop and heat transfer nesasnts were performed and compared
against some well-known correlations. The uncetyaianalysis can be found in

Appendix A.

3.5.1 Single Phase Pressure Drop M easurements
Distilled water was used to conduct the single phagssure drop measurements
to check whether or not the experimental setupoiking properly in vertical orientation.

The Darcy friction factor concept is used for commgan.

__2DAP _ APDSm?p
T pLVZ  8L2

f (3.11)

In this formula,AP andimn are obtained by the Validyne pressure transducerCoriolis
Flow meter, respectively. Pipe diameter (D) andjiker{L) were measured. Linstrom and

Mallard (2003) equation was used to obtain watesig (p).
p =999.96 + 1.7158 X 10™2T — 5.8699 x 1073T? + 1.5487 x 107°T3 (3.12)

Here temperature and density are’Grand kg/ni, respectively. The Colebrook-White
(1939) equation is preferred since it is consideredne of the most accurate and robust

correlations for pressure drop in pipes.

2.51

7= ~20g10(5+ 2 ) (3.13)

§|H

27



Heree=0.0000152 m is taken. Figure 3.8 shows the expariah results versus
the Colebrook-White (1939) equation for 9000 < R88000. The measurements were
obtained by using a 2 psi diaphram. It is betteavoid to get data for points close to
diaphrams’ upper and lower limits. For this pumadke points were within 0.2 psi - 1.8

psi pressure drop range.
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Experimental Friction Factor

Figure 3.8 Single Phase Pressure Drop Measureragaisst Colebrook-White Equation

The overall error of the single phase runs agawébrook-White (1939) equation was

almost within £5%. This shows the experimental ggitoduces quite reasonable results.

3.5.2 Single Phase Heat Transfer M easur ements
The single phase data was collected for 9000 < R8090 and compared against
five heat transfer correlations for comparison. Sbkected correlations were Dittus and

Boelter (1930), Chilton and Colburn (1934), Seided Tate (1936), Gnielinski (1976),
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and Ghajar ana Tam (1994). The correlations and lihetations are given in the Table

3.2.
Table 3.2 Single Phase Heat Transfer Correlations
o5 0.7 < Pr < 160
Dittus&Boelter Nup = 0.023Re,/"Pr™
Rep = 10000
(1930) where n = 0.4 for heating
L/D > 10
Seider&Tate Nup = 0.023Re3®Pri/3(, /)1 0.7 < Pr < 16,700
(é) (Re — 1000)Pr
Nup = ) 0.5 < Pr < 2000
A\, 2
Gnielinski 1+127 (g) (Pr3—1) 2300 < Re <5 x 10°
(1976) wheref = (0.791In(Re) — 1.64)~2
0.7 < Pr < 160
Chilton&Colburn Nup = 0.125fRePr'/? Rep, = 10000
(1934) wheref = (0.791In(Re) — 1.64)72 L/D =10
3<L/D<192
7000 < Re < 49000
Ghajar&Tam Nup = 0.023Red®Pr0-385(],/D)~0-0054 0-14
| D D (L/D) (up /1) 4<Pr<34
(1994)
11 < pp/my, 1.7

All correlations were almost withi#t10% . The closest values (almos5%) were given
by Ghajar and Tam (1994) correlation. Figure 3.9wsh the comparison for the

correlations. As it can be seen, the experimesetaipsis working properly.
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Calculated Nusselt Number

Figure 3.9 Single Phase Heat Transfer Measurenagaisst the Correlations
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CHAPTER IV

RESULTSAND DISCUSSION

4.1 Pressure Drop

It is already known that some properties like viyatction and flow pattern are
strongly related to the pipe orientation. The pnésstudy has contributed to the
understanding of two-phase frictional pressure dnogownward orientation. One of the
main goals was to determine if there were sigmnificeehavior differences between
horizontal and vertical two-phase frictional pregsdrop and to see how successful two-
phase pressure drop correlations were againsfhexienental results. Another important
point was to observe the effect of flow patternglos pressure drop. For this purpose, it
is better to make the analysis for the flow pattbynflow pattern and represent the

influence of different parameters on the flow.

Before representation and discussion of the esallinore detailed explanation of
some related concepts and parameters, brieflydated in previous chapters, is required
for the sake of clarity and completeness. One ef ithost common and important
concepts used in two-phase flow studies is voidtiwa. The void fraction is defined as

the ratio of the volume occupied by the gas tadie& volume.
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__ Volumeggqs (4.1)

- Volumerytal

Based on the observations of previous researchais, fraction has been
accepted as a very influential parameter relatdabth pressure drop and heat transfer of

two-phase flow.

A similar concept for liquid phase is known as layhold up and defined as:

Volumepigyia

H, = 1—«a (4.2)

Volumerytal

The next one is the liquid pressure drop multipibich is defined as:

G
2 __ \ap/Frictional two phase
L= (4.3)

AP
(E)Frictional liquid

Like void fraction, the liquid pressure drop mplier is a well-known non
dimensional number firstly defined by Martinelli &t (1944). It is commonly used in
two phase pressure drop analysis and correlatiodssAows the ratio of two phase
pressure drop to single phase liquid pressure drbe.single phase liquid pressure drop
is based on the assumption that, if liquid phasst®&alone in the pipe. Then, it can be
calculated from a suitable pressure drop correidtle Churchill (1977). The same idea
can also be applied for a gas pressure drop meltiplhich is less common. Different

pressure drop multiplier approaches can also beisdée literature.

As it is known, another way to represent the pressirop is to use Darcy or
Fanning friction factors. The usage of the frictifactor concept is a tradition in the

engineering community for single phase flow; howevbkere is no agreement on the
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definition and the usage of the concept for twosgehibow. To use the concept, one must
define two-phase density and the definition mafedifrom researcher to researcher. One
of the simplest definitions for the two phase dgns to use no slip two-phase density
which is defined as follows:

1
Prp = x a» AR

PG PL

Now, a two-phase friction factor can be definedodlews:

fTP — (APTwo Phase Frictional/AL)Dsnszp (4 5)
8(1+6)?

4.1.1 Analysis Based on Flow Patterns

There were mainly five flow patterns observed bya@hat (2011) who used the
same experimental setup for the same orientatiobblly, slug, falling film, froth, and
annular. Basically, the flow pattern map of Bhagy&fill) was followed in the present
study to label the flow pattern of each run. A dethdefinition of each flow pattern and
flow ranges for each flow pattern was given in wark. The relation between flow
patterns and pressure drop and the comparisowfgdatterns in terms of pressure drop

multiplier will be the main interest in this sectio

Bubbly Flow: The bubbly flow can be characterized by the flow ainost

homogenously scattered gas bubbles through a cantnliquid phase. In vertical
downward flow, these bubbles are formed aroundptpe axis and away from the pipe

wall. The frictional pressure drop in this regimereases by increasing liquid or gas flow
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rates and approaches single phase liquid frictipregdsure drop by decreasing superficial

gas Reynolds number (Figure 4.1).
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Figure 4.1 Variation of Frictional Pressure Dropiagt Rec in Bubbly Flow Regime

The link between pressure drop and liquid hold aipcbnstant gas flow rates is
given in Figure 4.2. Most researchers prefer ta pfessure drop against &eor Re;,.
However, as it can be seen, liquid hold up or voaction can provide a better
perspective to represent the behavior of two pHése in some cases since this
parameter allows us to get smoother trends. Thie gploves the strong connection
between void fraction and pressure drop. Pleaseradfice that how the pressure drop
almost keeps its magnitude in spite of reducingewatass flow rate when we approach

to the bubbly-slug transition region.

The relation between liquid hold up and liquid gre® drop multiplier for

constant gas flow rates is given in Figure 4.3.exponential-like decay occurs for the
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liquid pressure drop multiplier that approachesre with the increase in liquid hold up.
The pressure drop multiplier values of bubbly floagime are relatively low when
compared with other flow patterns. One can explaenreason due to the low gas flow
rates or void fraction values in the bubbly flowgiree. This is a correct argument in
some degree but if we use suitable parameterdidiiiel hold up and liquid pressure drop
multiplier for comparison of flow patterns, we wslée that some flow patterns, in spite of
sharing some common void fraction values or gaw ffate ranges, show different
characteristics. This shows that the relatively layuid pressure drop multiplier values
are not only related to low gas flow rates or vdidction but also the geometrical

structure of the flow. This will be discussed ie t#lug flow section.
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Slug Flow: The slug flow, as it can be understood by its naseharacterized by slug
shaped gas masses flowing through in the liquig@lmthe pipe. This slug formation of
gas phase causes high fluctuation in the pressoge &rictional pressure drop against
Resg is given in Figure 4.4. As it can be seen in fgark, a very nonlinear behavior can
be observed in this region. It starts to behaven@were and more unstable especially for
lower flow rates as shown on the left graph. Ondtireer hand, the trend becomes more
acceptable with increasing the liquid flow ratesh®wn on the right graph. This also
generally makes difficult to predict pressure dfopthis flow pattern. The reason may
be due to the strong influences of different fastlke gravity, buoyancy, and inertia
forces. It is obvious that more research is neddednderstand the behavior of this
regime.
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As we said earlier, superficial Reynolds number may be sufficient to see the big

picture. If we plot two-phase frictional pressur@m which was defined earlier against

liquid hold up, a more understandable trend caoltained (Figure 4.5).

Figure 4.5 Variation of Two-Phase Friction Factgaiast Liquid Hold-up in Slug Flow

Regime
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The relation between liquid pressure drop multipdied liquid hold up is given in

Figure 4.6. If we return to Figure 4.3, we can dieaee the effect of the two different

flow patterns on the flow. Now, we can compare bulflow against slug flow for the

specific liquid hold up range (0.65-0.8) in ternfdiquid pressure drop multiplier. This

shows how the formation of gas masses effect liquessure drop multiplier for the

same void fraction values. Since slug flow and tylflow occur in different flow rates,

this concept allows a better way for the comparisbonsequently, one can expect not

higher pressure drop values but much higher liguegsure drop multiplier values for the

slug flow when compared against the bubbly flowtfe@ same liquid hold up range.

Liquid Pressure Drop Multiplier
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Froth Flow: The froth flow allows more mixing and lead to higl@erfacial interaction

between liquid and gas phases. Therefore, highhaoftal pressure drop occurs in this

regime when compared to the regimes discussedqudyi There is an almost linear
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increase in pressure drop trend by increasing lgasrate (Figure 4.7). Moreover, the

frictional pressure drop has even more linear iaxahip with liquid hold up for this

regime (Figure 4.8).
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The froth flow occurs at relatively higher gas floates when compared against the
bubbly and slug flows. So, once again liquid hofdmay give better understanding in
terms of comparison of liquid pressure drop mukiplalues (Figure 4.9). It may not be
fair to compare froth flow against bubbly flow iertns of liquid pressure drop multiplier

since it does not give a clear idea about the etiethe flow patterns. However, we can
make a similar conclusion as we made before fobtiebly flow against the slug flow.

The liquid pressure drop multiplier values in thetli flow regime are smaller than the

liquid pressure drop multiplier values of slug ragifor the same liquid hold up range

(0.3-0.6).
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The two-phase friction factor concept can allonmeke further analysis. We observe an

almost linear decrease by increasing liquid holdrupigure 4.10. This may explain the
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effect of buoyancy when we return to Figure 4.5domparison against slug flow. There
was an exponential increase in terms of two phasgoh factor by decreasing liquid
hold up. Since mass flow rates are much highehénftoth flow regime, inertia force is
more dominant. Unlike the slug flow, the froth flomay be effected less from buoyancy

for the same liquid hold up range when we redwpadi flow rate.
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Flow Regime

Falling Film Flow and Annular Flow: The falling film flow is unique to downward

flow orientation. In this regime, a thin liquidril streams over the pipe surface while the
gas phase flows through the pipe core freely. Threukar flow is similar to falling film
flow. However, gas flow rates and generally voidctions are much higher. The liquid
phase is pressed between gas core and pipe watinmlar flow. On the other hand, dry

41



spots can be observed in the falling film flow. @sesult, the interfacial friction between
phases for annular flow is higher compared torglliilm. The frictional pressure drop
and liquid pressure drop multiplier plotted agaiRstc is given in Figure 4.11. One of
the interesting phenomena observed in the presay about the falling film flow is that

the pressure drop does not change significantlynbyeasing gas flow rate until the
falling film-annular transition region. Moreovehet liquid pressure drop multiplier for
the falling film can be compatible to the liquidepsure drop multiplier of the annular

flow.
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The relation between liquid pressure drop multiphed liquid hold up for the falling
film and the annular flow regimes is given in Figur.12 and Figure 4.13, respectively.
As we mentioned before, the liquid pressure drojitiptier values for the same liquid
hold up range are compatible for these two regintemay be understandable if the

geometrical structures of flows are considered.hBitdws look similar according to
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human perception. However, we need to talk aboatrédason behind the comparable
liquid pressure drop multiplier values. For bothtloé flow regimes, liquid flow rates are
generally lower compared to others. In falling filegime, gas flow rates are lower than
annular gas flow rates. Interfacial friction betweg#hases is also low for the falling film.
As we see in the comparison of the froth flow te #fhug flow, buoyant force is playing a
critical role again here. For some flow rates diirfg film regime, buoyant force is very
compatible to inertia and the gas mass can evet iteoposition for several seconds in
pipe. This behavior was observed by Bhagwat (20I4¢ drag force acting on the gas
phase was not sufficient and there was an almaslil@@gum between the drag force and
buoyant force. When this happened, the water stddeslip over the air while the air
mass held its position and started to spin by noting through the pipe in some area
close to the pipe wall and the falling film layeoke down. In another word, the air was
acting like a kind of blockade in the pipe. Thidhaeior was causing a sudden rise in the
system pressure. When the system pressure becanghaming, the air was forced to
move again and the flow returned to its normal @ood This phenomenon had occurred
periodically for the flow. Because of the instdlyiliof the flow, the void fraction
measurements were not able to be performed for sanwin the falling film region in
Bhagwat (2011). This shows how buoyant force camfBieential in this regime. When
we increase the gas flow rates and enter to thellaniflow regime, the effect of
buoyancy starts to decrease. The gas phase becnaresdominant and does not need
the liquid phase to move. It starts to compresditjugd phase towards the wall and even
perform drag force on the liquid phase. So, thg dloace changes its direction. However,

the wall friction kicks in this time in annular Ao As a conclusion, the reason behind the
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high liquid pressure drop multiplier values for tiadling film is different and should be

related to the changing role of the acting forces.
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4.1.2 Performance of Correlationsfor Pressure Drop Results
In this part, the performance of some of the welb\wkn two phase pressure drop
correlations was checked against the frictionatguee drop data and the weakness of the

correlations was discussed.

Several correlations are available in the litematuThe Lockhart&Martinelli
(1949) correlation is one of the famous and commaisked correlations. The approach
can be considered as the foundation of the sepganadelel since most of the researchers

followed the same path by trying to modify and ioye the correlation. In spite of
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handling phases separately, the solution approsdiased on superficial single phase
pressure drop. By introducing the second phasetheosingle phase, pressure drop is
supposed to increase. So, there should to be abktkeen superficial and two phase
pressure drop and it may be expressed as a fundimother attempt is homogenous
model. The model is based on the idea that twogshamsy be treated like a homogenous
phase. Therefore, two phase density and two phasesity also have to be defined.

Using a well-known single phase pressure drop tairoa is a tradition for this model.

One of the most preferred is The Colebrook-Whit@3@) equation. Several researchers
have tried to define different two phase densiéied viscosities in order to fit their data
and keep the constants of Colebrook-White (193®@gtgn in order to stay in Moody

Chart region. Beside these models, using similanitglysis is another way as shown by

Dukler et al. (1964).

A dozen correlations were tested against the dsithough some correlations
were successful in some flow patterns, none of tinas able to produce satisfactory
results for all regions. Another unexpected findisghat some correlations like Beggs
and Brill (1973) or Mukherjee (1979), which are goonly used in the oil industry for
different inclination angles, were far away fromegcting the data. Only three
correlations produced some favorable results tloaidcbe noticed. The first one is
Cicchitti et al. (1960) correlation. Despite itangile structure, the correlation was
successful in the bubbly and annular flow regidfigyre 4.14). However, the results for
slug flow and the falling film were not desirabigain, most of the data for the froth
flow regime were not in £15% error band. Some otm@mogenous model correlations

also produced closer results; however, it was oesethat the modifications of the
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homogenous model made by most researchers eittherotlimprove the results or even
made them worse. This shows that there might bendaimental mistake or at least
insufficiency related to the model since the madifions of the model do not help us in

terms of making progress.

Lockhart and Matrtinelli (1949) produced comparatgsults with Cicchitti et al.
(1960) (Figure 4.15). Although it was not succeksfiannular region as Cicchitti et al.
(1960), the results for the froth flow regime wermre reasonable. Once again, the

falling film and the slug regions were seen asmiost problematic regions.

Shannak (2008) showed best performance (Figurg.4Jbéortunately, it was not

able to produce good results for the falling filmdahe slug regions either.
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Now, it can be seen that there is a common failarsome regions for all
correlations. Another observation is that downwavd phase flow causes significantly
higher pressure drop in some regions if we assuraethese correlations are working
reasonably for horizontal flow. The data of Oshiool971) also validates this
statement. A comparison against Shannak (2008gledion is given in Figure 4.17.
Moreover, as we mentioned in the literature revsaetion, Oshinowo (1971) stated that
Lockhart&Martinelli (1949) failed against his datnd the correlation was able to
produce some reasonable results only for bubblyssamdilar flow regimes similar to our

findings.
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As it can be noticed, the correlations generadly fior lower pressure drops. In

another word, low flow rates cause unpredictablesgure drops for the correlations.
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There are several reasons why the available tweeplpaessure drop correlations fail.
The first issue is that two-phase frictional presstdrop does not behave monotonically
unlike single phase pressure drop. In another wibnd, possible to increase frictional
pressure drop by decreasing flow rate of one of ghases. We also observed this
behavior especially in the transition regions. kwmtance, the frictional pressure drop
increased by decreasing liquid phase for the cangjas flow rate in the bubbly slug
transition region for lower gas flow rates. Thens@f the slope of the trend can change.
The transition in two-phase, should not be confusil the laminar-turbulent transition
of single phase. Moreover, several transition negjiexist for two-phase flow. Also, the

flow pattern concept sometimes becomes insuffidieetxplain the transition.

Now, let us explain what the observation made abmeans in terms of
correlations. As we mentioned earlier, the homogenoodel is based on the definition
of two phase thermo-fluid properties. Therefores ftiction factor concept provides a
bridge between single phase and two-phase. How#werissue is that it is not always
possible to stay in Moody Chart region. From anireegy’s point of view, the parameters
like two-phase density or viscosity are supposetiaee a value between the values of
the properties of liquid and gas phases. On therdtand, it can lead to very high friction
factor values for some regions. Then, the homogemoadel will fail. Otherwise, one
should define an artificial two phase density od/arscosity values that have to be even
higher than liquid phase’s. In another word, wauass an imaginary fluid which is more
viscous and/or dense than the liquid phase. A amsituation exists for the separated
model too. If we return to Figure 4.4, the reasadmyvihis model fails can also be

understandable. As it can be seen, the trend isnoobtonic. Some local minima may
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exist for the trend. The separated flow model agsuthat flow rates should be directly
proportional to pressure drop. However, it is maet A change in the flow rate for both
liquid and gas phases can lead to an inverse efiegpressure drop. Moreover, the
transition regions are not only dependent on flates. All the other thermo-fluid

properties jump into the fray.

Consequently, there are critical transition zorwstwo-phase flow and we have
not been able to produce a general solution forptiodlem yet. It is obvious that we

should approach the case from a different angle.

4.2 Heat Transfer

The heat transfer measurements were not done smewaltisly with the pressure
drop measurements in this study since both measumtsnmave specific restrictions and
specific requirements that should be followed ideorto get reliable data. However,
almost the same mass flow rates were examineddtir tases. This gave us a good
understanding about the relation between heatfeaaad pressure drop and showed that
downward non-boiling two phase heat transfer ctngélch very good candidate for use of
Reynolds analogy to predict two-phase flow heatdfer coefficient. Even, it could be
considered that the pressure drop data validatetehat transfer data in an indirect way.
As was done in the previous section, we will présem analysis flow pattern by flow
pattern and try to show the relation within thegstege drop data. Some well-known two

phase heat transfer correlations will also be erathagainst the data.
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4.2.1 Analysis Based on Flow Patterns

Five flow patterns will be analyzed in this sentionce again. The heat transfer
data had less data points (165) compared to tresyme drop data (207) since both heat
balance error and some safety issues existed édneht transfer measurements. Still, the
data is sufficient to identify the similarities eten the pressure drop and heat transfer

characteristics of downward two phase flow.

Bubbly Flow: Two phase heat transfer coefficient against supalfigas Reynolds
number is given in Figure 4.18. The two phase traaisfer coefficient is increased by
injecting more gas into the system in this regi®mgle phase heat transfer coefficient
lines are also drawn in the figure for comparisgn using Sieder and Tate (1936)
correlation. As it can been seen, an interestingnpmenon takes place here. The heat
transfer rate can be reduced by gas injection donesflow rate ranges in the bubbly
region for downward flow. Please remember that thébly flow is generally
characterized by its homogenous structure. So, enawd can make a connection with
natural convection to understand this behaviorndtural convection, only one phase
exists however the driving force is the densityfetténce. Although the reason for the
density difference and the mechanism for naturalveotion are different, it may still
help to understand the reduction in two phase tnaasfer rate for some points in bubbly
region. There are some studies that show theteffieacatural convection in vertical
tubes. Interestingly, natural convection can redueat transfer rate for a heated pipe in

downward flows since it is considered as opposiog.f
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One can argue that this is not so significant imteof’;lﬂ. However, we observe
L

a similar situation in terms of liquid pressure minmultiplier for some points in the
pressure drop data. In spite of having high voattion ¢>0.2), a few bubbly points’
pressure drop multiplier values were almost onetedeer, the fluid combination and/or
diameter can also make this reduction more sigmti@s Oshinowo (1971) data showed
that it was possible to see significant reductidiss phenomenon can be remarkable for
some industrial applications. For instance, reduwsat transfer rate can be beneficial for
oil industry since the oil is wanted to presensetémperature against decomposition in

oil pipe lines.
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Slug Flow: The trend of heat transfer coefficient versus dupal gas Reynolds number
is given in Figure 4.19. In the figure, we see rerease for the heat transfer coefficient
by gas injection. The second important point ig #hdransition occurs d&es; =~ 600
since the slope of the lines change significantiie do not observe any reduced heat
transfer rates similar to some points in bubblywflegime when compared to single

phase heat transfer rates in this region.
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At this point, it is better to show slug to bublbansition region since the
neighborhood of these two regimes are critical twdasstand the heat transfer
characteristics of low flow rates (Figure 4.20).Higure 4.20, the slug points are colored

with red and the bubbly points are colored withloxel Similar to the pressure drop,
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there is a sharp change in the heat transfer behdwis very interesting to observe that
the heat transfer can be enhanced by reducinglligiiase flow rate for very low flow
rates. Please notice how the lines become norndalvben we increase gas flow rate. We
know that if we are talking about convective heahsfer, the movement of fluid is the
characteristic of this type of heat transfer. Thesiion arises here that how the heat
transfer can be enhanced by reducing the flowaatbe liquid phase which its thermo
physical properties are superior than the gas pimasgms of the importance to the heat
transfer mechanism. The answer may be the velpedfile of the flow. We reduce the
velocity and the average thermo physical propeniethe flow by reducing the liquid
phase flow rate; however, the velocity profile bktflow is changed drastically by
entering into a non homogeneous structure frommadgenous (bubbly) structure which

its velocity profile is quite similar to single ptaflow.
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Froth Flow: The froth flow behaves smoothly as expected. Ifregall the pressure drop
results for this regime (Figure 4.7), the heatdfanbehavior is not a surprise. The heat
transfer coefficient in this regime is increaseadtgly by adding more gas into the system
as shown in Figure 4.21. Unlike slug flow, it sedinst this regime is not sensitive to the
gas flow rate since it can only be formed for highiguid and gas flow rates.

Consequently, small increments in gas flow ratesxatomake a big difference in froth

flow regime.
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Falling Film Flow: The two phase heat transfer coefficient againsedigml gas

Reynolds number for falling film regime is givenkingure 4.22. Maybe, the falling film
flow can be considered as the most problematicmmegn terms of heat transfer for
downward flow. This region is very sensitive to esplly liquid flow rate. As it was
mentioned earlier, dry spots can occur in thismegand the heat transfer rate is affected
significantly in case of the loss of liquid-wallr@act. There are two ways to bypass these
critical points due to dry spots. The first onehat the heat transfer can be enhanced by
increasing liquid content. More gas injection itih@ system is the second way. So, we
introduce the gas into the system and it can cdnsepots in the beginning. Further gas
injection may reduce dry spots by pushing the tdouhase towards the wall. As a result,
one can expect to see such ups and downs in thetraeafer trend for falling film

regime similar to one shown in Figure 4.22.
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in Falling Film Flow Regime

Annular_Flow: The two phase heat transfer coefficient increasesotonically in

annular flow regime (Figure 4.23). One of the reasof this monotonic increase is that

the annular flow is the extreme region for two gh#isw. Further gas injection will lead

to annular-mist and eventually mist flow will occwnlike other regimes, introducing

more gas in annular flow regime will cause smatké@ments in void fraction. This is the

reason why a small linear slope in the figure isesteed in spite of introducing large

amounts of gas into the system. Abnormalities ie trend may be seen when we
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approach annular-mist transition region since itnaid film layer starts to break up.
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Figure 4.23 Variation of Two-Phase Convective Heansfer Coefficient against &e

in Annular Flow Regime

4.2.2 Performance of Correlationsfor Heat Transfer Results

The performance of correlations against the heaisfer data was seen more
reasonable when compared to the performance o$ymesirop correlations against the
pressure drop data. An overall performance of saeleéknown two phase heat transfer

correlations is given in Table 4.1.
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Table 4.1 Performance Analysis of Various Heat $r@anCorrelations against the Data from VariousvARatterns

Bubbly Slug Froth Falling Film Annular
Flow pattern . . . . .
47 data points) (38 data points) (25 data points) (19 data poaints) (36 data points)

Correlations 171 2| 3 4 |12 34|17 |2 3|41 | 2] 3|41 |2] 3| 4
Present Study 85| 100| 14.5( 4.5 93 94|7 2.1 249 100 100 (.7 [P.1 PB9.5|89.5 |8.61|924.4 100 8.7 7.1
Aggour (1978) 0 0| 399 6.1| 184 36/8 294 148 p [0 517 95 |0 0O 68.8 [20.4| O | 2.89 |6D.5
Chu and Jones (1980) 0 [23.4 40.3] 154 50 71{1 20 164 96 100 47 H.8 P1.1|36.8 39.8| 238| 22.4 355 6.]
Dorresteijn (1970) 0 0| 474 77| 26.83 474 28/L 192 p |0 56.6 {13 |O 0 §7.7 (18.3|2.8 | 5.61 |6H.5
Drucker et al. (1984) 0 (59.6 32.2| 12.14 13f2 316 36 11.8 9.2 100 2.2 (11 [63.2|89.5 |B%H| 8.3| 38.9 33.6 9.4
Katasuhara and Kazama (19 0 0 |853f 331 O 0| 96.4 20{2 ( D 485 1.6 |0 0 138 56.6 |0 0 0.9
Khoze et al. (1976) 0 0 [216.47 369 O 0| 185[2 4F ( D 238.7 37.1 |0 0 2p79M411| 0 0 P558
Knott et al. (1959) 93.6/ 100 13.7 3.9 68/4 895 12|11 14.6 100 (100 1.5 |8.8 (89.5|94.7 (18.2| 61.1 100 17.1 7.
Kudiraka et al. (1965) 85|19.1 59.7 36.9 O 0 1132 195 p [0 693 6.7 |0 0 2154174 | O 0 [116.3
Kim et al. (2000) 78.7| 100 16.1 3.9 92{1 974 4 126 60 |96 1B8.4 (7.2 {47.4168.4 |216| 38.9 69.4 21.9 13
Oshinowo et al. (1984) 0 0| 136| 20 0 0| 1191 26|7 ( D 107.4 1B.6 |0 0 119.7 B1.2| O 0 P4.9
Ravipudi and Godbold (1978)55.3| 74.5 19.4 15.7 97{4 974 4)]3 §9 2 (00 17.1 |55 | O 0 Bo.mB|29.| 0] 70.2] 5
Rezkallah and Sims (1987)| 27.7| 72.3 24.9 6.4 28J9 711 232 153 |0 |0 4.1 0.3 |0 0 B19]| 23| 0| 70.7| 19.5
Shah (1981) 100| 100 9.5 4| 57Pp 71]1 19{1 147 68 100 1p.9 [9.8 pB3.2 (100 (158|&.1 1000 11.4 7.7
Tang and Ghajar (2011) | 0 | 85| 35.9] 49| 52p 78/9 6.8 224 64 |84 93 186 |53 |53 B85 | &B| 944 10.3 11.
#Tang and Ghajar (2007) [95.7| 100 10.2 5.4 55)3 688 1488 1B.9 a4 |72 21.6 [11.5|53 |214 | 39| 63.9 92.Y 117 18
Ueda and Kanaoka (1967)] 0 0| 6712388 O 0| 776/8 134 ( D 495 34 |0 0 1%26.8 #0.6| O 0 1029
#Vijay et al. (1982) 100| 100f 2.7 5.1} 36,8 57|19 273 14.1 20 (48 3.4 [11.8| 0 |53 U¥8.7| MW6| 0O | 52.2| 7

7.1
38

16.2

10

# Correlations based on Reynolds analogy, *Notéhénabove table, numbers 1,2,3 and 4 refer to: dafiber of data points within £ 20 % error

bands, 2=% number of data points within + 30 %rdpeonds, 3=Mean absolute error (%), 4= Standardtien
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As expected, most of the correlations were ableréalict the bubbly flow region
reasonably well. Shah (1981) and Tang&Ghajar (2@binelations were the best for this
regime. The slug flow regime was once again onthefdifficult regimes to predict for
the correlations. Still, the results can be conmsidesatisfactory for the majority of the
points. Kim et al. (2000) and Ravupudi&Godbold (&P7vere the most satisfactory
correlations for the slug flow. Chu&Jones (1980) alknott et al. (1959) can be
recommended for the froth flow. Except for few msi Shah (1981) and Knott et al.
(1959) were successful in the falling film reginGne of the main causes for those erratic
points in the falling film regime could be the dsgot problem. For annular flow, Shah

(1981) and Tang&Ghajar (2007) are recommended.

Knott et al. (1959) and Shah (1981) showed thé fre$ormance for the majority
of the flow patterns. The performances of these damelations are given in Figure 4.24
and Figure 4.25, respectively. In spite of moresogable results unlike pressure drop
correlations, the heat transfer correlations stieigg predict the heat transfer rates of
lower flow rates. Most researchers tried to deahwhese kinds of behavior changes for
low flow rates by putting restrictions in terms safperficial Reynolds numbers that are
only valid for single phase flow (Re = 2000). Thises not look like an appropriate
solution since if there are some transition regifamgwo phase flow as we have already
shown, new dimensionless numbers should be idedtib put more suitable restrictions
for correlations. Interestingly, Shah (1981) assuimdower Reynolds number (170) for
his correlation. This shows that some researchers aware of this problem and tried to
minimize the error for their data by identifyingffdrent Reynolds number for the

transition region. Unlike single phase flow, thaséence of two phases makes it more
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difficult to clarify the transition region sincelat of parameters may have influence on

the transition region. Another interesting attemgis made by Chu and Jones (1980).

They introduceé;fﬂ into their correlation. Probably, they noticed @amexpected heat
Sys

transfer rate for some lower flow rates for thaitad Since low flow rates cause relatively
lower system pressure, they might try to handls gnoblem in an indirect way. Further

works are needed to enlighten this issue.
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Figure 4.25 Comparison of Heat Transfer Data ag&hah (1981) Correlation

Until this point, we have tried to show that Relglsoanalogy might be the best
way to deal with the problem if the pressure drajugs were already known or were
able to be calculated by a good pressure drop latioe. Since the approach is very
effective for single phase, it can also be benralfim calculate two-phase heat transfer. In
a brief summary, Reynolds analogy depends on tlaiae between momentum and
energy equation. Since both fluid phenomena ameedaby advection, we expect to see
analogical behavior. There were several studiestHerusage of Reynolds analogy to
calculate two-phase heat transfer. Yet, the studiese generally for horizontal or
upward orientation. For this purpose, a simpleduite effective correlation is developed

for downward flow. Since we can relate Nusselt nhamio Reynolds and Prandtl

10000 -

+15%

e
e R
P 7N
g x
/ ;,/
) 2
gl ‘3“
@
e .’ O  Bubbly Flow
®  Slug Flow
Vv  Froth Flow
v Annular Flow
- 0,
15% B Falling Film Flow

hTPexp (W/m? K)

63

10000




numbers for single phase flow, a similar relati@iween two-phase pressure drop and
heat transfer coefficient multipliers can be readieveloped. Therefore, the proposed

correlation is a simple power function of liquicepsure drop multiplier:

CIE = Qss (4.6)
hy,

The performance of this new correlation is giveifrigure 4.26. The correlation
predicted most of the points which were not prextidiy any of the correlations given in
Table 4.1. Only two points from falling film reginveere out of the desired range. This

can be understandable due to the issue we havéomeshtbefore.
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Figure 4.26 Comparison of Heat Transfer Data ag&irgposed Correlation Equation
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4.2.3 Comparison of Heat Transfer Characteristics of Downward and
Upward Orientations

The present study is focused on downward flowtl, sstome heat transfer
measurements were also conducted for upward tweepflaw in order to get a better
understanding of the influence of the directiorira gravity. Two-phase Nusselt number
against superficial gas Reynolds number is givefrigure 4.27 for both upward and
downward flows. Besides the same mass flow rakestdmperature difference between
runs were kept to a minimum as much as possibler fiddings in this study are in
agreement with other researchers. Upward heatférarstes are generally higher than
downward heat transfer rates. There are some regmowhich the heat transfer rates of
downward flow can be higher. The order of higheatheansfer rate with flow rate is as
follows: upward-downward-upward. As it can be seenthe figure, the difference
between the orientations is more significant favdo flow rates. The same observation
was made by Oshinowo et al. (1984). It seems tiebtioyancy effect is diminished by
increasing liquid flow rates. Another interestirigding is the significant heat transfer
difference for bubbly flow regime. This may validaiur previous analysis related to the

opposing flow concept for homogenous structure.
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4.3 Recommendationsfor Modeling

In Chapter 4, different correlations were testealigt our experimental data and
the efficiency of the correlations was generalwf pattern dependent especially for
pressure drop data. This problem is not only rdldte our experimental data but a
general case that almost every experimental date Bame uniqueness. This is the
reason why a correlation can only produce reasenaddults only for the experimental
data that is used to develop that correlation. tBese correlations generally provide

solutions for specific cases.
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If a more robust model is wanted, we should apgrdhe case in a different way.
We already know that Reynolds analogy can be ufedtieely. So, developing a good
model for pressure drop will solve the problem.lédst, the idea behind that model can

be modified to develop a model for heat transfer.

Let us begin our analysis by asking the most ingrdrguestion. What is missing?
Engineering community developed two concepts ireotd solve the problem. One of
them is void fraction and the other one is flowtgat. Void fraction is the volume ratio
of phases. It is a mathematical concept that weesgumess in terms of numbers. First
researchers developed simple correlations by usirsgconcept in order to produce a
solution. However, although a relation has been,ss did not enlighten pressure drop
and heat transfer phenomena sufficiently. Thenhase started to visualize flow and
developed flow pattern term. We looked at the flawd gave names to the flow
depending on the geometry and grouped our datadb@sdlow patterns. We became
closer to the solution because we started to seiéasibehaviors for each flow pattern. At
least, this concept was more useful. Then a lotresiearchers started to develop
correlations based on flow patterns. Unfortunatiibyy pattern is not a concept that can
be expressed in a mathematical way. It is veryemivie. Secondly, both void fraction
and flow pattern are actually outputs of the flomlike flow rates, temperature, thermo-
fluid properties. From application view point, & not always possible to know flow
pattern and there are no robust models to predetpattern of flow. Once diameter
and/or fluid pair are changed, we suddenly findselues in a new world. Consequently,

flow pattern is also an output like pressure drop.
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Now, let us think the relation between pressurednod flow pattern. Due to the
position of phases in the pipe, we see a shapet Wiiae meaning of this shape for the
flow? Simply, it is distribution of parameters likiensity, viscosity along the axis and the
length of the pipe. Is this distribution random?, Modepends on some parameters like
diameter, flow rates, surface tension and othemibdluid properties. But we do not
exactly know how these parameters effect this idigion. Moreover, due to number of
these parameters, it does not look easy to usd Hikese parameters to develop a model
that defines this distribution. But maybe we cardfan easier relation. We know that this
distribution decides the characteristic of pressdrep but also vice versa. This is
“chicken or egg” story. Suppose we have two notingixiquids in a cup. We start to stir
up and observe how these two fluids mix into eaittero If we increase the speed, the
mixture can become even more homogenous. For twaseptflow, what is the
mechanistic effect that forces these fluids mix ieach other or decides homogeneity of
the mixing? Can we use experimental pressure drajnderstand flow pattern? One can
ask what the purpose is. If we are able to findlation between pressure drop and flow
pattern in a mathematical way, we can get rid @ivfpattern and obtain another concept
that will do the job of flow pattern and this coptevill be expressed as numbers. By
using our experimental data, we can create a matheahrelation between pressure drop
and this new concept. Since both pressure droptlaachew concept will be related to
each other, we can define two functions to obs#ree behavior against input variables
and also their relationship. By that way, we casatg two charts. After construction of
these charts, we no longer need flow pattern. I8&eqt, we check if we can observe a

sensible pattern in these charts that allow a isoiuby an iterative approach. If that
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works, we can transform these charts to equatignsusve fitting. Finally, we can
combine these two equations in order to get aniamdunction that can be solved

iteratively.

So, our aim is to develop a characteristic dimeriegs number to use instead of
flow pattern and/or void fraction. Now, let us cmies an annular two phase flow. By
using flow visualization or even experimental vdidction can be sufficient, we can

draw a distribution line with respect to radiusgiiie 4.28.).
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Figure 4.28 Distribution Line for Annular Flow
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We can label fluids with numbers. For instance Maee of gas and liquid can be
expressed as 1 and 2, respectively. Now, we halist@bution function ¢) that can be
expressed as dimensionless diametdr/R). For annular flow, due to the separation of
phases, the line is supposed to be discontinuaatsthiere will be a jump at the inter
phase. Other flow patterns can also be expresgaxamately in terms of distribution
line. For instance for bubble flows, if it is notally dispersed, there will be a liquid film
near the wall, and a liquid-gas bubble core (tlzat be treated as homogenous) in the
center. If void fraction and the thickness of tiggiid layer are known, then we can draw
an approximate distribution line similar to the alam flow. Other flows that show a
periodic behavior like slug can even be approxich&tg averaging by help of using void
fraction and flow visualization. After we obtain@pximated distribution lines, we can
go to the next step. Now, we need to find a wagxoress these distribution functions as
a characteristic number (Shape Number). Let usnasdhat an unknown function)(
exist that when we multiply this function with thestribution function and integrate with
respect to diameter, we will obtain our desiredoghaumber. If there is a discontinuity

in the function, we can make partial integration.

fol @ T dr* = Shape number (4.7)

Please notice that we are not trying to make aeanioa model. We are going to
use numerical integration (if it is needed) just®mo obtain a shape number and put the
flow pattern out of the equation. Once, the moddbuilt, there will be no need for any

numerical integration.
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Now, we can start to look for a relation to exgrédgs unknown function. This is
the difficult part of the model. As we advocatedlieg using a function that consist of
experimental pressure drop can be helpful. Let iue gn example to explain. Most
researchers use single phase liquid pressure drognistruct a bridge between two phase
and single phase. Instead, let us use homogenodslmad try to define a relation.
Suppose we use homogenous model and calculate phtage pressure drop. In this case,
the distribution function is accepted as volumeaverage and the value @fis same at
every point in r/R. On the other hand we get aeddiht distribution and pressure drop

from our experiment. Then, a relation may be found.

(pHomogenous A APHomogenous and (pExperimental A APExperimental

Now, different dimensionless number or ratios cartrled. For instance:

Pmodel = (PExperimental - (PHomogenous (48)
And,

2
= (APExperimental - APHomogenous) X R2T+ /0 (49)

Now, we can multiplyr andq,,,,4.; and integrate with respect tb(r/R). Please
notice that, instead of surface tensief), (Other parameters can also be tried to make
dimensionless. In this form, it is the ratio of ahatress difference to surface tension
between phases. One can ask how about the questaiad to the magnitude of these
two functions since we just gave arbitrary valuks?) to fluid phases. We are going to
use dimensionless numbers that consist of thermd-flarameter of these phases. So, we

expect to see different relations depending onvillaes which we gave to the fluids
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before obtaining a shape number. We can returrresahsider these arbitrary values and

can make some modifications for different fluidrpaf it is needed.

After we obtain shape numbers for all runs nowose create two charts and
check how these shape numbers behave with two giraseure drop. For instance, for
the first chart, we can plot Shape number versdisngnsionless number which contains
two phase experimental pressure drop in it andmettc ratio. The second chart, we can
plot APexperimental/ APromogenous@dainst Shape number, density ratio, viscositio rat
other possible dimensionless numbers. Then, wecback if a graphical solution is
possible since we have two charts now and no longed experimental pressure drop.
APexperimental DECOMESAPTyo-phase (UNKkNOwN). We can assume homogenous flow and
calculate homogenous pressure drop. We go to ttsiechart and find Shape number by
using our initial guess (homogenous pressure dioghe dimensionless number and
volumetric ratio. After we find shape number, wetgahe second chart and use shape
number with other dimensionless number to fillrwo-phase/ APHomogenousatio. Now
check if the solution is close enough to initialkegs (which was homogenous pressure
drop). After making some iterations, if we can fithé experimental pressure drop, then
the relation is obtained and we are ready for # step. We can make curve fitting and

obtain two equations. As in our example, it woudd b

Shape number = f(Volumetric ratio, A dimensionlassnber that consists of two

phase pressure drop,...)

APrwo-phasd AI:)Homogenous: f(Shape number,diy. , pe/pe,...)
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Finally, we combine the two equations by addingpghnumber into the second
equation and we will have an implicit function tleah be solved iteratively. By that way,
solution becomes independent of flow pattern. Latex can check the model against
different experimental data that is obtained byngsilifferent fluid combinations and
diameter sizes in order to see what kind of modiftms can be made. Next step we can
check the effect of roughness, effect of inclinat{d it is possible to improve the model

for all inclinations).

There is an important issue related to verticafl that should be discussed.
Since the total pressure drop is different thactibhal pressure drop, one can argue the
effect of the hydrostatic pressure drop on theribistion function and instead of using
frictional pressure drop, it may be more favoratdeuse total pressure drop. If it is
needed, frictional pressure drop can be calculatied finding total pressure drop. Based
on the approach you are trying, it is possible ¢b megative pressure drop (which is
already a case for downward pressure drop). Moreove may even observe negative
frictional pressure drop for upward flow. The modeah be flexible for those cases. For
instance, shape number can also be calculatedgagivesin some cases depending on
your model and it can make sense because we aiegledth sign changes for vertical
flows. Beside this, we already saw that two phassgure drop could be lower than
superficial single phase pressure drop. In sucks;ashserving a sign change for shape

number can be considered good.

There is one disadvantage of this approach trgines more effort and flow
visualization is needed. However, if one can be @bout the flow pattern and if it is

annular flow, then there is no need for flow viszation. Experimental void fraction
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value will be sufficient. It would be more advardags to check the model in annular
flow before going for other flow patterns. If aagbn is obtained and the model looks
promising, we can go further. Otherwise it is pbksto waste time. Also, if the aim of
the study is modeling, measurements should be bdased on the parameters that you are
going to use fort. For instance, we can regulate flow rates basedxgerimental
pressure drop and try to obtain similar values. Mhe construct the first chart to see the

behavior of shape number, it would be very advastag to get smooth lines.

The shape number approach can also be usefutdeemtation of the data. Until
now, there is no way to show all points clearlaigsingle graph. We have to use sub
categories like flow patterns to show the trendss Tauses discontinuity and makes the
case difficult to see the big picture and undestaansition regions. Actually, by using
flow patterns, we just assume an imaginary axis.ifsiance, we check pressure drop
against flow ratio or Reynolds number for only bigbtbow. If the shape number idea

works, we can make a better categorization basedvatue.
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CHAPTER YV

CONCLUSIONS AND RECOMMENDATIONS

Two phase isothermal pressure drop and non-boiliegt transfer for vertical
downward orientation were investigated experiméntah the present work. The
measurements were conducted in a 0.01252 m diasteiatess steel tube and air-water
fluid combination was used as working fluids. ksvobserved that both pressure drop
and heat transfer depended on flow patterns, iarotlord, they depended on flow rates
of gas and liquid. It was seen that especially flow rates had different hydrodynamic
and heat transfer characteristics. Some well-knowmelations were also tested against
the data. The most problematic regions were slagfalfing film flows. Unlike pressure
drop correlations, heat transfer correlations vedrie to produce more reasonable results.
Still, more work is needed to develop flow patterdependent correlations for vertical
downward orientation. The conclusions and the meuendations of the study are

summarized in this chapter.
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5.1 Conclusions of the Pressure Drop Measurement and Analysis

Due to the homogenous structure, bubbly flow is@ghtforward flow pattern. A
monotonic increase was observed in frictional presslirop by introducing more
gas. Most of the correlations were able to pretthist region easily. An interesting
phenomenon took place in this regime. It was ndtibat pressure drop could be
reduced by injecting gas into the system for sotow frates. This was also
supported by the data of Oshinowo (1971).

Unexpected pressure drop results were seen irflsluglespite low gas injection.
Especially for low flow rates, the error with respéo the correlations increased
significantly due to the highly non linear behavitir seemed that there was a
transition dependence on both liquid and gas flates. The frictional pressure
drop can even increase by reducing water or av flates in this bubbly to slug
transition region.

The data behaved monotonic and the frictional presslirop increased almost
linearly (especially against liquid hold up) byenfing more air into the system in
the froth flow regime and no complications wereeaslied in this regime unlike
slug flow regime. However, the correlations were sioccessful once again for
the low flow rates in this flow pattern. The erfor these low flow rates against
the correlations was relatively small when compdcethe error for the slug flow
regime; still, it was far away to be consideredessonable.

High frictional pressure drop and liquid pressurepdmultiplier were observed
for the annular flow as expected. The sensitivigaiast gas injection was

relatively low for this regime since high amountgas injection into the system
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was required to observe a significant frictionaégaure drop rise. Interestingly,
despite using a homogenous model, some correlat®imsnnak (2008), Cicchiti
(1960)) were very successful to predict the friciibpressure drop.

e Due to its uniqueness, the falling film flow may ®nsidered the most
interesting regime that was observed in this stsidge it can only be seen in
vertical downward orientation. The frictional press drop and liquid pressure
drop multiplier values did not seem to be affected much from more gas
injection for constant liquid flow rates until tfeling film annular flow transition
region. Despite relatively low gas and liquid floates, high liquid pressure drop
multiplier values were seen for this flow patteNone of the correlations were
able to produce reasonable results against thimdaliim data. The error was

higher especially for low gas flow rates.

5.2 Conclusions of the Heat Transfer Measurement and Analysis

e The heat transfer characteristic of the bubbly fimas similar to the pressure
drop characteristic of this flow pattern. In sonh@wf rates, slightly lower heat
transfer values were seen in this regime when cosdpto their single phase
liquid heat transfer values. There was not seen simjlar findings in the
literature that two phase heat transfer could ke than single phase liquid heat
transfer for downward vertical flow. It is obviotisat more experimental work is
needed for different pipe diameters and fluid camabons to verify this
phenomenon. For now, at least our pressure dr@silgaported this heat transfer

characteristic by the perspective of Reynolds apal®oreover, upward bubbly
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flow heat transfer rates were also significantlyttar than downward bubbly flow
heat transfer rates. This may express buoyancynasssisting or an opposing
force for this regime. As for pressure drop ddkee heat transfer rates were
predicted reasonably well by most correlations.

The heat transfer characteristic of slug flow fayher liquid flow rates were quite
straight forward. Once again, we observed a higioy linear behavior for low
flow rates that the heat transfer rates could teeced by reducing liquid or gas
flow rates. For these low flow rates, the errorhwiespect to the correlations
becomes higher. Overall performances of some ledioas for this regime were
quite reasonable with the exception of a few points

We observed a slight and an almost linear incréaserms of heat transfer by
introducing more gas into the system in the frokbwf regime. Relatively
speaking, it was seen that this regime was nosénsitive to the gas flow unlike
the slug flow regime. Consequently, some correfatiovere quite successful in
this regime.

A monotonic behavior was seen in terms of two phasat transfer rates in
annular flow. Very high amount of gas was needeth¢oease heat transfer rates
in this regime due to the small changes of voidtieens. We do not know if there
would be further complications related to annul@triransition or very high void
fractions due to experimental limitations. Sevecakrelations were able to
produce acceptable results for this regime.

Some unexpected increases and decreases were atbgerthe two phase heat

transfer trend in the falling film flow. So, thiggime can be very sensitive to
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further liquid or gas injections. One of the reasaould be attributed to the
unstable structure of this regime since this regisiainder the influence of
multiple forces. If we neglect these up and downkeat transfer rates, an almost
horizontal trend can be seen similar to the presduwp data that one could think
that the heat transfer rates were not affectedwsthrby introducing more gas into
the system. Another reason of this unexpected hehakthe heat transfer in this
regime must be the dry spots problem for some flates. If the dry spot problem
occurs, the Reynolds analogy will probably failis'ts the only exception for our
overall data since all regions showed that downwaodphase heat transfer was a
very good candidate for Reynolds analogy. Sevenaktations did well and were

able to predict the falling film data reasonablyllwalike the pressure drop data.

5.3 Recommendationsfor Future Experimental Pressure Drop Studies

As it is seen in the present study, the behaviotwaf phase flow in vertical
orientation is even more complex than horizontargation due to the stronger
influence of gravity force. Moreover, downward emiation can behave even
more nonlinearly due to the direction of flow toiathbuoyant force acts against.
Therefore, pressure drop data should be collectstermatically to make a
comprehensive analysis. Otherwise, it is very dlifi to notice and show the
trend of the pressure drop for different regimegesithe behavior of the pressure
drop can be very sensitive to flow rates in songgores. Although there are some
experimental studies for two phase pressure drajpwnward orientation in the

literature, some data consisted of arbitrary powksch do not provide useful
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material to present and compare the trend of @ifferegimes. Consequently, the
flow rates should be chosen and arranged careduliyng the experiment.

Beside flow rates, the effects of the pipe diameted working fluid pair are
another important issue that must be worked orceSmost correlations generally
can produce some reasonable results only for tte afacorrelation’s developer,
the choice of the pipe diameter and working fluar@ecomes very important.
Since the two phase flow is under the influencenottiple factors, it would be
wise to keep some parameters same as other resesaré¢tor instance, instead of
selecting these parameters arbitrarily, one cardwttnan experiment by using
same pipe size and flow rates that were used ne\xdqus study but for a different
working fluid pair. In another word, studies sholle related to each other and
progress step by step. As we mentioned earliethen grevious chapter, the
dimensionless numbers developed for single phase fhnalysis were not
sufficient to show and explain the behavior of tiwve phase flow. For example,
the effects of velocity, density, diameter, anctgssty on the flow are not exactly
clear and grouping these parameters in the forrReyfnolds number does not
look sufficient. This is the reason why we neecdvance step by step and need
to see the effects of these parameters separaBglythat way, a good
mathematical model or correlation can be develop#terwise, we will continue
to work with limited solutions that are developed $pecific conditions.

Lastly, the effect of roughness is another intémgsiopic that may draw attention
for two phase flow. Until now, the influence of theughness on the two phase

flow is not fully understood. Since the shape ofoery profile can be very
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different in two phase flow and there are some igpb#ow patterns that manifest
themselves as film layers like annular and fallilgh regimes, the effect of
roughness on two phase flow cannot be expected gaime as the one on single

phase flow.

5.4 Recommendationsfor Future Experimental Heat Transfer Studies

Beside the recommendations made previously forspresdrop, there are several
issues that may need to be focused on for futuaethensfer studies. The first one
may be expressed as the effect of laminar flowikdrdingle phase pressure drop,
single phase heat transfer rate is affected frotaralaconvection which causes
secondary flow. The effect of secondary flow camime significant in our case
since the gravity force is parallel to the flow adition. For two phase heat
transfer, there are some patterns that can be tbanky for very low liquid flow
rates. If gas flow rates are low too, we do noteexpurbulence due to the mixing.
Therefore, one may argue the effect of natural eotiwn. Even if natural
convection can be negligible, there is a questatated to the ratio of two phase
heat transfer to superficial single phase heatstesin Since this ratio concept is
used extensively to understand and model two-plhaesg transfer, it can be
misleading for some flow patterns due to the lamswgperficial flow. This is a
common problem for two phase heat transfer coroglat Consequently, instead
of using turbulent single phase heat transfer tatioms to express single phase
heat transfer, it could be favorable to measurseHaminar single phase heat

transfer rates before two phase measurements.
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As it is known, very high heat transfer rates carobserved in annular regime in
spite of low liquid flow rates. At the same timencertainty is higher for this
regime and it is supposed to increase even moietlbpducing more gas into the
system. To deal with this problem, current can t@aased. However, due to
higher wall temperature, possible local boiling méee pipe wall is an obstacle
for researchers. If one would like to conduct ekpents and study in detalil
especially for annular flow regime, fluids that kakigher boiling temperature
points can be considered to minimize the limitatioelated to this problem. This
will allow obtaining more reliable data while workj in extreme regions of
annular flow regime.

Lastly, if it is possible, flow visualization of el run could be very useful for
both pressure drop and/or heat transfer in termdeokloping a mathematical

model.
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APPENDIX A

UNCERTAINTY ANALYSIS

A.1 PressureDrop
A.1.1 Single Phase Flow
It is better to calculate uncertainty in termsfia¢tion factor due to its widely

acceptance in engineering community. The Darcyidmcfactor is defined as follows:

__2DAP _ APDSm?p
T pLUZ2  8L2

f

(A1)

It can be easily seen that the friction factoraisunction of five parameters.

Kline&McClintock (1953) method can be used for #malysis.
_ (0R 2 R 2 R 212
Wg = [(—Wl) + (a—xzwz) + -4 (—Wn) ] (A.2)
Then, the uncertainty of single phase friction dadtecomes:
o Of (N L (oF . NP L (of NP, (of 21/2
w = [Gpwar) +(Gwe) +(Gow) +(Fw) +(5w) 172 A3)
If we divide both sides by friction factor, we wijet percentage uncertainty:

+= [(ﬁwAp)z + (%Wp)z + (%WL)Z + (Ew)2 + (%WD)Z]l/Z (A.4)



The uncertainty values related to the parameterthenabove equation and a sample
calculation for single phase pressure drop arengive the Tables A.1 and A.2,

respectively:

Table A.1 Uncertainty Values Related to the Paramet

I nstrument/M ethod Parameter Uncertainty
Validyne Pressure Transducer Pressure IxBp +0.25%
Fitted Equation (Linstrom&Mallard (2003))  Densityp) +0.06%
Dial Calipers Length(L) +1.27E-05 m
MicroMotion Coriolis Flow Meter Mass Flow Rat¢) +1.8%
Dial Calipers Diameter(D) +1.27E-05 m

Table A.2 Single Phase Pressure Drop Sample Cétmuigrun 0001, Rg = 34238)

Variable Value Uncertainty Uncertainty%
Length(L) 0.889 m +1.27E-05m +0.001%
Diameter(D) 0.01252 m +1.27E-05m +0.10%
Density() 997.24 kg/m +0.6 kg/n? +0.06%
Mass FlowRate?) 0.307 kg/s +0.0055 kg/s +1.8%
Pressure Drog\P) 5591 Pa +13.98 Pa +0.25%
Friction Factor(f) 0.0253 +0.00092 +3.6%

A.1.2 Two Phase Flow
There is not a common two phase friction fact@cdption. Different definitions
of friction factor lead to different uncertaintieBefore going for a two phase friction

factor uncertainty, we introduce an uncertaintylgsia for frictional pressure.
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Figure A.1 Schematic of Differential Pressure Tdater System

The pressure drop due to acceleration can begiaglifor short pipes. Thus, an

eqguation can be written with reference to the #gas follows (Figure A.1):
Py = Py — pLhig + pyhig + puhag — pLh2g — APprictional (A.5)
where the mixture density is calculated from:
pu = apg + (1 —a)p, (A.6)
If we simplify and rearrange, we get:
APprictionat = Py — P2 — (P — pc) (hy + hz)ag

= APyeqsurea — (pL - pG)(hl + hz)ag (A-7)
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Please notice thahPyeasureqiS Not the total pressure drop but the pressure
difference between the pressure transducer’s Tips. total pressure drop can also be

calculated if it is needed.

AProtai = APyegsurea — PL (hl + hz)g (A8)

Moreover, as it can be seen, there is no needdalate hydrostatic pressure drop

for single phase sinae= 0.

The problem related to calculation of frictionalotwhase pressure drop in vertical
flows is the accuracy of void fraction. Since thguation is very sensitive to void
fraction, it is better to measure pressure drop\and fraction simultaneously. Another
way is using accurate void fraction correlatiomstHis work, void fraction is calculated
from suitable void fraction correlations. Bhagw@011) provided a criteria for selection
of the void fraction correlations since both Bhag\{&011) and the present study was
conducted on the same experimental setup and sase fltow rates range was analyzed.
This ensured which correlation was suitable fofedént flow patterns and void fraction
ranges for the present work. Thus, the uncertaiaetgted to void fraction is directly

linked to the performance of the void fraction etations for the present study.

Now, if we return to the equation and use Kline&Ma@ock (1953) method for

frictional pressure drop,
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WAPFrict:ional -

aAPFrictional 2 aAPFrictional 2 aAPFrictional 2
[( s rietionat ), + (—fritionat ) 4 (——frictionaly, ) 4
0APMeasured Measured opyL, PL 9pc Pa

2 2
6APFrictional aAPFrictional 1/2
(Prmonsy, ) 4 (rmenar Yy

ah, da (A.9)
Then, the percentage uncertainty becomes:
WAPFrictional —
APprictional
1 2 —hzag 2
w + w +
[(APMeasured_(pL_pG)hzag APMeasured) (APMeasured_(pL_pG)hzag PL)
hzag 2 —ga(prL—pc) 2
w + w +
APpeasured—(PL—PG)hzag pG) (APMeasured_(pL_pG)hzag hz)
—ghz(pL—pc) w )2]1/2
APpeasured—(PL—Pc)hzag a (AlO)

The uncertainties related to frictional pressurepdbased on different flow
patterns and sample calculation for the bubbly feoe given in the Tables A.3 and A.4,
respectively. All points in each flow pattern excégw points were within the given

uncertainty range.

Table A.3 Frictional Pressure Drop Uncertaintiesd&®hon Different Flow Patterns

Flow Pattern | Min. Uncertainty % | Max. Uncertainty %
Bubbly 1.95 9.4
Slug 2.57 10.47
Froth 2.63 1.26
Falling Film 2.84 5.57
Annular 1.02 3.78
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Table A.4 Two Phase Pressure Drop Sample Calcaotafieun 0004, Bubbly Flow)

Variable Value Uncertainty | Uncertainty%
h, 0.889 m +1.27E-05m  +0.001%
pL 996.83 kg/m | +0.598 kg/m +0.06%
PG 1.48 kg/mi | +0.0009 kg/mi +0.06%

o 0.091 +0.009 +10%

APyeasure | 1937.08 Pa 4.84 Pa +0.25%

APrrictiona 1149.15 Pa 79 +6.9%

It is also possible to make an uncertainty analisised on two phase friction

factor.

f — APErictionatD°m2prp — (APpeasurea—(PL—PG)ahzg)D>T% prp
TP 8L(L+6)? 8L(1+6)?

(A.11)

Now, prpshould be defined. A suitable way is to use qualgpendent definition

since most correlations are based on this defmitio

1 1
Prp = X 1=x = G/Total  1=G/Total (A]_Z)
PG PL pe  PL
If we introducepp into the equation and simplify, we get:
f — (APpeasurea—(PL—PG)@h;g) D12
TP SL[G(G+L) G(G+L).(G+L)2] (A.13)

PG L AL
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Consequently, an uncertainty fatftan be found similar to single phase friction

factor.

dfrp )2 (3fTP )2 (3frp )2
W = oesumm— Y/ W, — W
frp [(aAPMeasured APMeasured + dp. PL + dpg PG +

OfTPohzwhz2+3fTPIBLWAL2+3fTPOACWEC2+3fTPIDWD2+3fTPoawa2]l/2

(A.14)

A.2 Heat Transfer

The heat transfer coefficient is defined as follows

I

h=—" (A.15)

Twi_Tb

Then, the uncertainty becomes:
oh 2 ron 21 1 z g z
wn = [(war) +(arwar) B = 1(5rwar) +(Grwar) 17 (A29)

The uncertainty foAT can be assumed to be the sum of the uncertaoitiesier
average wall temperature and the average bulk teryse. The average inner wall

temperature is defined as follows:
Twi = qRe + Tyo (A.17)

Then, the uncertainty associated with the averager wall temperature
becomes:
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wr,,, = [(Rewg)? + (qwg,)? + (wg,,)?]"/2 (A.18)

Please also notice that the uncertainty of theameeouter wall temperature can

be assumed as OGsince it is the average of 28 thermocouples.

The thermal resistance is given as:

D
In (D—‘z)

R =

(A.19)

2mkL

And the uncertainty related to theri& conduction becomes:

D D
—ln(—Q) —ln(—Q)
Dj Dj

wp)? + (Soae wi)? + (w12 (A.20)

wp,)? + =

27D KL

1
WRr, = [(ZHDokL

The uncertainties of the heat transfer rate apdhtat flux can be obtained by a

similar approach.

g =VI (A.21)
wy = [(wy)? + (Vw;)?]Y/? (A.22)
g = VL
q" = (A.23)
I v —vi —vi
Wy = [(mwv)z + (mwl)z + (5 wp,)? + Gz w)?]M? (A.24)

The heat balance error associated thighrun should also be added to the heat

transfer rate error. Finally Tables A.5, A.6 and Ahow uncertainty sample heat transfer
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calculations for single phase, two-phase slug feowl two-phase uncertainties based on

flow patterns, respectively.

Table A.5 Single Phase Heat Transfer Sample Caiont&(Run=0001)

Variable Value Uncertainty | Uncertainty%
Inner Diameter(Bp) 0.0125m +1.27E-05 m +0.10%
Outer Diameter(k) 0.0171'm +1.27E-05 m +0.07%
Length (L) 1.016 m +3.175E-03 m  +0.31%
Thermal Conductivity(k) 13.438W/mK - -
Ampere(l) 506 A +5.06 A +1.00%
Voltage(V) 3.5V +0.35V +1.00%
Thermal Resistance(R 0.0036 K/W +2.177E-05 m +0.6%
Average Inner Wa Temy. (Ty;) 39.0%°C 0.5¢°C +1.52%
T,i -T), (AT) 17.77°C 1.0€°C +6.14%
Heat Balance Error - -61.75 W -3.48%
Heat Transfer Ratq) 1772.15W +25.07 W +1.41%
HeatFlux(q'") 44337.9 W/m +644.08 +1.45%
Heat Transfer Coefficient(h) 2587.9 Wil +157.5 +6.1%

Table A.6 Two Phase Heat Transfer Sample Calcuist{Run=0048, Slug Flow)

Variable Value Uncertainty | Uncertainty%
Inner Diameter(p) 0.0125m +1.27E-05 m +0.10%
Outer Diameter(k) 0.0171m +1.27E-05 m +0.07%
Length (L) 1.016 m +3.175E-03 +0.31%
Thermal Conductivity(k) 13.438W/mK - -
Ampere(l) 575.08 A +5.75 A +1.00%
Voltage(V) 3.96 V +0.396 V +1.00%
Thermal Resistance(R 0.0036 K/W +2.177E-05 +0.6%
Average Inner Wall Tem((T,;) 38.32°C 0.94°C +2.46%
T,.i -Tp (AT) 16.4€C 1.44°C +8.75%
Heat Balance Error - -186.9 W -8.22%
Heat Transfer Ratq) 2274.76 W +32.2 W +1.42%
Heat Fluxg'") 569129.9 W/rh +827.38 +1.45%
Heat Transfer Coefficient(h) 3599.64 Win +306.3 +8.51%
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Table A.7 Two Phase Heat Transfer Uncertaintiee8as Flow Pattern

Flow Pattern | Min. Uncertainty % | Max. Uncertainty % | Avg. Uncertainty %
Bubbly 3.04 7.76 6.28
Slug 3.73 6.55 4.8
Froth 6.1 8.4 7.4
Falling Film 7.4 12.7 10.0
Annular 10.3 13.3 12.2
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