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CHAPTER |

INTRODUCTION

Robotics is the science and technology of robots, their design, manufacture and
application. Robots have been defined as a mechanical device that can perforrx comple
task. Robots are being extensively used in wide range of applications such gsdaplo
in demolition areas, fire fighting, bomb diffusion, nuclear site inspection, @éeep s
exploration and so on. In a dynamic environment, robots are more likely to encounter
failures while executing their instructions. It may not be possible for hurnantetvene
and handle these failures [1] [4] [5] [9]. Robots need to respond themselveh to suc
failures and they should be able to recover from the encountered failure. By adding
artificial intelligence to a robot, it becomes an unsupervised worker, whovd#dakhe

changing environment on its own.

An ideal robot would imitate the human in every manner. Humans can make
decisions to react to different situations and so on. The human body has multiple
subsystems, all working independently of each other all the time [7]. The human immune
system is one such subsystem. It is responsible for recovering the human bodgyrom

kind of invasion or an attack or a failure. The human immune system provides a model



that can be applied to the field of robotics to address the issue of failures in robots.
Emulating the immune system in robots would form the basis for a robot to recover from
attacks and failures. Architecture based on the human immune model to develop a robot

that can self detect failures and furthermore recover from failure to hsiaia

The artificial immune system proposed for robots contains three subsystems,
namely a recognition unit, an activation unit and a response and recovery i
recognition unit detects the failure. The recognition unit sends the faiforenation to
the activation unit which then recommends a recovery action to be taken by theeespons
and recovery unit to solve the encountered failure. The response and recoveryaksit che
the feasibility of the solution sent by the activation unit and implements tba,atit is
feasible. If the action send by the activation unit is not feasible, the responseavety
unit devices its own recovery action. The response and recovery unit then sends a
feedback to the activation unit. Based on the feedback the activation unit learns and
adapts thereby providing more probable and feasibly correct solutions forufee fut

problems.

In this thesis, we focus on the activation unit. The activation unit is placed
between the other 2 units (the recognition and response and recovery). This unit is
responsible for the robot’s learning mechanism on failure recovery. Thetiactivait
also maintains storage for previously encountered problems and actions taken at tha
time. After detecting a failure, the recognition unit passes the informdicurt the

failure to the activation unit. The activation unit first analyzes the infoomaeceived



from the recognition unit. Based on the stored information and the analyzed itndorma

the activation unit generates plausible solutions for the encountered problems. The best
action among the pool of actions is selected and sent to the response and recovery unit.
Based on the feedback sent by the response and recovery unit, the activation unit updates
the stored information and learns dynamically. The updated information is usedifer fut

failures.

The detailed explanation about the proposed model and its implementation is
discussed in the following sections. Chapter 2 presents the literature revie of t
robotics and the human body model. In chapter 3 a detailed description about the human
body immune system is given and chapter 4 defines the problem specification. Ghapter
gives a detailed description about the implementation and provides simulatios aesult

finally chapter 6 concludes the thesis.



CHAPTER Il

REVIEW OF LITERATURE

In this chapter, we give a review of earlier implementations of roldotics

failure recovery based on human body model.

Tian F., Deng Q., Zuren Feng and Ping Jing [5] compared the results of behavior
network based and artificial immune network based methods on robot navigation,
behavior coordination and communication strategy. They found that the artificiairie

network based method shows better performance.

Richard Canham, Jackson A.H. and Andy Tyf&lbroposed a system for error
detection scheme in object avoidance while the robot is moving around based oalartifici
immune system. They used two robots Khepara robot and BAE SYSTEMS RASTCAL
robot for their research. They implemented the same strategy in both the robots. Robot
movement is controlled by a set of sensor values generated from the senduoesd &btac
the robot. Artificial immune system is used to find the best set of sensos Viahidelp

robot not to collide with the object.



Steven A. Hofmeyr and Stephanie Forrest [2] implemented the artificialiam
system (AIS) for computer network security to avoid illegal intrusions. They
implemented the AIS in terms of detecting the abnormal set of mask digits whic
represents recognition of intrusion. The AIS is also self-learningcforgaeffectively to

any future intrusions.

Kim J. and Peter Bentley [3] also worked on a network intrusion detecting
system. Internal and external intrusion on the computer system is beingd¢tectigh

implementing an immune system.

Chingtham Tejbanta Singh and Shivashankar B. Nair [1] proposed an application
for an autonomous learning mechanism for robots through a natural immune system.
Their application deals with two Lego robots with trail tracking the givaterarwo
robots were considered, one is a helper robot, works in damage-control mode for guiding
the other robot. An artificial immune system is implemented in guiding ackiricathe
follower robot. The helper robot sends an Infrared signal to the other robot. When the
follower robot receives that signal it follows the helper robot. Sometimdsether robot
moves fast enough since it assumes that the follower robot is performin@ueNhen
it finds the follower robot is not following, it searches for the follower robot and re

establishes the connection with the follower robot.

Human immune system is implemented in the earlier researches by noghg. pe

They used the human immune model for robot navigation, error/intrusion detection in



networks, in guidance (robots helping each other) etc. Our area of implemerstation i
the recovery procedure on detection of a failure. We also look at how to analfaié the
situation and determine possible solutions. Our main area of interest is one@dapti
learning that keeps the information up-to-date inside the robot and provides plausible

solutions to the failure.



CHAPTER IlI

PROBLEM DESCRIPTION

Typically robots are employed to work in a hostile environment where human
intervention is not possible [4]. These work as a group to achieve a common task in
which robots are dependent on each other to be successful. A base station gives
directional and other instructions to the group of robots. Since the robots are mobile,
possible failure can be due to obstacles resulting in communication breakddwva,dti
sensors, energy depletion etc. We focus primarily on communication failurecbettvee
base station and the robot which could be due to noise, obstacles or the robots moving
beyond the communication range in the network. At this point the robot which has
encountered failure should not come to standstill; instead the robot should be able to
predict or detect the possible failure and take the necessary action to rec&verébac

safe state and continue in a normal way.

3.1 Application:

Consider a Base station which gives instructions to a network of robots which
work together to find information in an area affected by earthquake. Each robot has its
own task to sense information about the destruction that has occurred in a pargeular a

and send information back to Base station.



When a robot encounters a failure, it should use some failure detection mechanism to
detect the possible failure, the cause of failure and recover back to the sate hait

normal execution can resume.



CHAPTER IV

HUMAN BODY IMMUNE MODEL

The Human body is an excellent complex module that is built with many
subsystems that work independently. Each subsystem is called based on thaagerie
situation. In case of any kind of intrusion from an antigen (substances sucimastox
enzymes in the microorganisms or tissues that the immune system considgrg theei

subsystem that responds is the immune system.

Immunity is defined as inherited, acquired or induced resistance to an infection.
Human body is in-built with two types of immunity. They are:
1. Innate immunity: This is the first line of defense mechanism in the human body
that acts against any kind of invasion. This immunity is antigen-independent.
2. Adaptive immunity: This is a learning process inherited in the human body which
creates antibodies (protein that neutralizes an antigen) specific to amnanigs

own.

The main components of the human immune system are White Blood Cells

(WBC), fibroblasts and blood platelets. WBC plays an important role in the immune



system by providing necessary defense (antibodies) against foreign. lbalieblasts
help in remodeling the damaged tissues. Platelets avoid further blood loss in ¢ase of a

wounds or cut parts.

Lymphocytes are the principle components of immune system that are present in
WBC. Lymphocytes are constituted of T-cells and B-cells [7]. T-eeftsproduced in
bone marrow but mature in the thymus. Unlike T-cells, B-cells are produced and mature
in bone marrow. T-cells will be circulating in the blood stream all through the bbey
scan the body surface to find the foreign antigens or foreign behaviors. So thspare

known as Immune Surveillance. B-cells produce antibodies for an antigen.

The macrophages of WBC'’s are located on the surface of the body cells. These
are the primary contact for the invaded antigen. Whenever any foreign bodyinoomes
contact with the human body cells, the macrophages engulfs the foreign body and
decomposes them to release their amino acids. The T-cells in the blood stt®am ge
activated and differentiate the foreign body by comparing the cheroeilse of the
self cells with the foreign body amino acids. If the comparison fails)I3-&@arm the
other cells by releasing a chemical substance in to the blood stream. Thisathe
substance activates the T4 killer cells and B-cells in the blood stream. TdcKilke
weakens the amino acid structure of the foreign body. While the B-cells produce

unlimited number of antibodies (antigen-specific) that kills the foreign beliy. c

10



The antigen-specific antibodies that are left remaining after killiegdreign
body cells get transformed into memory cells. The memory cell holds the stratthe
foreign amino acid and the antibody used to destroy it. These cells reachtoedl ma
stations (bone marrow for B-cells and thymus for T-cells) through the biicezdrs Also

the memory cells help in mounting a strong attack next time, if the saigeramivades.

Wound (internal or external) healing process [11] will come into action after
killing the foreign bodies. This process includes 4 steps. They are haemostasis,
inflammation, proliferation or granulation and remodeling or maturation. Blood platelets
cover the wound to avoid further blood loss, this phase is called haemostasis. The defense
mechanism against the invaded antigen comes under the inflammation phase.clhe basi
skin provided by the fibroblasts comes under proliferation phase. Finally, covezing th
wound with original skin and cleaning the dead cells by scavenger macreuioages

under remodeling phase.

11



CHAPTER V

PROPOSED APPROACH

The proposed immune system in robot is shown below:

Activation Linit

Recognition Linit

Response and
Recovery Linit

Fig 1: Robot Immune System

The recognition unit is to sense a communication failure. Communication failure
might occur due to an obstacle, message loss or due to a robot moving to an unreachable
position from neighboring robots in a network. This unit keeps checking the robot
continuously for a communication failure. Once it detects a failure, it natifees

activation unit by sending the probability of cause for the failure and naturefafltire.

12



The two main functionalities of the activation unit are providing more probable
solution to the encountered problems and updating the knowledge repository. The
knowledge repository maintained by the activation unit consists of previously

encountered problems and actions considered to those problems.

When the activation unit receives information from the recognition unit, the
activation unit analyzes the information and sends an action to the response and recovery
unit. After executing an action by recovery and response unit, it sends a feedback to the
activation unit. Based on the feedback, the activation unit updates its repositorgand us

this information when a failure happens again.

The final unit is the Response and Recovery unit. This unit is responsible for
taking actions that would recover the robot back to a normal state. The response and
recovery unit checks the feasibility of the solution sent by the activatioanohit
implements the action, if it is feasible. If the action send by the activatib is not
feasible, the response and recovery unit devices its own recovery action. It sends a

feedback to the activation unit after recovering.

13



CHAPTER VI

CORRELATION WITH HUMAN IMMUNE MODEL

6.1 Recognition Unit:

Initially the observation graph is defined for every robot in the simulation.ig his
similar to the amino acid structures that are present in the T-cells of WBThe robot

waits for some time unit (say 30 units) and checks the connection back to

Antigen recognition Recognition unit
1. Human body has predefined 1. Every robot has its own initial
amino acids. T—Cells look observation graph. Current
for changes in patterns of observation graphs are determined
amino acid of the self and whenever there is an input to the
foreign bodies. robot. Recognition unit looks for

changes in the initial and the

current observation graphs to

detect a failure.

2. Release chemicals when arn
antigen is detected which
signals the other cells for
further action against the
foreign body.

2. Sends related information about
the failure to the activation unit fg
further action.

=

Table 1: Correlation of Human Immune System’s Antigen recognition process
with proposed Recognition Unit

14



the base station. This is being done to check whether the robot is within the
communication range of the base station or not. If the robot receives acknondedge
from the base station then it assumes that it is connected to the base stadipnhéf

robot is not in the base station’s communication range or the robot is isolated.

This process is similar to the work done by macrophages, a type of cell pnesent
the human body, which continuously checks for foreign behavior inside the human body.
It alarms T-cells on finding a new behavior. The T-cells then chediotegn body’s
amino acid structure with self cells, those that exists within the human badiar§,
when a robot encounters the communication failure under study, using the approach that
we have proposed, an observation graph is created for that robot and comparee with t

robot’s initial observation graph.

After studying the newly found amino acids, if the T-cells confirm a fareig
behavior then the surrounding cells are alarmed and they will come to thetlzad of
damaged cell. Similar to this, our proposed recognition unit invokes the activationy unit b
sending the information about the failure. Table 6.1 depicts the correlationggranti

recognition with the proposed recognition unit.

6.2 Activation Unit

B-cells store the information about amino acid structures and antibodiesethat ar
used to kill the antigens that had invaded earlier [7]. These B-cells providealefens

mechanisms against the invasion by foreign bodies. Similarly, a knowledgaaspiss

15



maintained by each robot to store information about failures that had occurredaat|i
the actions that were taken to recover from those failures. This informatused

whenever a similar kind of failure happens to the robot in future.

Activation in human body Activation unit in robot

1. T4 killer cells are responsible | 1 |nformation retrieval technique to

for initiating action on the analyze the information from the
foreign body. B—cells produce recognition unit. This technique
antigen-specific antibodies. also helps in finding the best

possible solution for the current
problem through ranking them.

2. Memory cells stores the 2. Uses learning mechanism which
structure of the antigen and the  jmprovises the problem specific
antibody, which is used to learning in the robot.

L d

destroy them. This helps to ag
better next time whenever the
same antigen is encountered.

Table 2: Correlation of Human Immune System’s Activation process with
proposed Activation Unit

The activation unit recommends an action to the response unit to bring the robot
back to a normal position. This is similar to the B-cells that produeretrdous
amount of antibodies while the T4 Killer cells weaken the antigens. These antiaadies
generated from previous knowledge stored in the memory cells and they wiliaiyent

kill the invading antigen.

The memory cells store the information about the antigen. Similarly, the

knowledge repository will also update its database with the new inforniets®d on the

16



feedback obtained from the response recovery unit after it executes the sdlléion
block diagram of activation unit is shown in section 6.3. Table 6.2 shown above

correlates the memory cells and B-cells with the proposed approach.

6.3 Response and Recovery Unit

The response and recovery unit is responsible for bringing the robot back to a
normal position to resume its normal execution. This is similar to the scavenge
macrophages and B-cells in human body [7] [11]. The B-cells produce antibodies (if they
are not in memory cells) specific to antigens. Similarly, the proposed respoas
recovery unit will implement the action specified by the activation urthel action sent
by the activation unit is not feasible, it implements its own action to recararthe
failure. In the human body, the newly created antigen-specific antibadiesored in the
memory cells for future reference. Similarly, the new action takeméoprtoblem is sent

back to the activation unit for the generation of future actions.

17



Response and recovery in
human

Response and recovery unit

1. The platelets seal the blood
vessels preventing further
damage.

2. The surrounding cells come
to aid the damaged cell and
provide some kind of defens
mechanism against infection

(4%

3. Fibroblasts cells are used to
remodel the tissues.

2

Executes the recovery mechanism
to prevent further failure.

Receives action from activation unit
and implements its own failure
checking conditions with the

recommended action to act against
failure.

Response unit make sure that robot
resumes to normal execution.

Table 3: Correlation of Human Immune System’s Response and Recovery process

with proposed Response and Recovery Unit

The Scavenger Macrophages cleans up all the dead cells and fibroblasts cover the

area with skin which is a process of getting back to normal health. Similar fpdhess,

after implementing the action the proposed unit recovers the robot from taildire

resumes its normal operations. Table 6.3 shown above gives the correlation of human

body recovery with the proposed response and recovery unit.

18



CHAPTER VII

PROPOSED SOLUTION

In this chapter, we will focus on the activation unit in detail. We describe the
modules that make up the activation unit and present algorithms to choose a probable

solution for a failure and for the robot’s learning mechanism.

7.1 Input:
The input for the activation unit is received from the recognition unit. The input is
a 3-tuple format
<Problem, Cause, Probability>
TheProblem represents the problem as identified by the recognition Cauise
states the reason for the problem andritabability value is the probability of the

problem occurrence.

19



7.2 Block Diagram:

The pictorial representation of the activation unit is shown below.

From Response Unit
<Feedback, action=
Frarm Recognition Unit

<Problem, Cause, Probability=

Analyzer

Ranks Ranking Action, Recognition| Parameter

Q-Learning  |q

4

Function unit msg- Setter

Loc

N /

etrieve Data

pdate or insert

<Feedback, action= <Cause, Actions Hiseate ey

Response Unit

Krnowledge <Problem, Cause, &ction=
Repository

Fig 2: Block diagram for Activation Unit

The activation unit is subdivided into 3 different units:
1. Knowledge Repository: It stores the information about previously encountered
failures and the action used to overcome that problem.
2. Analyzer Module: This module interacts with the knowledge repositdisy
function is to choose an action for the failure and improve the rdearsing

mechanism.

20



3. Parameter Setter (PS): This module’s function is to set tfaengders that are
to be sent to the response and recovery unit based on the receisagjenes

from the recognition unit and the action selected by the analyzer module.

The three parts of the activation unit work in coordination. The message from the
recognition unit that invokes the activation unit is received bytiadyzer module. The
Analyzer module requests the actions based on the failure specified in the message from
the knowledge repository using the forrma&ause, action>. The retrieved results and the
message from the recognition unit are sefa@meter Setter (P.S). The P.S sets the
message parametes®roblem, Cause, Action> and sends it to the response and recovery
unit.

The activation unit works differently when it receives messdegedback,

Action> from the response and recovery unit. Bmalyzer module updates the
knowledge repository based Beedback, if the Action is the action sent by the activation
unit to the response and recovery unit earlier. If/Atteon received is different to the
action sent by the activation unit earlier, f@lyzer module inserts in to the knowledge
repository. The format used by Analyzer module to update or insert a new adtaine

knowledge repository is Feedback, Action>.

The activation unit receives input from both recognition and response units. The
input from the recognition unit is for solving the current failure and the input from the
response and recovery unit is used for updating the repository. The updated data is input

to a learning mechanism which recommends a recovery action for a future.fai

21



7.3 Knowledge Repository:

The activation unit maintains a repository of actions for the previously

encountered failures. The repository looks as follows:

Unit Name Problem Details Related to Action LOC
Bluetooth Communication no response Low power Dock 0
Sensor Range Not in range Distance Roll back 0
Missed
0
Bluetooth Communicationl  Message loss Distance Message
Request
Bluetooth Communication Isolation Obstacle Rolllbag 0
Improper
Sensor Communicatiorn Low power Dock 0
function

Table 4: Data in the knowledge repository (LOC — Level of Confidence)
Data is inserted in to the repository whenever the activation unit reeenas

action that is not in the list, from the response unit. The format would look as follows:

<Unit name, Problem, Cause, Action>

22



7.4 Analyzer Module:

This module receives messages from both the recognition and the response and
recovery unit. It has access to retrieve or update data from the knowdpadgéary. The
probable action is selected when a message is received from the recognition unit. An
insert or update takes place in case of a message received from the respoase\ery

unit.

The message from the recognition unit is passed to the Ranking function in the
analyzer module. The ranking function analyzes the message and requplsissiide
actions list for the encountered failure from the knowledge repository. The pFobabl
action is selected from the retrieved actions list using the messageén&eacognition

unit. The detailed explanation about the ranking function is given in section 7.4.1.

The message from the response and recovery unit is passed to Q-Learning
function in the analyzer module. The format would look as follows:
<Feedback, Action>
The Q-Learning function updates or inserts in to the repository based on the
Feedback shown in the above format. If tleedback is positive, the Q-Learning
function just updates the knowledge repository with the value calculated using the Q-
Leaning algorithm (shown in section 7.4.2). If #feedback is negative, then the Q-

Learning function inserts a new action for the problem in the knowledge repository. The

23



new action is specified in thction field shown in above format. The format of inserting

data in to the knowledge repository is shown in section 7.3

The detailed explanation about the Q-Learning algorithm is given in section

7.4.2.

The overall flow of execution:
1. If the message is from recognition unit, then start from step 2 else stadtepi
2. Based on the message from the recognition unit, request the related aotiottsef
Knowledge Repository
3. Rank the output using Information Retrieval technique
4. Select the best action from the ranked actions list
5. Send the action and state information to the Response and Recovery Unit
6. Store the remaining action/state list in temporary storage to find tlaed€level of
confidence) later using the Q-Learning algorithm.
7. Receive the input from the Response unit
a. If the sent action is a success. Then assign the reward 100 to that action and
calculate the level of confidence for the remaining actions in the temsticaeyl
list (step 6) and update the repository
b. If a new action is taken by the response and recovery unit then:
1. Add the new action to the list (from step 6) and rank it 1
2. Increment the other actions rank by 1.

3. Create the current state and actions diagram

24



4. Calculate the level of confidence for all the other actions based on the new
ranking

8. Repeat from step 1 through step 7 for any failure detected

The pseudo code for the above flow is shown below:
Calculating Ranks:
Initialized LOG=0 for all the actions
Function Information_Retrieval (problem, cause, P)
If LOC .1y has no values then LQG=0
Else LOG=LOCj.y
Do for all the possible solutions
Ranking Algorithm + (LOC*P)
Rank the action based on the score got from the ranking algorithm
Repeat
Send the best rank parameters (problem cause, action) to the response unit
End Function
Calculating LOC:
Function QLearn (problem, cause, action, result)
If (result = = false)
Re-arrange the ranks. Give rank 1 to the new action
Send the previously selected action to the end of ranks list (last
rank)

End if
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Do for all actions in the list
Calculate LOGCvalue for all the actions based on the rank list
Repeat

End Function

7.4.1 Ranking Function:

The proposed ranking function is Okapi BM25 [10][12], which is an information
retrieval algorithm used in internet searches. This is used to searchatdsiorased on a
key word or a search term. The ranking function is modified according toesugnts.

The modified ranking function considers the previously calculated level of cooéde
(LOC) value in selecting actions. This helps in giving priority for theoastthat are

considered for previously encountered problems.

The level of confidence values are initialized to 0. The ranking algorithnisthat

implemented is based on the following:

f(g.D)+ (K, +1)

SorgD,Q) = Y IDF(q). o1, T(HOG"P)
i=1 f (qi ) D) + Kl'(l_ b+ bu)
avgd|
IDF (q) = log N -n(qg)+ 05
I n(g;) + 0.5

Score (D, Q) = score/rank of the search terms in the document D

Q={01,02....} = list of search terms wherg=pearch term
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f (gi, D) = frequency of the search term in the record D
K1 and b are free parameters and their values are takeir29knd b=0.75
ID] is the length of the record

avgdl is the average length of all the records in the document

LOC; = previous Level of confidence for that action when considered earlier. It i
calculated using Q-Learning algorithm.

P is the probability of the problem because of the cause. This is sent by recognition uni
IDF(q) is Inverse Document Frequency, calculated using the second equation shown
above

N = total number of records in the document

n(g) = total number of records that contain the search term g

Based on the above equation, the rank is decided for all the considered actions.

Then the best action (rank 1) is sent to the recovery and response unit, suggaisting t

this action would solve the current failure.

7.4.2 Q-Learning Algorithm:

The Q-Learning Algorithm [8] [9] suits for the implementation of thé sel

learning or adaptive learning mechanism in the robot. This will help in updating the

Knowledge Repository. This algorithm is implemented in the Analyzer module.
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Q Learning algorithm comes under the Reinforcement learning process. Thi
depends on a penalty-reward mechanism of our natural leaning process. fiiesiess
the learning from interaction with the environment. This creates a tracsofédén
exploration and exploitation. The agent (here robot) has to exploit the known things to
get a reward and also to explore the better action sequence to maximizegttie re

However, finally it should not fail at the task.

Agent

Action
Reward State

Environment

Fig 3: An agent action-state-reward diagram

In the above diagram
An agent (here robot) is at some state in the current environment. If it applies
some selected action from the available action list, it will in turnvecereward and a

state transition in the same environment.
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Algorithm:
For state S=8to S,
For action a=gato an
Initialize Q'(S,a) =0
End For;
End For;

Observe the current state S;

Repeat
Select an action@ {as, &....... an} and execute it;
Receive an immediate reward r(S, a);
Observer the new state S'=(S, a);
Update: Q'(S, a) = r(S, a)prMax Q' (S’, a’);
S=S’
Forever

An agent always has option of selecting an action from the available actidos |
go to a new state in the act of achieving the goal state. After perfoamyngelected

action, the agent receives a reward and state transition.
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The following is the Q-Learning algorithm’s notation-meaning table:

Notation M eaning
S State
A Action
Q Agent matrix
Q(s, a) Agent moved to state S on action a
r(s, a) Reward for moving to state S on action a
S New state
a’ New action
vy (gamma) Discount factor

Table 5: Q-Learning algorithm notation-meaning table

This algorithm first initializes Q’(S, a) for a state in S and actjda @. Then
depending on the observed state, the algorithm selects an action from the given set of
actions {a, &....an}- A reward r(S, a) is received based on the transition state. The
values are updated and S is assigned to the new state S’. The algorithm continues looping

until the agent calculates the LOC value for all the available actions.
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CHAPTER VI

IMPLEMENTATION AND RESULTS

In this chapter, we will discuss the implementation issues involved in the proposed
model. A simulation tool was developed to validate the proposed activation unit’s
algorithm. The simulation model is used to measure the performance raetiicas the

message overhead and learning activity in robots.

8.1 Framework Description:

This section gives in detail explanation about the considered scenario,

environment, assumptions, instruction format and execution for simulation.

8.1.1 Scenario:

The simulation area is defined as a rectangle. This area comprises ef a bas
station, a group of robots, and obstacles surrounded by a wall on all the four sides. The
base station is responsible for sending instructions to all the robots. Theseiorstraict
sent one by one in a sequential manner to different robots. These instructions and the
destination robots are generated randomly at the base station and the lmasdatatnot
have any prior information about the environment in which the robots are moving. While
the robots are moving, there is a possibility for the robots to get isolated fnem ot

robots and the base station. Apart from isolation, there could be message losses for
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robots. We have proposed an architecture based on the human body model which can

detect and recover from failures.

8.1.2 Environment:

The simulation environment consists of base station, robots, obstacles and walls
on all four sides. The Environment is assumed to be in a two dimensional co-ordinate
system. The Base station and robots are considered as (X, y) points. Each robat moves
(x, y) co-ordinates. Obstacles are represented as lines with diifterentations with co-

ordinates (x1, y1) and (x2, y2). Walls are considered as borders for the envitonme

8.1.3 Assumptions:

A total of 15 robots, 5 obstacles, and 1000 instructions are considered for
the simulation. The number of robots, instructions and obstacles are simulation
parameters that can be varied. The Base station is fixed at the centegrfitbeament.
Obstacles are stationary and have predefined positions. A failure is not cedisithen a
robot stops by observing an obstacle in its path. A common radial communication range
is predefined for robots and the base station. The communication range is also variable
simulation parameter. Only the base station generates instructions forralhote
available in the environment. An instruction will be sent from the base station to a robot.
After executing the current instruction, a robot receives another instrucbqrardllel
execution of instructions is considered for this simulation, as the base statisrtamee

update the robot’s new location after executing each instruction. At any given pgint onl
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one way communication exists. This can be either from the base station to robot or from

the robot to base station.

8.1.4 Instruction Format:

As mentioned in section 8.1.3, instructions are generated at the base station for

every 2 virtual time units.

The Instruction format consists of 4 fields:

| Robot Id | Direction | Distance to move in units | Message id for thatybartiobot |

For example: 1R5M1 is an instruction for robot 1, to move right for 5 units with a

message ID 1.

8.1.5 Instruction Execution:

After a robot receives an instruction, the robot checks for obstacles beforggmovi
every unit in the co-ordinate system till it executes the instruction or oksamv@bstacle
its path. During the movement, if the robot encounters an obstacle or a wall, the robot
stops at that position. The positions are updated at the base station either ofusuccess

instruction execution or on observing an obstacle or wall.
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8.2 Addressed Failure:

A failure is defined as a situation where a robot could not perform the given task.
Communication failure can be defined as the situation in which neither the robot can
communicate with the base station or with the neighboring robots. In this simulation,
communication failure could be due to

1) Robot Isolation: A robot is unable to communicate back to the base station by
itself or through any other robots.

2) Message loss: This happens when a robot receives a message that is not in

order because of an obstacle or unreachable position from base station.

8.2.1 Robot Isolation:

The communication will always take place either between a robot to the base
station or from the base station to a robot. Consider that the base station sends an
instruction to the robot; after executing the instruction the robot sends its updated
position as acknowledgement back to the base station. Here the communication is from
base station to robot. The robot waits for some time unit (say 30) after executing the
instruction, and then checks its connection with the base station by sending a message. |
it does not receive any acknowledgement back from the base station, the robot assumes

that it is isolated.
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8.2.2 Message Loss:

When a robot receives a message that is not in order due to message loss caused
by the existence of an obstacle or in an unreachable position earlier frontabase s
then it is considered as message loss for that robot. For example, consider thé& robot R
has executed the instruction, 1R5M1 that is sent by the base station. Aftensmnteti
again receives an instruction, say 1L8M3, from the base station. The robot alweks che
the message id of current instruction with the instruction that has been executedisind f
that message is not in sequence. This indicates that robot has lost a messagey hlais m
due to presence of an obstacle or the robot is in unreachable position from the base

station.

8.2.3 Obstacles:

The obstacles are predefined in the environment and are represented as
lines with different orientations having co-ordinates (x1, y1) and (x2, y2). é&stean
be present in any orientation within eight degrees of freedom. Walls areipeedef

boundaries in the environment and are also considered as obstacles.

Obstacles are addressed in the simulation as follows:
¢ When the base station tries to communicate with a robot, the presence of an
obstacle might block the communication between them. In this case, a

communication path will not be generated by the base station to the destination
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robot and the instruction will be pushed into the missed instruction list.
Consider an example say base station generates an instruction 1R4M1. The
robot R1 takes 4 virtual units to execute this instruction. Here the base station
will wait for 4 units to expire before sending the next generated instruction for
R1. Since the base station did not receive any acknowledgement from the robot
R1, it pushes the instructions generated after 1R4M1 in to the missed

instruction list. These instructions are the message loss to that robot.

A variable waiting time is defined for each robot (say 30). Each robot checks

its connection with the base station by sending an acknowledgement after the
variable waiting time. If that robot could not receive the acknowledgment
because of a communication breach due to the factors such as the presence of
an obstacle, or absence of neighboring robots then this is considered as Robot

Isolation.

On detecting an obstacle in the robot’s path, the robot stops at that point and
does not proceed further. For example, when the base station sends an
instruction 1R5M4 to the robot R1, the robot looks for obstacles before moving
each unit. If it finds any obstacle ahead, it stops at that position. Obstacles are
not considered as a failure while executing the instruction from the base
station. The obstacles are considered as failure only when a robot checks it
connection to the base station through its communication range but not the

physical movement.
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8.3 Integrated System:
The 3 main components of the integrated simulation system are
1. Recognition Unit

2. Activation Unit
3. Response and Recovery Unit

RECOGHITION UMT

Robot 1Dy, Problem, Cause, Probability

ACTINATION UMIT

r

Problermn, Solution, Result Problern, Solution

h J
RESPOMSE &RECOWERY UMIT

Fig 4: Data flow among the components

8.3.1 Recognition Unit:

The Recognition unit in a robot performs the task of identifying the faihoelee
cause of failure. Examples of such causes of communication failure are ro&iomsol
message loss, etc. Probability of cause of failure is calculated basediongpre
experiences. Failure factor is calculated for failures on a robot and theftfglure

(permanent or temporary failure) is decided based on the failure facter valu
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8.3.2 Activation Unit:

The activation unit is invoked by the recognition unit or by the response and

recovery unit. The activation unit holds the knowledge repository that contains

information about previously encountered problems and considered actions (See Table

4). The activation unit helps in robot learning mechanism.

The activation unit invokes the response and recovery Unit with a 3-tuple:

<Problem, Cause, Action> —~>Equation 1

The implemented activation unit diagram with respect to other two units i \delow.

Recognition Linit

Problem, Cause, probability

l

Activation Linit

Frohlem, Cause, probahility

Ranking

Retrieve Algorthm

~

Best Rank

Knowledge
Repository

Loe Ranks

h 4

|
T Recommended
Feedback action

| ‘

Response and

Q-Learning
&l gorithm

Feedback

Recovery Unit

Fig 5: Integration of activation unit with other units
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The recognition unit sends a message to the activation unit. The ranking algorithm
in the activation unit analyzes the information and requests the action list from the
knowledge repository for the encountered problem. The actions list is ranked using the
ranking algorithm and the best of the available actions is sent to the respdnse a
recovery unit. After recovering from problem, the response and recovery nust se
feedback to the activation unit. The feedback from the response and recovery unit is
passed to the Q-Learning algorithm to calculate the LOC values for theysly ranked
action list. The calculated LOC values for the actions are updated in theagpas

used for the future failure. The procedure repeats for every failure.

The detailed explanation of the format is sent to the response and recovery unit

and the feedback from the response and recovery unit is shown below.

The example message format (equation 1) that is send from the aotiwaiti to

response and recovery unit will look like as follows:

For message loss: (Communication, message loss, Request Missed Message)
Or
For isolation: (Communication, isolation, Roll back)

The activation unit expects a feedback from the response and recovery unit after
recovering the robot from a failure state. This feedback helps in the rigzoting

process. The calculated values for actions are used by the robot if adadurs in
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future. The feedback format for the message from the response and recoveryhai
activation unit is a 4-tuple:

(Problem, Cause, Action Taken, Feasibility) —~>Equation 2

Ex1: Action from the activation unit to the response and recovery unit:
(communication, isolation, rolls back)
Feedback from the response and recovery unit to the activation unit:

(communication, isolation, Roll back, true)

Ex2: Action from the activation unit to the response and recovery unit:
(communication, isolation, missed message request)
Feedback from the response and recovery unit to the activation unit:

(communication, isolation, Roll back, false)

In the first example (Ex1), for the problem, the activation unit sent action is “Rol
back”. The response and recovery unit executed that action and seRdasthiity
(equation 2) value as “true”, since the sent action solved the problem. But in the second
example (Ex2), the response unit seRdasibility (in Equation 2) as “false”. This means
that the action sent by the activation unit did not solve the problem, so the response and
recovery unit took “Roll back” action to solve the problem and made the resulteas fals
The value “false” for thé&easibility parameter refers to the solution sent by the activation
unit could not solve the problem and the response and recovery unit has taken a different

action.

40



Based on the feedback the level of confidence values are calculated usiag the Q

Learning algorithm which helps in ranking.

If the Feasibility value is “true” in the feedback, the ranks are considered as it is and their
level of confidence value is calculated.

If the Feasibility value is “false” in the feedback (refer Ex2 above), then the action
taken by the response unit is given high priority (rank 1) and the previously delecte
incorrect action’s rank value is send to the end of all the ranks. Then the Q-Learning is

implemented on the modified rankings.

If the Feasibility value is “true”, the virtual diagram for the ranked solution would look as

follows:

Roll Back
Rank3

GotoDock
Rank2

Implemented
solutionRankl

Fig 6: Internal virtual diagram in Q-Learning for calculated ranks usingimg
algorithm
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If the Feasibility value is “false”, the ranks are re-arranged and the level of confidence

values of the corresponding ranks are calculated using QLearning.

Goto Previous Goto Dock
State (Rank2) fRank 21

Fig 7: Modified internal virtual diagram for Q-Learning when a new solution istadde

After modifying the internal virtual diagram fdfeasibility value “false”, the

LOC values are calculated using the Q-Learning algorithm (Semi$2dt?2).

8.3.3 Response and Recovery Unit:

The Response and Recovery subsystem is responsible for recaveringpot
from a failure. This unit stores the robot check points based on ativedavindow
scheme. It also resets the adaptive window after implementiagoaery mechanism to

get the robot back to a safe state. The response and recoveryaahi the feasibility of
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the action sent by the activation unit whether it helps to recheaobot or not and then
implements the action, if it is feasible. If the action sentth®y activation unit is not
feasible, the response and recovery unit devices its own soluti@tdeer the robot

from failure. A feedback is sent to the activation unit after the recovery.

8.4 Results:

The simulation is run for 1000 instructions that are generated randomly at the
base station. These instructions are sent from the base station to the pebdirtdgon
connection and obstacles. If a robot is not reachable from the base statinstrtiution
is pushed to a miss instruction list at the base station. The missed inagwetire sent
to the robot whenever the robot gets re-connected and sends a request to thedrase sta
The robot’s isolation is found by checking the connection back to the base station based
on a robot variable waiting time counter (See Section 8.3.1). If there is no
acknowledgement back from the base station, the robot assumes that it id entate

executes the proposed three units (Recognition, Activation and Response and Recovery).

The results for the activation unit, which implements the ranking and Q-Learning
algorithms, are shown in the graphs below. The ranking algorithm is used to rank the
retrieved possible actions for failure from the knowledge repository. TheaQifige
algorithm is used to improve the ranking algorithm by finding the level ofdmmie

values to the actions selected by the ranking algorithm earlier througrethimtk sent
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by response and recovery unit. These values are stored and used in future rank

calculations for actions.

The graphs based on the results from simulation are:
1. Successful Solutions Vs Incorrect Solutions send by activation unit
2. No. of Failures and No. of incorrect solutions sent by activation unit

3. Message Overheads

8.4.1 Successful Vs Failure Solutions send by Activation Unit:

45
40 %
35

30
25 [\
20 ,’ \

| =& =S5uccess
15 l' \ = 4= - Failure
10 ﬁ F\

5 / ‘\ I,." \\\ \
0 —I—FPH-JAI-\I—J'—QM

0] 2 4 6 8 10 12 14 16

Robotid

Fig 8: Graph on number of correct Vs incorrect actions from Activation Unit

In the above graph, the number of successes (actions sent by activation unit) is
greater that number of failures (actions sent by activation unit). This shaihe
robots are learning as the robot communication failures increases. Most ofdhthém
activation unit is sending the actions that help the robot to recover from the

communication problem.
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Consider robot id 10 in the above graph; the success rate of using the solution sent
by the activation unit gives probable action for a problem and connection back with the
base station. Robot 10 received fewer incorrect actions from activation unit. @ns me
when there is a negative feedback from the response and recognition unit, thearolsot le

and updates its repository which helps in future action section.

8.4.2 No. of Failures and No. of incorrect solutions sent by Activation Unit:

No. of Overall incorrect
solutions

Lo T e L ¥ e ¥ o = ) e N o s
<\

12 3 45 6 7 8 $10111213141516171819202122 23242526
No. of failures

Fig 9: Graph on robot learning mechanism

The graph shown above supports the learning algorithm (Q-Learning)
implemented for the activation unit. Here in the graph, x-axis is No. of failuresaxd y
is No. of overall incorrect solutions send by the activation unit. The number of failures

(on x-axis) refers to the failure count for the whole system.

Since the robot learns over time, the number of wrong actions sent by the
activation unit tends towards a constant. The number of failures increases onljh&hen t

activation unit sends a solution that could not solve the current problem. In this case,
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based on the feedback sent by the response and recovery unit, the learning algorithm

updates the repository.

Consider that case when the number of failures is 5 and 8 on the x-axis. Here the
line raise to 2 more points, this means that the learning happened because of the
feedback.

Then from 8 till 13 the number of incorrect actions sent by activation unit is the same
which means the activation unit is sending a proper solution for the failure. Titeg sim

case occurs when the total number of failures is 13 and 15 on x-axis. The curve is raised,
since the robot’s response unit found again an incorrect solution and sends a negative

feedback to the learning algorithm.

8.4.3 Message Overheads:
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Fig 10: Graph on message overheads in implementation

The x-axis for the above graph is time and the y-axis is message ovdrhead.
message overhead increases, since there is a communication checkdbotta the

base station, in other words, it is testing for isolation. The increase or skeofea
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message overheads could be regulated using the variable waiting timledodfrthere

IS no instruction from base station to a robot till the waiting time, a robot cliscks
connection with the base station which costs 2 acknowledgements. Moreover, when a
robot is rolling back to a previous position, it again checks its connection. So a total of 4
acknowledgements would exist for a robot to check its connection. The
acknowledgement format would look likergbotid, connection>". Initially the

connection value is “false” indicates that there is no connection with the btsea.df

the robot receives the acknowledgement with connection value as “true” fronsthe ba
station, then there exists connection between the robot and the base station. tirige wali
time is high for a robot, the message overhead could be reduced but there would be many
isolated robots. If the waiting time for robots is low, the message overheagth.iBki

having an optimum threshold on waiting time, the system performance could be

improved.
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CHAPTER IX

CONCLUSION

In this thesis, we presented an approach to deal effectively with the failates
could occur while robot is executing in a hostile environment. Our overall goal is to
propose an architecture for robots which helps in self detection, learning and yecover
from a failure. The human immune system provides the basis for our model. The huma
immune system has a collection of cells which have a coordinated mechapisytett
the human body by identifying foreign bodies, killing them and preserving the
information for future use. On a similar note the proposed architecture has three
subsystems, namely, a recognition unit, an activation unit and a response ang recover

unit which work together in detecting failures and recovering the robot to normal.

In this thesis, the activation unit to recommend actions for robot to recover fraore fa
based on ranking function and Q-Learning was developed. Simulation results show that
the proposed architecture increases the overhead in terms of acknowledgewes be

base station and robots which is proportional to the number of instructions.
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Future work can focus on developing a mechanism to reduce the message
overhead. Advanced learning mechanisms could be implemented to improve the learning
time in robots. This architecture could be extended to different areas otheseehn as

computer security, intrusion detection, error analysis and many.
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