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and the gray strip shows the uncertainty ranges (or standard deviations) from the ensemble group, 

and the median from the ensemble predictions is shown in bright red color. ............................ 142 

Figure 4-15 Two-day ensemble forecasting results for 2 MeV electron fluxes over a range of L-

shells. Results are shown for the validation and test periods, and in the same format as Figure 4.14.

..................................................................................................................................................... 143 
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Abstract  

 Machine learning is the new frontier for technology development in geosciences and has 

developed extremely fast in the past decade. With the increased compute power provided by 

distributed computing and Graphics Processing Units (GPUs) and their exploitation provided by 

machine learning (ML) frameworks such as Keras, Pytorch, and Tensorflow, ML algorithms can 

now solve complex scientific problems. Although powerful, ML algorithms need to be applied to 

suitable problems conditioned for optimal results. For this reason ML algorithms require not only 

a deep understanding of the problem but also of the algorithm’s ability. In this dissertation, I show 

that Simple statistical techniques can often outperform ML-based models if applied correctly.  

In this dissertation, I show the success of deep learning in addressing two difficult 

problems. In the first application I use deep learning to auto-detect the leaks in a carbon capture 

project using pressure field data acquired from the DOE Cranfield site in Mississippi. I use the 

history of pressure, rates, and cumulative injection volumes to detect leaks as pressure anomaly. I 

use a different deep learning workflow to forecast high-energy electrons in Earth’s outer radiation 

belt using in situ measurements of different space weather parameters such as solar wind density 

and pressure. I focus on predicting electron fluxes of 2 MeV and higher energy and introduce the 

ensemble of deep learning models to further improve the results as compared to using a single 

deep learning architecture.  

I also show an example where a carefully constructed statistical approach, guided by the 

human interpreter, outperforms deep learning algorithms implemented by others. Here, the goal is 

to correlate multiple well logs across a survey area in order to map not only the thickness, but also 

to characterize the behavior of stacked gamma ray parasequence sets. Using tools including 

maximum likelihood estimation (MLE) and dynamic time warping (DTW) provides a means of 
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generating quantitative maps of upward fining and upward coarsening across the oil field.  The 

ultimate goal is to link such extensive well control with the spectral attribute signature of 3D 

seismic data volumes to provide a detailed maps of not only the depositional history, but also 

insight into lateral and vertical variation of mineralogy important to the effective completion of 

shale resource plays. 
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Introduction 

This dissertation consists of my work as a Ph.D. student at the University of Oklahoma and 

a student intern at Los Alamos National Laboratory in Los Alamos, NM. Chapters in this 

dissertation are organized based on the journal papers published or submitted, but all chapters 

maintain the first-person plural. Despite great help from all the co-authors, I was responsible for 

most of the code development, writing the papers, and developing the figures. 

Chapter 1 introduces the deep learning architectures I frequently use. This chapter 

introduces the terminologies and concepts when using deep learning architectures such as multi-

layer perceptron, convolutional neural networks, long-term short memory, and a combination of 

these. I also introduce the intuitions behind these architectures in this study and their appropriate 

use along with mathematical formulations and the relevant figures that explain these concepts. I 

place a lot of emphasis on the fundamental concepts in this chapter instead of many different 

variants of similar architectures that use same basic structure with minimal conceptual changes.  

Chapter 2 is presented as a submitted publication to the journalInterpretation and is a 

refined version of the abstracts (Sinha et al., 2018; Sinha et al., 2019) and is submitted for 

publication in the SEG/AAPG journal Interpretation. This chapter shows statistical segmentation 

and dynamic time warping for the semi-supervised well log correlation. The main body of this 

chapter demonstrates an application to semi – automate the picking of the parasequences on well 

logs and the quantitative estimation of the parasequences in the form of well log attributes. This 

chapter includes two elaborate appendices for the mathematical formulation of the algorithms for 

interested readers. 
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Chapter 3 is presented as it was published in the Journal of Greenhouse Gas Control (Sinha 

et al., 2020a), an expanded abstract at SPE article (Sinha et al., 2020b). This chapter demonstrates 

the use of deep learning architectures to automate the critical task of leak detection in carbon 

sequestration projects using pressure field data. The problem of leak detection in carbon 

sequestration projects is posed as an anomaly detection instead of a classification problem. In this 

chapter I test a total of 13 deep learning models for pressure forecasting and rank them based on 

their ability to accurately detect the leaks. 

Chapter 4 is presented as it was published in AGU Space Weather Journal (Sinha et al., 

2021) and as an EGU expanded abstract (Chen et al., 2021). This chapter shows how to use deep 

learning architectures to predict high-energy electron fluxes that cause solar storms and affect 

satellites and other spacecraft. This study also introduces deep learning ensemble models for space 

weather prediction tasks in the PREMEV series of models developed jointly by Los Alamos 

National Laboratory and the National Aeronautics and Space Administration (NASA). (NASA).  
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Chapter 1: Introduction to deep learning architectures  

Introduction  

Neural networks are often regarded as the "black box" and share many terminologies with 

various scientific disciplines. This overlap and different terminologies often confuse a non-expert 

reader such that critical aspects of the project are lost in jargon. In this chapter, I provide an 

intuitive understanding of neural networks and define the terms used in this dissertation. 

The artificial neuron 

A biological neuron inspires an artificial neuron (Figure 0-1). The biological neuron in 

Figure 0-1a) receives input at the dendrites, processes the signal in the neuron's main body, and 

outputs the results to the brain via the axons. Figure 0-1b) shows a simple an artificial neuron that 

takes an input, multiplies it with some model weights, and then produces an output. An artificial 

neuron is also referred to as a perceptron in some literature. In this dissertation, I will use the word 

as a neuron. 

The input or the input features in a neuron can be a scalar or a vector; however, most 

geoscience problems require inputs to be a vector. Examples of inputs to a neuron might be the 

pressure at the bottom of a well (Vaferi et al., 2015; Fath et al., 2020), gamma-ray log API values 

(Khandelwal and Singh, 2010; Ouadfeul and Aliouane, 2012; Kushwaha et al., 2020) or the 

darkness value of a pixel in a greyscale image (Asif and Choi, 2001; Ahmadi and Akbarizadeh, 

2018). On every input, there is an associated weight that can be adjusted to tune the neuron in the 

training process. An activation function carries out the decision-making task in the neurons. 
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A bias shown as the vector b=w0 in Figure 0-1 b is added to the weights term avoid the 

case where all the initial weights are zero and the model produces zero values irrespective of the 

weight. With this understanding, we represent the jth neuron mathematically as 

 0

1

1 N

j nj n j

n

z w x w
N 

           1- 1,  

where zj is the output value, xn are the N input values the values wnj, n=1,2,…,N are the model 

weights and w0j is the bias value. In general, the number of output values can be different than the 

number N of input data values. Equation 1-1 is a convolution of the input data x with weights w 

and is the fundamental equation that governs the operation of an artificial neuron.  

Figure 0-2 shows multiple units of such neurons connected to form a layer of a network. 

The first layer that receives the inputs is called the input layer, the last layer that produces the 

output is called the output layer, and the layers in between are called the hidden layers. The name 

hidden layers suggest these layers never see the initial input (I) or the final output (O). In other 

words, the layers are "hidden" from the I/O operation. Any network with three or more hidden 

layers is called a “deep network." There is already one input and one output layer, such that a 

"deep" network must have at least five layers of neurons to be classified as deep. The neurons are 

fully connected to each other and network such as in Figure 0-2 is called a densely connected 

neural network (DNN). The neurons might not always be fully connected for all the architectures 

such as a convolutional layer (Shi et al., 2016) in the CNN architecture discussed later in this 

chapter.  

Figure 0-3 shows a sigmoid activation function. Notice the values of the sigmoid function 

(Vail and Wornardt Jr, 1991; Wanto et al., 2017) ranges between zero and one. Hence, the output 
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is TRUE, i.e., if the value of the output produced by the network approaches 1, and FALSE if the 

output approaches zero. The sigmoid activation function shown in Figure 1-3 is represented as: 

 
1

( )
1 j

j z
z

e






          1- 2,  

where zj is computed from Equation 1-1 and is a function of inputs x and the weight and the biases 

of the model. A more complete list of common activation functions is summarized in Figure 0-4.  

Just like any other statistical model, neural networks must be able to compare the results 

of the model to the true values. Let’s assume the true values are denoted by y and the neuron's 

prediction, z, via the activation function is 

  

 j ja z .           1- 3. 

For a simplest case such as in Figure 0-1b with one neuron, the output aj is compared with 

the true value y to generate a measurement of the prediction error.  

For the case shown in Figure 0-5, where L layers of neurons are available, equation 1-4 can 

be generalized. The output from an activation function for the lth layer is a(l)=φ[z(l)] where the 

vector z(l) are the predicted values from the (l-1)th layer. If the true value is y, then the error for 

each term is  

( )L

j j jy a    

and the mean squared error (Zhang et al., 2019b) can be written as:  

( )
2

1

1

( )

N L

j

j

E
N L




   .         1- 4,  
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Note that in equation 1-5 that larger errors are penalized more as the error terms are 

squared, resulting in a relatively slow learning process. Instead of minimizing the mean squared 

error, we can minimize the cross-entropy (Qin et al., 2019; Bosman et al., 2020) which uses a 

logarithmic metric. For a binary classification, the cross- entropy can be written as:  

( ) [ log( ) (1 )log(1 )]cros entropy j j jE y p y p            1- 6 

where, the model predicts a probability distribution p(y=i) for each class i=1,2.  

 Although we have defined the number of layers and neurons, we have not yet determined 

the values of the weights, w(l). The optimum values of these weights will minimize squared error, 

cross entropy, or other “cost function”. To obtain these values we use the backpropagation 

technique, drawn from basic calculus. 

The cost function and computed errors between the actual value and the output layer 

depend on the model parameters. From equation 1-1, the model parameters are simply weights and 

biases on each neuron in each layer. The output is more sensitive to some weights and biases than 

to others. To quantify how sensitive, the cost function E is to the weights and biases, we compute 

the first partial derivative of the cost function with each element of the vector w. Figure 1-5 shows 

a simplistic neural network with L layers numbered from 1 through L with one neuron for each 

layer. The output at the first layer is shown in equation 1-3 as φ (1)[z(1)].  Similarly, the final output 

at the output layer is simply φ (L)[z(L)] Hence the partial derivative of cost function E with respect 

to the weights and biases w can be written as:  

 
( )L

n

E

w




 .         1- 7  
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Equation 1-7 can be expanded using the chain rule to be a function of the variables at layer 

L-1. The layer L-1 is a function of the variables at layer L-2 and so on, back propagating the 

gradient through the layers to the first layer which has the original data x as input.  Once, a set of 

weights and biases are obtained that minimizes the error, they are adjusted for the next training 

step.  

A single iteration from the input with the adjustment of the weights and the biases to 

produce a new estimate of the output is called a training “epoch”. It is common to plot the mean 

squared error (MSE) of all the training samples at each epoch to evaluate the performance of the 

neural network process Analyzing these errors allows the data analyst to fine tune the model 

parameters such as the number of neurons for each layer, type of activation function used, and so 

on.  

We now derive the full formulation for the backpropagation for a general case in 

summation notation which is easy to understand and implement in a python program if reader 

wishes to implement it separately. Majority of this derivation is modified from the Makin (2016). 

Interested readers can refer to Makin (2016) for more details.  

Figure 1-13 depicts the general case of a MFNN architecture. The order of activation of 

the layer is from left to right and the order of error propagation is from right to left 

(backpropagation). The layers are named right to left for easy notation to derive backpropagation 

equations.  In Figure 1-13, we show a fully connected network, but the derivation is completely 

generalized for a partially connected network or a dropout case. Notice in Figure 1-13, we show 

the indexing of the layers from right to left to explain backpropagation. All layers are referred to 

as i, j,k for indexing purpose. So, for example layer j has a neuron sitting at jth position where j is 

a subset of total number of neurons in that layer shown by capital letter J. Hence, j ∈ {0,1,…….J}. 
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Similarly, ith layer has a total of I neurons. The connection of one layer of neuron to the another is 

addressed as follows: As the layers may or may not be fully connected, let’s say from one-layer j 

to another layer i there are total of K possible connections in a fully connected network. But, if 

there are only j number of neurons connected to the ith layer, we can denote the number of 

connections as Kj. 

 With this in mind lets rewrite the output for the layer i using the inputs from layer j where 

Kj neurons are connected from layer j to layer i. This can be written as:  

𝑥𝑗 = ∑ 𝑤𝑘𝑗𝑧𝑘𝑘∈𝐾𝑗
              0-8 

where, 𝑤𝑘𝑗 is the weights from jth layer to ith layer for the connected neurons and zk is the output 

from the sigmoid activation of k neurons in the jth layer. This is to be summed over the k 

connections to include all the weights and the neurons.  

There is an important derivation we will show that will come in handy during the following 

equations. The derivation is simply the derivative of the sigmoid function itself. The sigmoid 

function is given as:  

∅(𝑧) =  
1

1+𝑒−𝑧  .          0-9  

Taking the first derivative of equation 1-9 with respect to z, we get,  

𝑑∅

𝑑𝑧
=

1

1+𝑒−𝑧
(

𝑒−𝑧

1+𝑒−𝑧
) ,          0-10 

equation 1-10 can be rearranged into 

𝑑∅

𝑑𝑧
=  ∅(𝑧)[1 − ∅(𝑧)] .         0-11 

We will use the equation 1-11 further into the derivation.  
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Now let us define the error E which is the measure between the true value and the predicted value 

at layer j.  

𝐸 =
1

2
∑ (𝑡𝑗 − 𝑧𝑗

𝐽
𝑗=1 ) ,         0-12 

where, tj is the target value and 𝑧𝑗 is the predicted value. In equation 1-12, we scale the error by 

dividing it by ½ as our error is a square error and the derivative of the error shall cancel the ½ 

scaling factor. This is a neat trick to keep the equations clean when we compute the derivative of 

the error.  

The weight change for a node in layer j depends on the weights from k nodes connected 

from layer i to layer j. This can be expressed as a partial derivative with respect to weights as:  

∆𝑤𝑘𝑗 = −𝛼
𝜕𝐸

𝜕𝑤𝑘𝑗
 .           0-13  

The α in equation 1-13 is called a learning rate or learning parameter of a MFNN network.  

Expanding equation 1-13 with the help of chain rule, we get,  

𝜕𝐸

𝜕𝑤𝑘𝑗

=  
𝜕𝐸

𝜕𝑧𝑖

𝜕𝑧𝑖

𝜕𝑥𝑗

𝜕𝑥𝑗

𝜕𝑤𝑘𝑗

            0-14 

We know the term 𝑥𝑗 is the output from the kth layer into the jth node. Hence, we can write the term 

𝜕𝑥𝑗

𝜕𝑤𝑘𝑗
 as simply the output from the layer k or zk as:  

𝜕𝑥𝑗

𝜕𝑤𝑘𝑗

= 𝑧𝑘.            0-15 

The first two terms are often lumped together as a single quantity and often referred to as the “error 

term” of the backpropagation and denoted by 𝛿. In this case we can write it as:  

𝛿𝑗 = −
𝜕𝐸

𝜕𝑧𝑗

𝜕𝑧𝑗

𝜕𝑥𝑗

.            0-16 
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where 
𝜕𝑧𝑖

𝜕𝑥𝑗
 is simply the derivative of the output of sigmoid function. From equation 1-11, we know 

the derivative of the sigmoid function can be reduced in a compact form. Hence, we can write,  

𝜕𝑧𝑗

𝜕𝑥𝑗

=  𝑧𝑗(1 − 𝑧𝑗) .          0-17 

Now we focus our attention on the first term of equation 1-16 i.e., 
𝜕𝐸

𝜕𝑧𝑗
 . Here, we want to 

see how the error has propagated from the layer j to layer i. This requires another chain rule 

application which can be written as:  

𝜕𝐸

𝜕𝑧𝑗

=  ∑
𝜕𝐸

𝜕𝑧𝑖
𝑖∈𝐼𝑗

𝜕𝑧𝑖

𝜕𝑥𝑖

𝜕𝑥𝑖

𝜕𝑧𝑗

.          0-18 

The first two terms in equation 1-17 are simply the partial derivatives from equation 1-16.The third 

term of the equation 1-18 i.e., 
𝜕𝑥𝑖

𝜕𝑧𝑗
 is simply the derivative of the equation 1-8 or ,  

𝜕𝑥𝑖

𝜕𝑧𝑗
= 𝑤𝑗𝑖   .          0-19 

Substituting from equation 1-16 and equation 1-19, equation 1-18 reduces to,  

𝜕𝐸

𝜕𝑧𝑗
=  ∑ 𝛿𝑖𝑤𝑗𝑖𝑖∈𝐼𝑗

  ,         0-20 

such that equation 1-14 becomes  

𝜕𝐸

𝜕𝑤𝑘𝑗
= − ∑ (𝛿𝑖𝑤𝑗𝑖)𝑖∈𝐼𝑗

𝑧𝑗(1 − 𝑧𝑗)𝑧𝑘 .        0-21 

Equation 1-21 is the summation notation for backpropagation. In compact form equation 1-21 can 

also be written as:  

𝜕𝐸

𝜕𝑤𝑘𝑗
= −𝛿𝑗𝑧𝑘 .          0-22 

Now we see how this can be implemented in a network with the help of simple formulae.  
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The key aspect of backpropagation is to determine how much weight changes much be 

applied on every neuron at each layer which is given as: 

∆𝑤𝑘𝑗(𝑛) = 𝛼𝛿𝑗𝑧𝑘 + 𝜂∆𝑤𝑘𝑗(𝑛 − 1) ,        0-23 

where, n is the iteration index also called epoch and is described before in this chapter , 𝛼 is the 

learning rate which is usually kept between (0,1]. 𝑧𝑘 is the activation at node in the first layer k, 𝜂 

is called the momentum and takes a real value between [0,1). 𝛿𝑗 is the error term described before 

associated with the node after the weight. 

MFNN architecture 

As the name suggests, multi-layer feed forward networks or MFNN are a layered set of 

neurons described in the previous section and shown in Figure 1-2. The term multi-layer refers to 

more than one layer and as the inputs in one-layer feeds to the next layer via the activation function 

or "feeding forward". MFNN is the simplest of all NN architectures and easiest to understand. Di 

et al. (2018) applied MFNN network for fault detection. Ross and Cole (2017)  used MFNN along 

with other NN architectures for classification of seismic facies. Hart et al. (2000) applied the 

MFNN architecture for time to depth conversion using seismic attributes.  

The MFNN architectures complexity and hence training times increases as the data size 

increases requiring more neurons for training or deeper networks. Hence, for two- and three-

dimensional seismic interpretation applications, the use of MFNN is limited. Another class of NN 

architectures is more suitable for seismic data known as CNN and is discussed later in this chapter. 

The data used in this dissertation is time series only. Chapter 2 uses gamma ray well logs, Chapter 

3 uses oil  field pressure and rates at the well head and Chapter 4 uses electron fluxes. MFNN is 

effective in modeling time series data and hence included in this discussion. The data preparation 

for all architectures specific to time series data is discussed at the end of this chapter.  



13 

 

LSTM architecture 

LSTM falls under the class of recurrent neural networks (RNN). The RNN are suitable 

particularly for sequences such as time series data. Some applications are forecasting reservoir 

pressure over time, time lapse seismic, financial stock prices over time and even natural language 

processing. RNNs are an excellent fit for any sequences which have some dependency on the data 

prior to the forecasting interval or the future values depend on the past history of the inputs.  

A recurrence in a network is created by modifying the perceptron shown in Figure 0-1b. 

Figure 0-6 shows a neuron modified with a feedback loop. Notice the "unrolling" of the neuron in 

Figure 0-6. The neuron tries to produce the output at time t-1 and this output is fed back into the 

same neuron at time t and the output at time t is fed back into the same neuron as an input for 

epoch t+1 and so on. This is different from an “epoch” of training that refers to the one full training 

iteration for the whole architecture. 

At each time step, the neuron receives the input from the current time and the input from 

previous time steps. The idea of creating the neurons with a feedback loop can now be extended 

to create layers of such neurons such as shown in Figure 0-7. Hence, a whole layer can now be 

unrolled as a function of the number iterations just like a single neuron. Because the output at any 

time step depends on all the previous epochs, the RNN now have a "memory" component to it 

achieved by "unrolling" them in time. To distinguish these neurons from a simple neuron such as 

the one used for a MFNN network, they are referred as "cells" instead of a neuron.  

RNNs suffer from the phenomenon called vanishing gradients (Hochreiter, 1998a, 1998b). 

As discussed in the previous section, the neural networks update themselves by back propagating 

the gradient throughout the network and as the networks gets deeper, the effect of individual 

gradients become smaller and smaller. This problem in RNNs can be fixed by choosing the 
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appropriate activation function such as a leaky rectified linear unit (RELU) (Zhang et al., 2017) , 

gradient clipping (Zhang et al., 2019a; Chen et al., 2020) or batch normalization (Santurkar et al., 

2018).  

Another major issue with RNNs arise when the networks get deeper and hence when the 

network unrolls, where a part of the memory is lost due to the vanishing gradients. Hence, a robust 

network with long term memory is needed to accomplish this task. A more sophisticated network 

that can alleviate these issues by making some changes in the cell design called as a LSTM cell or 

simply an LSTM network.  

Figure 0-8 shows a typical LSTM cell which consists of a number of gates in a LSTM cell. 

The gates decide what inputs and previous information to be retained at every time step and what 

information can be discarded to determine a “cell state”. Then only the most important information 

is passed onto the next time step. Many such cells can be connected in series. The notation in 

Figure 0-8 can be broken down into multiple parts as follows: the LSTM cell at epoch t has the 

input at time epoch as xt and the cell state from the previous epoch t-1 as ct-1.   

The purpose of a LSTM cell is to take these inputs and convert them to the cell state at 

epoch t as ct and the output for the next time step t as ht. The information to be discarded is decided 

by a “forget gate” denoted by ft. The forget gate accomplishes this by a sigmoid layer shown in 

the left part of the cell in Figure 0-8. As a sigmoid always outputs zero or one, the value one implies 

the information will be kept and the value zero implies the information will be discarded. 

Immediately following the forget gate there is another sigmoid layer and a hyperbolic tangent layer 

that decide on what information must be added to this cell to the next time step. Once its decided 

what new information must be added, the old cell state is now updated with the new cell state. The 
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new cell state is nothing but convolution of old cell state with the forget gate and the new 

information added.  

These steps can be written in a set of equations as: 

1. Linear transformation of the old cell state with the forget gate with weights and biases on 

the forget gate layer as:  

𝐟𝑡 =  ∅(𝐰𝑓. [𝐡𝑡−1, 𝐱𝑡] + 𝐛𝑓 ,         1- 24 

where,        

𝐡𝑡−1 is the output from the previous cell state,  

𝐱𝑡 is the input at the current cell state, 

𝐛𝑓 are the biases for the forget gate, and  

  𝐟𝑡 is the output from the forget gate.  

2. Adding new information at current cell state: 

This part of the cell contains a sigmoid layer and a hyperbolic tangent layer. The output from the 

sigmoid (𝐢𝑡) can be written as :  

𝐢𝑡 =  ∅(𝐰𝑖. [𝐡𝑡−1, 𝐱𝑡] + 𝐛𝑖 ,        1- 25 

Similarly, the output �̃�𝑡 from the hyperbolic tangent layer can be written as ,  

𝐜𝑡 =  ∅(𝐰𝑖. [𝐡𝑡−1, 𝐱𝑡] + 𝐛𝑖 .        1- 26 

3. Determining the total information using old cell state(𝒄𝑡−1) and the new cell state(𝒄𝑡):  

𝐜𝑡 =  𝐟𝑡 ∗ 𝐜𝑡−1 + 𝑖𝑡 ∗ 𝐜𝑡 ,  and         1- 27 

4. The final output from the cell (𝒐𝑡) at time t:  
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𝐨𝑡 =   ∅(𝐰0. [𝐡𝑡−1, 𝐱𝑡] + 𝐛0,          1- 28 

and hence the current cell state update as 

𝐡𝑡 =  𝐨𝑡 ∗ tanh (𝐜𝑡) .         1- 29 

LSTM cells provide a unique advantage in geoscience problems, especially for dynamic 

properties such as reservoir pressure. As geological layers are deposited sequentially as per Steno's 

principle, predicting properties in advance is critical for geosciences. LSTM networks are suited 

to handle problems involving sequences. Zhong et al. (2019a) used a version of the LSTM and 

CNN for pressure prediction in the carbon sequestration approach using a reservoir simulator. 

Wang and Chen (2019) used the LSTM networks for pressure well test interpretation in tight 

reservoirs where longer shut-in times are often not an option due to low permeability of the 

reservoir. Xu et al.(2020) used LSTM network for production forecasting of the coal bed methane 

reservoirs which are also tight reservoirs. Song et al. (2020) provided the general framework of 

simultaneous prediction of rates and pressures using the LSTM networks. 

Well logs such as gamma-ray (GR) logs indicate the stacking pattern of the geological 

sequences. The geological layers are deposited sequentially, and the GR log is a proxy for such 

sequences. It is intuitive to apply the LSTM networks to predict the following sequence of GR log 

if, for any reason, a section is missing on the log. Pham et al. (2020) demonstrated this approach 

for the prediction of missing logs by training an LSTM on previous log values. In extreme cases, 

where a full well log is missing in a well but, logs are available in the neighboring area, a synthetic 

log can be reconstructed using the logs from the nearby wells. Zhang et al.(2018) described one 

such case study in a tight reservoir by predicting missing lithology logs by borrowing lithology 

logs from the neighboring wells.  
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CNN architecture  

Similar to the simple neuron of an MFNN network, the CNN is also inspired by the 

biological neuron, especially the vision aspect of the biological neuron. Figure 1‑9 shows the 

cartoon, the conceptualization of the CNN with respect to the human vision analogy. 

In Figure 1‑9a notice that the visual cortex only sees a part of a complete image at any 

given time. A neuron is activated when it detects some unique feature, such as an edge. Hence, the 

neuron only perceives certain features from its surroundings, and the entire image is reconstructed 

in the brain from the features collected from small patches of the data. This observation implies 

that for a more extensive data set, identifying patterns can be achieved by performing computations 

on more minor sub-data set, dramatically decreasing the computing needs.  The task of detecting 

the critical features is accomplished by filters called convolutional kernels. When convolved with 

the input, they produced a filtered image, and an activation function is only activated if an 

important feature is detected. LeCun et al. (1998) used this observation to the first CNN 

architecture in 1998 called LeNet (LeCun et al., 1998b), the first real-world application of one 

such network. Yann LeCun received the "Turing award" for this development in 2019. 

Before introducing the structure of the CNN, a few terminologies are necessary to 

understand the structure of the CNN. We define some of these below as: 

1. Filter size: A filter size is the number of parameters in a filter. In Figure 1‑10, for a 

one-dimensional convolution, notice that the model uses only two weights w1 and w2, 

the filter size is two. 

2. Stride: In Figure 1‑10, the stride of the filter is two as the filter is shifted two neurons 

at a time. 
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3. Pooling: Figure 1‑10 is a simplified one-dimensional convolution. However, often the 

CNN is used for two-dimensional and three-dimensional data. For images of larger sizes or just 

for a large number of images, it can still be computationally expensive to train a CNN model. 

Hence, some re-sampling or data decimation is required. The pooling layer accomplished this task 

of re-sampling. Thus, the pooling layer is just a step for data decimation. 

4. Dropout: A dropout layer implies dropping random neurons to avoid reinforcing some 

of the neuron pathways to avoid overtraining. In this technique, to avoid overtraining the network, 

random neurons are dropped after every training epoch. 

This idea of one-dimensional convolution can be extended to higher-dimensional data 

where each dimension serves as a channel of input. For an image, the height (H) and the width (W) 

depict two channels. If the image is colored, there is another channel to the input: color (c). These 

channels are passed onto convolutional filters, which detect various features in the data. Then data 

is decimated. Data decimation can is done before and after the feature extraction, and it is also not 

uncommon to add some DNN layers after the CNN network to improve the training results. 

Selection of such choices like the placement of decimation layer falls under the architecture design 

and depends on the problem statement. Often, tailor-made architectures are required to solve a 

specific problem. Figure 1‑11 shows the famous CNN diagram, which is now very straightforward 

to understand. An input or input channel is fed into multiple convolutional filters, decimated and 

extracted features are often passed into dense layers in series.  

Popular CNN architectures include ResNet (Targ et al., 2016), AlexNet (Krizhevsky et al., 

forthcoming), and Le-Net (LeCun et al., 1998b). All such networks have a typical CNN 

architecture such as stride, number of pooling layers, number of filters, type of filters, etc. Once 

the data is passed through these layers, a final classification of the data can be achieved on the 
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training samples. CNNs are a natural fit for geosciences as many problems in geosciences require 

pattern recognition in one, two or three dimensions. Pires de Lima et al. (2019) has used CNNs to 

classify core images into different lithofacies by segmenting the core images and then classifying 

them into different lithofacies. Duarte-Coronado et al. (2019) used the CNN to estimate porosity 

in thin sections. (Das et al., 2019) used the CNN for seismic impedance inversion. Xiong et al. 

(2018) applied the CNN networks to automate fault detection in seismic amplitude volumes. Sinha 

et al. (2020) used the CNN to automate the task of leak detection in carbon capture projects using 

field pressure data. Zhong et al. (2019b) applied CNN for leak detection by using time lapse 

seismic amplitude data.  

CONV-LSTM 

CONV-LSTM combines the features of CNN and the LSTM. The CNN can extract spatial 

features while LSTM can preserve the temporal aspect. One such analogy can be drawn from a 

finite difference reservoir simulator (Sinha and Devegowda, 2017). The reservoir simulator 

mimics the physics of fluid flow by using a geological model and then updates the model one step 

at a time. 

Like coupling a CNN to an LSTM network, the CNN can also be coupled with any RNN 

network (Shih and Wu, 2020). Figure 1‑11 shows one such network where the input is passed 

through a CNN first and then through LSTM before one training step is finished. This process is 

repeated over multiple training epochs. Shih and Wu (2020) have applied this methodology to 

create surrogate reservoir models for reservoir simulation. 

The use of CONV-LSTM is not as popular as CNN or LSTM separately due to high 

computational requirements. Many CONV-LSTM practical applications require advanced 

networks such as RESNET (Targ et al., 2016). Advanced networks such as RESNET often require 
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parallelization on multiple GPUs, and such resources are not always available, and the results of 

CONV-LSTM versus CNN are marginally better (Sinha et al., 2020). 

Time series data for deep learning  

Classic time series models can outperform the deep learning architectures in many cases. 

Chapter 2 of this dissertation applies a combination of classical statistical methods that 

outperforms complex networks such as CNN. However, for multivariate time series analysis, 

depending on the complexity of the problem, sometimes it is necessary to use complex models. 

This section presents the data preparation we use for multivariate time series analysis in 

Chapters 3 and 4 of this dissertation. There is a plethora of information available online to apply 

deep learning networks in 2D scenarios and some in 3D scenarios (Zhao and Mukhopadhyay, 

2018; Duarte-Coronado et al., 2019; Pires de Lima et al., 2019). Lima (2019) demonstrated the 

process of data preparation, training and then testing of CNN for core lithofacies identification 

using two dimensional core images. Lima (2019) also summarized the workflow and the use of 

such networks and their constraints. Zhao (2018) proposed a workflow for fault detection in 3D 

seismic volumes by coupling CNN with Laplace of Gaussian(LOG) filtering to improve the 

automated fault detection. But little information available for the time series data to perform 

similar analysis in one dimension. The reason is simple. In many cases, just the statistical methods 

will outperform a deep learning network; the complex architectures are considered an “overkill” 

for the time series data. However, every day new data is being acquired in digital form with simple 

devices such as a phone or a digital watch on personal health in medical sciences (Huang and 

Kinser, 2002; Al Rahhal et al., 2016). More emphasis is being laid to one-dimensional data such 

as well logs in the oil and gas industry, thus driving deep learning architectures. 
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It is important to first prepare our data for the supervised learning task. This task is done 

by windowing the time series data into different sets of windows to predict the following sample 

or a set of samples. The data for the CNN and LSTM networks requires an additional step of a 

number of steps (timesteps) in most architectures such as Keras because the architectures are 

primarily developed for image processing. Hence, we need to” trick” the architectures for time 

series forecasting. An input to a deep learning network consists of [samples, timesteps, features]. 

The sample is just the number of data points in a sequence like time series. The time step is one 

window of observation, and features are the number of columns is the number of features. Hence, 

one data window is a one-time step, and then the window is slid forward one sample at a time. We 

implement this using a separate function and reshape our time series into a windowed time series 

in the form [samples, timesteps, features]. The window size selection depends on the data available 

for training and the size of the features. For a large dataset, large window size is appropriate. For 

a small dataset, small window size is a necessity. An analogy can be drawn from the seismic 

resolution and sampling rate. A higher sampling rate is preferred but not always possible. Larger 

window size is preferred, but it does not leave many training steps to train the network. Hence, the 

window size versus the network complexity is a tradeoff that can be decided by iterating various 

window sizes.  

Conclusions  

This chapter discusses the basics of the deep learning architectures necessary for Chapters 3 and 4 

of this dissertation. I discuss a total of four deep learning architectures, including MFNN, CNN, 

LSTM, and CONV-LSTM. We also discuss the data preparation for time series data for these 

architectures and the architecture design. 
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Figures for Chapter 1 

 

Figure 0-1 a) A biological neuron b ) A computational neuron/ perceptron. The biological neuron takes input from the 

environment. The inputs are processed in main cell body and an output signal is communicated to the brain. A 

perceptron takes similar inputs, the inputs are processed by an activation function and an output is produced. 

 

 

Figure 0-2 The multi layered neurons showing the input layer , the output layer and the hidden layers in-between. To 

qualify as a deep network a network must have at least three hidden layers. Notice that the hidden layers never see the 

input(I)/output(O) operations and hence hidden from the I/O operation and called as such. 
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Figure 0-3 The sigmoid activation function that takes z= wx+b as an input and generates an output for the neuron . 

The output is bounded between 0 and 1 using a smooth function called the sigmoid function depicted by f(z). 

 

 

 

Figure 0-4 Most common activation functions used for classification and regression problems (Raschka, 2015).   

 

 



24 

 

Figure 0-5 The generalized case of L layer neural network. For simplicity only one neuron per layer is used. The 

activation function takes the input z and produces an output a. 

 

Figure 0-6 Unrolling of a neuron (Portilla, 2021). The neuron at every time step takes inputs from all previous time 

steps creating the memory feature in RNN networks. 

 

Figure 0-7 Unrolled layer of neurons in series (Portilla, 2021). 

 

∅ ∅ ∅
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Figure 0-8 An LSTM cell showing the input, forget and remember gates (Portilla, 2021). 

 

Figure 0-9 Conceptualization of a biological neuron using the visual cortex and a CNN equivalent. The object is read 

into patches of data and a neuron is only activated if certain features such as an edge is detected. The full image of the 

object is then created in the brain by using sparse data of such features. This is implemented in an artificial CNN by 

using convolution filters and the activation functions. Activation functions are only activated if a specific feature is 

detected.   

 

Figure 0-10 A simplified version of a 1D convolution. A single filter is shown with a filter size of two and a stride of 

two. 
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Figure 0-11 The simplified CNN architecture (Phung and Rhee, 2018). 

 

 Figure 0-12 CONV-LSTM architecture. (Phung and Rhee, 2018). 

 

Figure 0-13 Generalized MFNN architecture with indices used for backpropagation derivation (Makin, 2016).  
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Preface 

This chapter is presented as submitted to the AAPG-SEG journal Interpretation, and is  based on 

previously presented  SEG and the URTEC expanded abstracts (Sinha et al., 2018; Sinha et al., 

2019). This chapter shows the semi supervised automatic identification and quantification of the 

parasequences using changepoint analysis and the dynamic time warping algorithms.  
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Abstract  

Lithological correlation is an essential part of lithostratigraphy and has several practical 

applications, such as reconstructing layering patterns in sedimentary basins, and developing a 

sequence stratigraphic framework for the shale plays. Typically, the indirect lithostratigraphic 

correlations are performed with data acquired in wells such as gamma ray, density, sonic, and 

resistivity logs. With recent advances in hydrocarbon shale plays and the digitization of legacy 

data, thousands of well logs are now available for human interpretation. Performing 

lithostratigraphic correlation on all these logs by a human interpreter is economically impractical. 

Hence, more often than not, most technical or economic decisions in shale plays are guided by 

"factory-made" field development plans, where all wells are completed with the exact pre-designed 

drilling and completion plans. We show a workflow to automate the process of lithostratigraphic 

correlation and then quantify the correlated sequences using "well log attributes.". We divide our 

workflow into three significant parts. We first segment the well logs into lithostratigraphic units 

using a maximum likelihood-based segmentation technique called changepoint analysis. Then, we 

correlate the units automatically from one well to another using the dynamic time warping 

algorithm. After the units are correlated, we use linear fits to show automatically identified upward 

fining and upward coarsening lithological units. We plot the slope of these trends as well log 

attributes develop them on a three-dimensional model. We show data from an unconventional and 

a conventional play to demonstrate our workflow. The results show high fidelity, reliable well log 

correlations independent of the type of hydrocarbon play in a fraction of the time required by a 

human interpreter. Faster identification and correlation of the units can help critical decision-

making for plays with higher data volumes such as shales. Our three-dimensional model shows 

the gradients of the lithological units that can be useful for depositional system interpretation. 
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Introduction  

Veeken (2013) defines lithostratigraphy, a subdivision of stratigraphy, as the systematic 

organization and description of rocks into distinctive units identified by the lithological 

characteristics of the rocks and their stratigraphic relations. Lithostratigraphic correlation is the 

process of connecting different lithostratigraphic units from one well to another. Once correlated, 

well lithostratigraphy can be used to generate two and three-dimensional stratigraphic models. 

These models are used in numerous geological workflows, from geo-cellular modeling to flow 

simulations. Additional details such as chronomarkers and biomarkers, the stratigraphic models 

provide a means to construct sequence stratigraphic frameworks. 

 Lithostratigraphy can be implemented using direct and indirect methods using Steno’s 

principles (Byers, 1982; Kravitz, 2014). The direct method compares the lithology from one 

location to another, for example, using core samples or outcrop rocks, to construct a cross-section. 

Given the expense of coring, most geoscientists studying the subsurface use an indirect approach 

that correlates electrical well logs. The most common well log used for this purpose is a gamma-

ray (GR) log that measures a formation's natural radioactivity in American Petroleum Institute 

(API) units along the well. The natural radioactivity of different formations is plotted against well 

depth and used to infer the stacking pattern in the formation. Similar lithofacies can also be 

obtained in a core GR and can be correlated from the one obtained in a well GR log.   Singh (2008)  

correlated the core GR and defined them as gamma-ray parasequences (GRP) in the Barnett Shale. 

As our area of study is similar to Singh (2008), we use the same classification as Singh (2008). 

Singh (2008) identified three distinct types of GRPs on the GR log and correlated them 

mineralogically with the thin sections from the core available in the area as: 
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1. Upward decreasing API interval: This trend is observed during the decrease in relative sea 

level or progradation during late stage lowstand systems tracts. 

2. Upward increasing API interval: pattern is observed during gradual rise in relative sea level 

towards highstand systems tracts. 

3. Constant API interval: Sea level remains stable during this period. 

 Singh (2008) identifies the GR rapid changes bounding these intervals as log-derived 

flooding surfaces and defines them as parasequences. Parasequences form a relatively conformable 

succession of genetically related beds or bed-sets bounded by marine-flooding surfaces conformal 

to the classic definition provided by Van Wagoner et al. (1988). Gamma rays provide only a partial 

measure of lithology; we follow this convention for the GR-derived patterns in this study and refer 

to these lithological sequences as gamma ray parasequences (GRP). This convention is held 

throughout this study. 

 Figure 2-1 from Slatt (2016) shows the general conceptualization of sequence stratigraphic 

framework with the help of a cartoon along with the GR response showing a lowstand systems 

tract (LST), transgressive systems tract (TST), and a highstand systems tract (HST). Figure 2-1 

also shows the relationship between the depositional systems and the relative sea level. As the sea 

level falls to reach a low stand, the shoreline is exposed, eroded, and accompanied by more detrital 

sediments. In contrast, as the sea level increases to form a TSTs, the previously shallow area is 

now deeper and sees finer sediments deposited. The trend boundary between these two sediment 

tracts manifests itself as a spike in the GR response shown by the bold black curve. Figure 2-2 

from Singh (2008) shows a similar analysis of a GR log measured from a Fort Worth Basin core 

and the correlated GRPs, the interpreted sea levels, mineralogy, the mineralogically based facies . 
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Note that the GRPs are closely related to the mineralogy and the depositional environment, 

suggesting that if the GRPs can be correctly identified and correlated for all the wells in a shale 

play that we can link the relative proportion of clay to other minerals through a depositional model. 

With the development of shale resource plays, the number of recorded well log data has 

increased significantly, with almost all pilot wells and many lateral wells being logged each year.  

Simultaneously, a mammoth amount of legacy data is also continuously digitized, making a 

plethora of data available for geological analysis. Properties are sold and acquired each year, each 

of which may contain thousands of wells with logs that are either un-interpreted, or previously 

interpreted using a different geologic model than the new property owner. Interpreting these well 

logs before additional wells are drilled or critical technical or economic decisions are made 

becomes requires significant interpretation manpower. Analysis like the ones in Figure 2-1 and 

Figure 2-2 over the whole shale play are often skipped in favor of simpler "factory-made" drilling 

and completion plan.  

Let’s assume the interpreter needs to locate two different boundaries (two picks) to identify 

a GRP, and that there are five such units per well. Thus, ten picks are required for the interpretation 

of a single well. Now, let’s assume the human interpreter can expertly pick one top in one minute 

and works eight hours in a day. The time needed to finish the interpretation of a varying number 

of wells is shown in Table 2-1. 

More complete lithostratigraphic models of shale reservoirs can high grade well locations, 

minimizing the drilling and completion of less productive wells. Defining and interpolating GRPs 

for all the wells in the reservoir and correlating them to core is a key component in constructing 

such a lithostratigraphic model. We therefore need a workflow that can accelerate and automate 

GRP identification and correlation.  A few attempts were made in this direction.  Zhang et al. 
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(2019) used convolutional neural networks (CNN) to correlate 7,000 well logs from the Songliao 

Basin in northeast China. They found that their CNN-based workflow required extensive human 

interpretation to in the form of geologic cross-sections to properly construct the training data 

Because of the rapid lateral change of lithology in their fluvial reservoir, the prediction provided 

low, medium, and high accuracy results under different conditions. 

Number 
of wells 

Picks 
required 

Total picks Time (in minutes) Time (in days) 

10 10 100 100 0.3 
100 10 1000 10000 ~21 
1000 10 10000 100000 ~208 
10000 10 100000 1000000 ~2082 

Table 2-1 Estimated time taken by a human interpreter for manual picking of well tops. Assuming five GRPs are 

interpreted, and two picks are required for each GRP using a linear time assumption and the human interpreter works 

eight hours in a day. 

Figure 2-3 shows the same effort measured in number of days as the number of wells 

increase, where it can take almost 100,000 hours to interpret 1000 wells, which is an unacceptable 

time frame for any critical decision making.  

As an alternative, we reevaluate using the more robust algorithm called dynamic time 

warping (DTW) used by in the past, but not without its shortcomings. For example, Wheeler(2015) 

used a DTW variant to correlate multiple wells using density logs. However, Wheeler's version 

suffers from constraints in the conjugate gradient method. Moreover, the density logs utilized by 

Wheeler are not as commonly acquired as gamma ray logs. Behdad (2019)  applied DTW to aid 

in the interpretation of the well tops by plotting the power spectrum of continuous wavelet 

transform (CWT) to gamma ray logs. Unfortunately, the results require intensive post-processing 

and yield relatively subjective predictions. Fang et al. (2021) proposed a DTW workflow where 

they replaced the simple (Euclidean) absolute difference between the measurements in two wells 

difference b with a semblance metric. The workflow requires the manual interpretation of 
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reference wells to guide the correlations. As the number of wells grows, there is an increase in the 

number of reference wells needed for interpretation. Additionally, if multiple sequences are to be 

picked, all reference wells require manual interpretations for all the sequences. 

We approach the problem of interpreting many well logs at a fundamental level and try to 

overcome the shortcomings from previous studies to take the workflow towards a more automated 

and reliable correlation stage. We first segment the wells into different lithostratigraphic units/ 

GRPs. We then search for the required unit only in different segments one by one. We hypothesize 

that for any algorithm such as DTW to provide high fidelity results, either there must be enough 

features to conclusively and accurately distinguish one segment from another, or the search space 

should be small. 

 We follow this introduction and motivation with a description of a three-part workflow. 

First, we segment all the well logs using a reference or "type well" into different GRPs.   Second, 

we correlate the GRPs across all wells using a DTW algorithm. Third, we estimate the slope of the 

upward fining or upward coarsening GR log for each GRP using a least-squares fit.  After having 

defined our workflow, we apply it to two data sets – an unconventional Barnett Shale play from 

the Fort Worth Basin, Texas, and a conventional fluvial deltaic play from the North Slope, Alaska. 

We discuss the advantages and limitations of our proposed workflow, followed by concluding 

observations. An appendices provides details of the changepoint analysis and the dynamic time 

warping (DTW) algorithm. 

Workflow 

Segmentation of an electric well log 
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The first step in the lithological correlation is to break down an electrical log into sub-

sections where each section represents a unique GRP. In this study, we only use GR logs, and 

hence we use the terminology “GR log” instead of a more general electric well log throughout this 

manuscript. Nonetheless, a similar analysis can be performed on other one-dimensional well logs 

if the lithological units are well delineated and if the data are available in all the wells.  

Figure 2-4 shows our overall workflow for the segmentation, which is the first step in cross-

correlation. A well log trace is first de-spiked using a sliding window approach (Chu, 1995; Keogh 

et al., 2001). A fixed-length window with 90% overlap is slid from top to bottom of the well log 

trace. We then compute the median in this window. Any sample with a value larger than the value 

t times the median value is replaced by the median (m) computed in the window. The rejected data 

are stored as a well log attribute for analysis. Once the log is de-spiked and the rejected data are 

stored as an attribute, we use changepoint analysis to segment the well log (Killick et al., 2012; 

Killick and Eckley, 2014).  A full formulation of the changepoint analysis is presented in appendix 

A.   

Referring to Figure 4, a GR well log varying with depth z can be written as: 

𝒚 = 𝐆𝐑(z)          (1) 

The running window filtered output is then 

𝑓(𝑧) = {
𝑦(𝑧);   if 𝐺𝑅(𝑧) ≤ 𝑡𝑚

𝑚 , if 𝑦(𝑧) ≥ 𝑡𝑚
        (2) 

where, m is the computed median in the window and t times m is a threshold defined for what is a 

spike. Hence, if a spike is found greater than threshold times the median, the spike is replaced by 
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the median. Optimizing the window size is requires analyzing multiple parameters over several 

wells; however, once a window size has been selected, it can be used for all the wells in the area 

if the geology is fairly consistent.  

The scale of the stratification present in the reservoir provides a guide on the optimum 

window size. If the reservoir shows multiple small-scale sequences on the GR log, then a slightly 

smaller window size will better delineate the sequences. We found a threshold of 1.5 times the 

median to be a good starting point. Nevertheless, the threshold should be chosen based on the 

actual GR ray response and likely varies across different datasets. Similar to the window size, once 

the parameter t is selected, it can be kept constant for all the wells containing a similar stratigraphy. 

 McGonigle et al. (2021) review the more successful changepoint analysis algorithms. Chen 

and Gupta (2011) favor the parametric formulation of changepoint analysis, while Sanderson et al. 

(2010)  prefer using a local wavelet for non-stationary time series. Cho and Fryzlewicz (2015) 

address multiple change-point detection for a higher dimensional time series consisting of multiple 

logs (e.g., gamma ray, density, and resistivity)  in each well. We limit our discussion here to a 

maximum likelihood changepoint algorithm that we find effective in GR log segmentation.  A full 

formulation of the changepoint analysis is presented in appendix A. Here we only present a brief 

idea of changepoint analysis. We use the formulation presented by Chen and Gupta (2011) for the 

detection in mean of the distribution using a likelihood approach.  Changepoint analysis is a 

statistical that analyses a null hypothesis against an alternative hypothesis. We treat the GR log as 

a time series data where every sample is assumed to follow a normal distribution. A normal 

distribution is completely defined by a mean and a variance of the distribution. Introducing a 

changepoint in the time series divides the changepoint into two segments with different means but 
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same assumed variance. This builds the alternative hypothesis. We compute the maximum 

likelihood estimators (MLE) for null and alternative hypotheses. We use the MLE to compute 

maximum likelihood for the null and the alternative hypothesis. A ratio test for MLE such as a 

Wilk’s test can be used to maximize the ML ratio to obtain the location of the changepoint.  

When first changepoint is located, the location of the changepoint divides the GR log into 

two segments where the same analysis can be applied recursively until there are no more points 

left. This approach is called a binary segmentation (Cho and Fryzlewicz, 2015) . As number of 

changepoints increases the number of recursive loops required to obtain the changepoints also 

increase which can be alleviated by using a dynamic programming technique called Pruned Exact 

Linear Time (PELT) (Wambui et al., 2015). In this study we use only detect changes in mean and 

assume the variance/covariance to be the same with the maximum likelihood ratio test and PELT. 

A more exhaustive approach for multivariate formulation is presented in Appendix A. A 

formulation to include both changes in mean and variance is presented by Chen and Gupta (2011) 

and applied for a time series by Killick et al.(2012).  

 In this manuscript, we refer to these change points as GRP boundaries defined by Singh 

(2008) and discussed in the introduction section and could be interpreted as the flooding surfaces. 

We assume that these trend boundaries separate two GRP trends, such as upward 

increasing/decreasing API, which can be segmented at these boundaries. We use type well to tune 

the parameters to identify the GRPs of interest and then apply them to all the wells in the study 

area. 

Cross Correlation using dynamic time warping (DTW) 
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In this section we only introduce the intuition behind using DTW as algorithm of choice 

for cross correlating the segmented sections from one well to another. Appendix B summarizes 

the detailed mathematical formulation for the DTW algorithm and can be referred to for greater 

details. The idea behind using well logs for well to well cross-correlation can be broken down into 

few simple steps as follows: 

Step 1 (the cause): The geological layers are deposited over one another following Steno’s 

principles during cyclical sea levels. 

Step 2 (the effect): The vertical stacking pattern thus produced is of particular interest to 

geoscientists who want to incorporate this information for decision-making. 

Step 3 (the inference): The stacking pattern can be inferred by discreetly sampling the natural 

radioactivity of these layers vertically, i.e., a GR log. Often, a particular formation or a set of 

formations exhibit unique characteristics in a GR log.  

For example, a human interpreter first identifies a unique formation signature: a flooding 

surface (FS) right above a dominant carbonate deposition. If this feature is present in most of the 

wells in the area, this is correlated first in all the wells. After this step, the whole GR log trace is 

automatically segmented above and below this unique layer. In other words, having a reference 

reduces the search space for the human interpreter. The interpreter then picks the following 

prominent sequence and gradually picks smaller and smaller sequences reducing the search space 

at each step logically. 

There are multiple challenges in mimicking this workflow, even for a segmented GR log 

to cross-correlate within different wells. For example, the rate of deposition of a GRP can vary 
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due to available accommodation space. This means the same lithology can be deposited rapidly or 

slowly depending on the area in the basin where the well is located. The effect of rapid deposition 

on a GR log is a "stretched" version of the reference GRP. In the area of slower deposition/limited 

accommodation space, the same GRP might be "squeezed". The same sequence might also be 

partially eroded or, in other words, may have fewer or more samples as compared to a type well.  

Humans are extremely good at identifying patterns. Hence, for an algorithm to mimic it, 

the algorithm must be able to compensate for the stretch and squeeze and should also be able to 

look for a sequence with an unequal number of samples. The segmentation itself reduces the search 

space for the algorithm as now an algorithm has to search in a small portion of the GR log instead 

of a whole well log. 

DTW provides the following advantages over other alternatives such as simple cross-correlations: 

1. DTW does not require the same number of samples in two signals to be compared, 

2. DTW is less affected by noise and spikes in the data, and 

3. DTW can stretch and squeeze the signal for comparison. 

The DTW algorithm consists of two sets of signals (Myers et al., 1980). A reference signal and a 

query/test signal. As the name suggests, the reference signal is a signal used as a "template" that 

is used for comparison against a new signal (query) that can be stretched and squeezed. A best 

match is obtained, and the "effort" required to obtain a best match is recorded as a distance metric 

which is a Euclidean distance in our case. The more similar are the reference and the query signal, 

the less effort is required for the match and hence lower value of the distance metric. 
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 In our study, we first segment the well log into different GRPs in the type well. Similarly, 

all other wells in the play are segmented into different GRPs by borrowing segmentation 

parameters from the type well. A GRP to be identified is selected from the type well and acts as a 

reference signal. This signal is then compared to each well in the play, and a distance metric is 

obtained and plotted as an attribute alongside with the GR log. The segment with the lowest 

distance required for the match is then selected and highlighted. The exact process is then repeated 

over all GRPs. 

 Intuitively, we first select a more extensive section on the log, such as the whole lower and 

upper Barnett that can be easily correlated from well to well, as the first section to be identified. 

Once identified, we can easily pick smaller sections within the bigger section as the search space 

for the DTW is dramatically reduced to identify the subsequent sequences. 

Well log attributes 

Once the intervals are identified and cross-correlated, we normalize the data in every GRP 

using a Z-score transform. As the absolute value of API differs from well to well it is essential to 

normalize the data before obtaining any curve fitting. Once normalized, it is expected that the 

GRPs, which are bounded by the flooding surfaces/discontinuities and the fits, could be affected 

at the edges for the slope estimates. To overcome this challenge, we use a Random sample 

consensus (RANSAC) regressor instead of ordinary least-squares (OLS) regression. RANSAC 

regressor described by Fischler and Bolles (1981) is less sensitive to the outliers and hence 

provides accurate slope estimates in the presence of extreme values, i.e., flooding surfaces at both 

ends of GRPs in our case. After a RANSAC linear fit is obtained, we use this slope to quantify and 
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identify it as a second well log attribute. We focus on this well log attribute only in this study to 

interpret the depositional system. 

Case studies  

Barnett Shale example 

Figure 2-5 shows the stratigraphy of Barnett shale and the major stratigraphic sections from 

Montgomery et al.(2005). Note in Figure 2-5 that the Barnett sits on top of Viola limestone. The 

Forestburg limestone runs NE- SW through the section, decreasing thickness from NE to SW, 

ultimately pinching towards SW. The Forestburg limestone is sandwiched between lower and 

upper Barnett in the NE section. 

Figure 2-5 also shows the typical type log with the GR response of the key formations. The 

lower Barnett is the area of interest for most operators due to high total organic carbon (TOC) and 

optimal fracking conditions. The GRPs in both lower Barnett and upper Barnett are shown in 

Figure 2-2 from Singh (2008), identified and picked by an expert interpreter. 

Figure 2-6 shows our area of study in the Barnett shale. We have selected 106 wells present 

in the area. The type log used in our study is shown in Figure 2-7 a) with major formation tops are 

identified with the help of grey arrows. A zoomed-in section of the lower section is also shown in 

Figure 2-7 b) with the manually interpreted GRPs color-coded as red and green. The red arrows 

indicate upward decreasing API, and the green arrows show upward increasing API. This 

convention is held throughout this study.  
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Figure 2-8 shows the segmentation results from the changepoint algorithm described in 

previous section. The segmentation can be performed with various segment lengths and can be 

adjusted to pick the appropriate GRPs required by the interpreter. One such example is 

demonstrated in Figure 2-8 panel b versus the panel c. In panel b, the minimum segmentation 

length is chosen as 100 samples, and in panel c the minimum segment length is chosen as 25 

samples. With a sampling rate of 1 sample/ Ft, it implies we do not want to pick a GRP less than 

100 Ft in panel b and 25 ft. in panel c. 

 Once a well log is segmented, we can fit the RANSAC regressor and compute the slopes. 

This is shown in Figure 2-9 for the type well. Notice that the GRPs are identified, segmented, fitted 

and a quantitative measure of the GRP gradient is also obtained in Figure 2-9. Panel a of Figure 

2-9 shows the original type curve with the identified GRPs with a red curve. Panel b shows the 

automated upward increasing and upward decreasing API trends with the same color coding as 

Figure 2-2 by an expert interpreter. Panel c shows the respective slopes of the GRPs. After the logs 

are segmented and interpreted on the type log, we correlate these segments on all 106 wells in the 

study area. Once all the wells are segmented and interpreted, the interpreted GRPs need to be 

correlated to tie the analysis together. We do this using the DTW algorithm. 

We discussed in previous section that DTW utilizes a reference signal and a query signal. 

A query signal is compared against a reference signal and the best match is obtained by stretching 

and squeezing the query signal. The effort required to stretch and squeeze is then logged as a 

Euclidean distance metric. Figure 2-10 shows this methodology where a random GRP segment is 

selected in a coarsely segmented type well. Figure 2-10 a) shows the segmented well log, and 

Figure 2-10 b) shows the GR segment highlighted in a grey box. This segment is then compared 
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to all segments in the type well, and the associated DTW distance is plotted in Figure 2-10 c). 

Notice that when the segment is compared to itself, it requires no adjustment, and hence the cost 

associated with it is zero which is expected and observed. To highlight the segment identified as 

the best fit, we use a simple filter on the DTW distance (Φ) where the minimum distance is set to 

one (TRUE) and the rest of the log is set to zero (FALSE). This is shown in panel d. 

To test this methodology in a new well, we compare the reference signal from the type well 

to a test well which is first segmented with the exact same parameters as the type well and then 

queried against the reference signal segment by segment. The results are shown in Figure 2-11. 

Figure 2-11a shows the segmented test well log, and the DTW distance is shown in Figure 2.11b. 

Notice in panel b, the distance observed for the best match is non-zero. The highlighted match is 

shown in Figure 2-11 c. The DTW correctly identifies the segment in the test well log. The full 

correlation between the well logs is shown in Figure 2-12. Notice in Figure 2-12 the autocorrelated 

wells for one segment/GRP. Notice in Figure 2-12 the correlation is near perfect. 

In Figure 2-11 and Figure 2-12,  notice that as we are trying to pick a very small GRP 

segment over a complete well log and as the GRPs become more and more similar, it will be hard 

for the DTW algorithm to identify these GRPs correctly. Consider the difference between the DTW 

distance in the adjacent segments (the correct one and the one right above it) in Figure 2-11 is 

minimal. 

Note that we show a small portion of the well log is shown in the image. There are 

approximately 10,000 samples per log, and this can lead to a common pitfall in the GRP cross-

correlation where the DTW incorrectly identifies another segment in a test well. To overcome this 

issue, we use the following strategy: we first pick a big chunk of the lower and upper Barnett with 
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a distinctive Forestburg sandwiched between the two formations. This is shown in Figure 2-13 a). 

We pick a distinctive section from the type log consisting lower and upper Barnett, segment all 

the wells and pick this section first. We then repeat the process for Forestburg limestone (green), 

three more GRPs and the viola limestone (light blue). We do not pick all the small GRPs as they 

are not continuous in our area of study and are not present in all the wells. Once picked, we cross 

correlate using DTW and extract top and bottom of these formations. The top and bottom are then 

used in a commercial software to first build the surfaces that can then be used to construct three –

dimensional GRP zone model where every zone is a GRP. This is intuitive and similar to the 

strategy adopted by a human interpreter, where an easily identifiable formation is first selected, 

and then other GRPs are picked by association. We then use the density porosity available from 

16 wells in the area to create parasequences guided porosity volumes shown in lower right in 

Figure 2-13b).     

 Once a zone model is constructed, we use the slope estimate from RANSAC 

repressor in each interval for simple interpolate between the wells and show the results of these 

slopes in the area of interest. We repeat the process for all the zones bounded by these GRPs. We 

use one layer per zone and use sequential indicator simulation (SIS) for the interpolation between 

the wells. The final sloped for two GRP’s is shown in Figure 2-14 a). Notice the rate of changes 

in the sequences for two parasequences over time. The images obtained can be used with other 

geological attributes such as seismic curvature, aberrancy and entropy to gain more details on the 

depositional settings. We plan to add more such attributes for quantitative analysis in the near 

future.  

North slope Alaska example 
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We show our workflow in the previous section for an unconventional reservoir. To show 

that our workflow is independent of the reservoir type, we apply our methodology to a 

conventional reservoir example. In this example we use a type well and test wells used for 

exploration of Brookman sandstone reservoirs in the Nanshuk and Torok formation on the North 

slope Alaska (Bhattacharya et al., 2020). Nanshuk formation is a fluvial-deltaic shelf succession 

and Torok formation is its basinward equivalent. Both formations are genetically related and 

composed of clastic rocks. Figure 2-15 shows our workflow applied on the GR log data from 

(Bhattacharya et al., 2020). Figure 2-15a shows the formations of interest, i.e., Nanshuk and Torok 

picked by the expert interpreter and the upward increasing API and upward decreasing API 

intervals. In Figure 2-15, panel b is the machine-interpreted results which show similar results. In 

Panel b, it can be noticed that the machine can pick finer scale sequences along with the 

quantitative estimate of the slopes. 

 We pick a sequence in the test well similar to the Barnett example and extract a reference 

signal. We then repeat the process for a type well and then on a test well. The results are shown in 

Figure 2-16. Notice in Figure 2-16, panel a, the reference signal shows a zero cost for a match 

compared to itself, which is expected. In panel b, the same segment is identified on a random test 

well. As the number of wells is minimal (four wells in total), an analysis like the Barnett example 

cannot generate a three-dimensional GRP zone model. However, it can be seen in Figure 2-15 and 

Figure 2-16 that our workflow is independent of the type of reservoir. 

Discussion  

In this section we discuss some of the key aspects of the usage of our workflow in practical field 

applications. 
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The "semi" in semi-supervised 

Our work is titled semi-supervised workflow, and it is a critical distinction from a fully 

automated workflow. The "semi" consists of the inputs and intuitions from an expert interpreter. 

Machines are extremely good at performing repetitive tasks with high accuracy. However, 

machines lack intuition like a human interpreter, and hence we have designed this workflow to 

incorporate the intuitions from a human interpreter, and machines can perform the repetitive tasks. 

Following are the instances where the "semi" part of our workflow is significant: 

1. Selection of the type well: The type well is a representative well in the area and hence represents 

the major formations encountered in the area and are essential for the geoscientists. A type well 

must be an actual representation for the majority of the wells. Multiple type wells can be used if 

one such well is not available. 

2. The machine must find a GRP: Once a GRP is selected, the algorithm must find it in all the 

wells. Hence, if a GRP is entirely absent from one of the wells, the algorithm will pick up the "next 

best thing" and will produce erroneous results. If such a scenario is encountered, the tops can be 

adjusted in commercial software as a post-processing step. This process is no different from an 

automated seismic horizon picking algorithm, where few bad picks are changed later in an 

interactive approach. 

3. Selection of appropriate parameters: The segmentation workflow requires the human interpreter 

to adjust some input parameters such as the minimum number of samples, the regularization of the 

cost function, and others. A detailed understanding of the mathematical formulation is not essential 

for the expert interpreter. Still, playing with various parameters, an interpreter must choose the 
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formation they want to pick and the scale of the formation. The depositional cycles exhibit a fractal 

behavior, i.e., within a bigger sea-level change/cycle, there are multiple small-scale changes and 

hence different orders of deposition. To pick multiple orders of sequences, the same process can 

be repeated where a lower order cycle is picked first and then higher and higher order. The results 

can then be combined in most commercial software. 

The stacking of technologies 

In this workflow, we have stacked two technologies together to produce state of the art results. 

The first step is the segmentation, and second step is the DTW. The segmentation alone is useful 

for identification of the GRPs however these GRPs need to be correlated manually without DTW. 

DTW alone can be used for correlations but does not produce desired accuracy levels. We have 

identified it is because of lack of features to conclusively identify a formation in a large search 

space, i.e., a full well log. Segmentation with DTW stacked together become an extremely 

powerful tool. 

Competing technologies such as CNNs might be an obvious answer for similar problems 

where multiple well logs are available. The authors have tried CNN and it failed to produce 

accurate results with only GR log. However, as number of logs increase, the accuracy also 

increases. End users of the technologies have to beware of these facts while picking one technology 

over the other. Simpler workflows such as segmentation with DTW can produce far superior 

results than more complex machine learning techniques such as CNN if used wisely. 

Extending the analogy 
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In this study, we demonstrate of segmenting and correlating on a GR log. However, the 

workflow can be extended to any one-dimensional data such as any well log, daily production rates 

and pressure data. For non-stationary signals such as pressure data in injection mode a linear 

detrending may be required before segmenting but after the data is made stationary, similar process 

can be repeated to find and correlate patterns in one dimensional data. 

Limitations and possible solutions 

The workflow described in this study have certain limitations. In this section we discuss some of 

these and the workaround with the limitations of the workflow.  

1. The area in which a parasequnces is missing: the workflow proposed assigns one 

parasequnces per well based on the value of the DTW distance. Hence, the parasequence 

must find it in every well. To resolve this issue, one can simply divide the area into different 

sectors. A type well can be selected for each area and similar process can be repeated. If 

the sequence is missing only in a few wells, a surface can be first interpolated with the tops 

and then error points can be deleted and surfaces can be interpolated again. This post 

processing step fits naturally in the current manual picking of the tops. 

2. The area with missing sections or repeat sections: In faulted or folded areas respectively, 

the similar solution as bullet point one can be adopted. For faulted areas, the area of study 

can be divided on both sides of the folds and the analysis could be tied up with manual 

interpretation at the fault. For heavily folded areas, the algorithm is not very useful. It must 

find a unique match which could be any of the repeat section and that remains a limitation 

of this workflow. A workaround can be found if the repeat sections are far apart in the well 
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logs, the well logs can be sliced with a depth cutoff, the user can then pickup first section. 

Then similar analysis can be performed with other half of the well log. 

3. In areas of complex geology and extremely small parasequnces: In areas where it is not 

possible to distinguish between two sequences or they are very close an expert interpreter 

has to come up with a strategy to pick up the sequences. For example, before picking 

smaller thickness sequences, it is important to pick bigger sequences to narrow down the 

search. In the bigger sequences, the smaller sequences can be picked easily. Intuitively in 

case of Barnett shale it is easier to pick a Forestburg limestone sandwiched between upper 

and lower Barnett. Similarly, any unique feature can be used to narrow down the search 

and it is up to the expert interpreter’s judgement to design the picking strategy.  

Conclusions  

In this manuscript, we present a semi-supervised workflow to automate the identification and 

quantification of GRP in conventional and unconventional reservoirs. There is often just GR log 

available for analysis in all the wells in a study area, especially when the study includes legacy 

data. The search space with GR log only implies searching for a small unit with only one feature, 

i.e., a univariate time-series signal. This often results in erroneous and produces low to average 

accuracy irrespective of the algorithm used as the search space is too large to identify the correct 

unit conclusively. However, if a log is segmented first and each segment is compared, the 

workflow is much more effective. In our study we segment the GR log using changepoint analysis 

and then correlate them from one well to another using DTW algorithm. We show high fidelity, 

reproducible results that can be interpreted and visualized in two and three dimensions. We 

introduce the "well log attributes" analogous to seismic attributes for the quantitative estimation 
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of the GRP which may be helpful in the geological workflows such as interpretation of depositional 

environments. Our workflow is statistical and hence is independent of the type of reservoir. 

Acknowledgments  

We want to thank the Attribute-Assisted Seismic Processing and Interpretation (AASPI) 

consortium at the University of Oklahoma for funding this research. We would also like to thank 

Devon Energy for a license to use their Barnett Shale data and Schlumberger for their generous 

donation of the Petrel software for use in research and education. 

Appendix A- Changepoint analysis  

Changepoint analysis is a technique that provides a means to detect anomalous, discreet 

steps in an array of random variables. The algorithm detects hypothesized changepoints by 

applying a statistical test that measures changes in the distributional behavior of the random 

variables. For example, a normal distribution is completely defined by its mean and variance. 

Simple changepoint tests may then consist of detecting changes in the mean, in the variance or in 

both mean and variance. This same analysis can easily be extended to a multivariate case with 

detecting mean vectors and covariance matrices of multiple random variables, such as computing 

change points in 3-element triple-combo well logs.   

Changepoint analysis evaluates measurements for or against the null hypothesis of there 

not being a significant change in the data. Instead of testing the two hypotheses separately, 

changepoint analysis computes the likelihood ratio of the null and alternative hypothesis using 

metrics such as the Shapiro–Wilk test or Hoteling’s T2 test (Sullivan, 2015).The maximum ratio 

between the null and the alternative hypothesis (Hotelling’s T2 metric) for each candidate 
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changepoint provides the changepoint location. If the value of this ratio exceeds a user-defined 

threshold, the changepoint is accepted. 

 Figure 2-17 shows a univariate sequence exhibiting a normal distribution. The random 

variables in Figure 2-17 are sampled in two stages. First a normal distribution is defined for all the 

points. Then a candidate changepoint is chosen, and the normal distribution computed for the 

points lying to the left and the points lying to the right of the changepoint.  The statistics of these 

new sub-distributions are then compared to the statistics for the distribution as a whole. The visual 

changes in the points in Figure 2-17 are evident to a human observer. The task is to define a test 

that can effectively separate the two sets of sequences by placing a boundary between them. 

For the gamma ray analysis analyzed in this paper, we find that comparing the means 

provides an excellent estimate of the changepoints.  Chen and Gupta (2011) show how to detect 

changepoints using the variance and both mean and variance together. (Qi et al., 2015)found the 

inverse of the coefficient of variation, μ/σ to be an excellent metric to map changepoints in 3D 

windows of fixed size in the application of Kuwahara filters. 

Detecting changes in the mean for scalar univariate distribution  

As we are only detecting changes in the mean, we will assume the variance of the sub 

distributions to be that of the complete distribution. Hence the random variables can be assumed 

to be defined as xm (µk, σ
2), where k=2,3,…, J-1 and represents the data (x1, x2,,…,xk) to the left 

and including sample k. The null hypothesis is that all such distributions exhibit the same mean or  

H0 = µ1= µ2= µ3=…………. = µn,         A1 
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If a changepoint exists at index k, then everything on the left of the changepoint has equal means 

and everything on the right side has another mean. Hence, for all the indices from 1 to k has same 

mean and from k+1 to J has a different mean. This alternative hypothesis can be written as:  

H1= µ1= µ2= µ3=…= µk≠ µk+1…. = µJ,        A2  

Because we are assuming that the variance σ is same for all the candidate changepoints, let’s 

assume σ2 =1 without the loss of generality.  

Hence for hypothesis H0 the likelihood function can be written as:  

𝐿0(𝜇) =  
1

√2𝜋
𝑒𝑥𝑝− ∑

(𝑥𝑖−𝜇)2

2

𝑖=𝐽
𝑖=1          A3 

The maximum likelihood estimator (MLE) for µ in equation B3 is simply the mean given by:  

�̂� = �̅� =
1

𝐽
∑ 𝑥𝑗

𝐽
𝑗=1           A4 

Under the alternative hypothesis H1, the likelihood estimator is:  

𝐿1(𝜇1, 𝜇2) =  
1

(√2𝜋)𝐽 𝑒𝑥𝑝−{
[∑ (𝑥𝑗

𝑘
𝑖=1 −𝜇1)2+∑ (𝑥𝑗−𝜇𝐽)

2𝐽
𝑘+1 ]

2
}
      A5 

Now the two MLE’s lying to the left and right of the changepoint k can be written as:  

𝜇1̂ = 𝑥𝑘̅̅ ̅ =
1

𝐽
∑ 𝑥𝑗

𝑘
𝑗=1 , and          A6 

𝜇�̂� = 𝑥𝐽−𝑘+1̅̅ ̅̅ ̅̅ ̅̅ ̅ =
1

𝐽−𝑘
∑ 𝑥𝑗

𝐽
𝑗=𝑘+1          A7 

The sum of the squared errors can now be written for the null and the alternative hypothesis.  

For the null hypothesis with the MLE estimator:   
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𝑆 =  ∑ (𝑥𝑗 − �̅�)2𝐽
𝑗=1 ,          A8 

whereas for a change point at k, 

𝑆𝑘 =  ∑ (𝑥𝑖𝑗 − 𝑥𝑘̅̅ ̅)2𝐽
𝑖=1 + ∑ (𝑥𝑖 − 𝑥𝐽−𝑘̅̅ ̅̅ ̅̅ )2𝐽

𝑖=𝑘+1       A9 

The likelihood procedure maximizing the likelihood of the null hypothesis over the alternative 

hypothesis:  

𝑈2 = max2≤𝑘≤𝐽−1(𝑆 − 𝑆𝑘).         A10 

Hawkings (1977) derived the exact test statistic for equation B10 as Tk = (S-Sk) given as:  

𝑇𝑘 =  √
𝐽

𝑘(𝐽−𝑘)
[∑ (𝑥𝑖 − �̅�)2𝑘

𝑖=1 ].        A11 

The location of the changepoint is then determined as:  

𝑘 = arg (max2≤𝑘≤𝐽−1|𝑇𝑘|). 

In other words, a changepoint is detected when the value of S- Sk becomes significant. The 

threshold can be specified by a user on the significance value. 

Detecting changes in the mean for vector multivariate distribution  

For a multivariate problem, the variance needs to be replaced by a covariance matrix also 

referred to as auto-covariance matrix, dispersion matrix, variance matrix, or variance–covariance 

matrix in some of the statistics literature. Also, a new parameter M needs to be added that 

represents the number of elements for the random vector variable in a hyperdimensional space. 

For example, every depth point in a well log can have a GR log API value, a resistivity value and 

a neutron porosity value, such that M=3. Hence for J samples with M well logs, with a fixed 

covariance of C, the null hypothesis can be written as:  
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H0 = µ1= µ2= µ3=…………. = µn= µ,         A12 

where the elements of the vector means are the means of each of the well logs.  

Introducing a change point at index k, the alternative hypothesis can be written as:  

H1= µ1= µ2= µ3=…= µk≠ µk+1…. = µn,       A13 

Under H0 the likelihood function can be written as,  

𝐿0(𝛍, 𝐂) = (2𝜋)−
𝑀𝐽

2 |�̂�|−𝐽/2exp {
−1

2
∑ (𝐱i − 𝛍)T(𝐂−𝟏)(𝐱i − 𝛍)𝑛

𝑖=1 }    A14 

The maximum likelihood estimate for the mean and the covariance is now  

�̂� = �̅� =
1

𝑛
∑ 𝐱𝑖

𝐽
𝑖=1 , and          A15 

�̂� = �̅� =
1

𝑛
∑ (𝐱𝑖 − 𝛍)(𝐱𝑖 − 𝛍)𝑇𝐽

𝑖=1  ,       A16 

the MLE for the null hypothesis is  

𝐿0(�̂�, �̂�) = (2𝜋)−
𝑚𝑛

2  |𝚺�̂�|−𝐽/2exp−𝑀𝐽/2 ,       A17 

and the MLE for the alternative hypothesis is  

𝐿1(𝛍𝟏, 𝛍𝒏, 𝐂) = (2𝜋)−
𝑀𝐽

2 |�̂�|−𝐽/2 exp
−1

2
{[∑ (𝐱i − 𝛍𝟏)T(𝐂−𝟏)(𝐱i − 𝛍𝟏)𝑘

𝑖=1 ] + ∑ (𝐱i −𝐽
𝑖=𝑘+1

𝛍𝐉)
T

(𝐂−𝟏)(𝐱i − 𝛍𝐉)]}.         A18 

The MLE for 𝛍𝟏, 𝛍𝒏, 𝐂  are now given as ,  

𝛍�̂� = 𝐱𝒌̅̅ ̅ =
1

𝑘
∑ 𝐱𝑖

𝑘
𝑖=1  ,          A19 

𝛍�̂� = 𝐱𝑱−𝒌̅̅ ̅̅ ̅̅ =
1

𝐽−(𝑘+1)
∑ 𝐱𝑖

𝐽
𝑖=𝑘+1 ,         A20 
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�̂� =
1

𝑛
[∑ (𝐱𝑖 − 𝐱𝑘̅̅ ̅)(𝐱𝑖 − 𝐱𝑘̅̅ ̅)𝑇𝑘

𝑖=1 + ∑ (𝐱𝑖 − 𝐱𝐽−𝑘̅̅ ̅̅ ̅̅ )(𝐱𝑖 − 𝐱𝐽−𝑘̅̅ ̅̅ ̅̅ )
𝑇𝐽

𝑖=𝑘+1 ] .  A21 

The MLE under the alternative hypothesis can now be written as,  

𝐿1(𝛍�̂�, 𝛍�̂�, �̂�) = (2𝜋)−
𝑀𝐽

2  |�̂�|−𝐽/2exp−𝑀𝐽/2        A22 

Using Hotelling’s T2 test, the maximum likelihood ratio test for null versus the alternative 

hypothesis can be written as,  

𝜆𝑘
2 = 𝐲𝑘

𝑇𝐖−𝟏
𝑘𝐲𝑘 ,           A23 

where yk is the standardized difference similar between the null and the alternative hypothesis 

computed as: 

𝐲𝑘 = √
𝑘(𝐽−𝑘)

𝐽
(�̅�𝒌 − �̅�𝑱−𝒌) ,         A24 

and the elements wk are computed as,  

𝐰𝑘 =
1

 𝐽−2
 [∑ ((𝐱𝑖 − 𝐱𝑘̅̅ ̅)(𝐱𝑖 − 𝐱𝑘̅̅ ̅)𝑇) +𝑘

𝑖=1 ∑ (𝐱𝑖 − 𝐱𝐽−𝑘̅̅ ̅̅ ̅̅ )(𝐱𝑖 − 𝐱𝐽−𝑘̅̅ ̅̅ ̅̅ )
𝑇𝐽

𝑖=𝑘+1 ].B25 

The candidate changepoint k is obtained by maximizing the 𝜆2  

𝑘 = arg (max1≤𝑘≤𝑛−1𝜆2)         A26  

If the maximum value of 𝜆2 exceeds a threshold value 𝑐, a changepoint is detected.  𝑐 is 

decided by the user for the significance level. This can be iterated to find the best set of picks.  

Detecting changes in the mean of a gamma ray log 
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We follow the procedure for changepoint detection for GR log using the generalized 

formulation for the vectors using equation B26. The changepoint detection then reduces to 

following steps:  

1. Read the GR log and the depth into memory. 

2. Using the equations above, locate the most significant changepoint k for the array or sub 

array being analyzed. 

3.  If the changepoint is accepted as being significant divide the GR log is divided into two 

sub segments. If the changepoint is not accepted, this part of the well log is deemed to be 

continuous; proceed to any remaining segments that need to be analyzed.   

4. Repeat the steps 2-3 for individual segments until either of the two conditions are 

reached:  

a. The segment array is empty i.e., the entire log is segmented or 

b. The minimum segment length is reached. This condition implies if the interpreter 

doesn’t want to accept sequences less than a given minimum thickness.  

 

Appendix B – dynamic time warping  

Dynamic time warping or DTW is a process that stretches and squeezes a new time series 

to match as much as possible a baseline series. In our case using gamma ray logs, the data are 

measured in depth rather than time, and the baseline series is commonly called the type log for the 

formation of interest.  The stretch and squeeze process is similar to the impedance log when 

matching well log synthetics to measured seismic data during a model-based inversion technique. 

A common everyday life example can be drawn from the farrier placing an iron horseshoe on the 

hoof of a horse. A piece of iron is heated and deformed on an anvil and is matched against the 
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specific hoof. If a suitable match is obtained, the process ends. However, if further adjustments 

are required, the iron horseshoe is heated again until it fits or a near-perfect fit for the horse hoof 

is obtained. The closer the shape of the horseshoe with the hoof to begin with, the easier it is for 

the farrier to match the shoe, and hence, fewer attempts of heating and reheating are required. 

Thus, the associated "cost” is low when the match is close and high when it is poor.  

The process of DTW for one-dimensional data, such as well logs, requires a pair of one-

dimensional data series. The first series, known as the reference signal, serves as a baseline to 

compare any other series known as a test or a query signal. In the horseshoe example, the hoof's 

shape can be serves as the reference signal and the shape of the horseshoe as the query signal. The 

query signal is stretched or squeezed to match the reference signal. The corresponding "effort" to 

match the signal is recorded as a cost metric that is nothing but a pointwise computed distance 

matrix. Although common metrics include Euclidean, Manhattan, and Mahalanobis distances, 

because we are comparing gamma ray logs to gamma ray logs in the same formation in a given oil 

field, the simple Euclidean distance is sufficient. Unlike many machine learning techniques, the 

advantage of DTW is that it doesn’t require both the reference and the test time signal to be of 

equal size, This property of the DTW algorithm makes it a suitable algorithm in applications that 

require frequent comparisons between two signals of unequal lengths, such as occurs in speech 

recognition where some speakers speak slowly and others more rapidly (Rabiner et al., 1978).  

 Wei et al., (2006) find that for speech recognition, two individuals can pronounce the same 

word a little differently. The word "hello" and "hellooo" spoken by two individuals are essentially 

the exact words where the latter individual stresses on the alphabet "o." Although the lengths of 

the time series are different, when the second time series is squeezed, it closely resembles word 

hello. Wei et al. (2006) and Dhingra et al., (2013) serve as excellent references on this topic. 
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This appendix discusses the basic mathematical formulation of the DTW algorithm. A 

complete, more comprehensive formulation can be found in Rabiner et al. (1978) and Myers et al 

(1980).  Figure B1 shows a typical warping problem from Rabiner et al. (1978).  

Figure 2-18 shows the discrete reference signal R(n), 0 ≤ n ≤ N and test signal T(m), 0≤ m 

≤M where N1 and N2 are end points of the reference signal and M1 and M2 are the endpoints of the 

test signal. The objective of the time warping is to map the indices of the reference signal R(n) 

over the test signal T(m). This mapping is represented with the help of a warp function w defined 

as,  

m = 𝐰(n)           B1 

In the simplest warp case, we can assume that the endpoints of the reference signal and test 

signal match, thereby imposing a boundary condition. This assumption can be relaxed in some 

cases.  Dhingra et al(2013) provide details on how to the boundary conditions. For our work, we 

have already delimited the candidate parasequence boundaries using equation A 11 such that the 

endpoints of both series match and can be written as: 

M1 = 𝐰(N1) , and          B2 

M2 = 𝐰(N2) .          B3 

This type of boundary condition is called a constrained endpoint (CE). The warping function can 

now be constrained to satisfy the following set of continuity equations: 

𝐰(n + 1) − 𝐰(n) = {
0,1,2      if 𝐰(n) ≠ 𝐰(n − 1)
1,2        if 𝐰(n) = 𝐰(n − 1) 

 ,     B4 

Equation B4 requires w(n) to be monotonically increasing, with a maximum slope of two, 

and a minimum slope of zero except in the case where preceding frame is zero. In the case where 
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preceding frame is zero, the slope is set to one.  Using the boundary conditions in B2 and B3 and 

the continuity condition of B4, the warping function w now lies in a parallelogram in the (n, m) 

plane which is shown in Figure B2a. The vertices of this parallelogram can be obtained as:  

Point A:  

m − 1 =  2(n − 1 ) , 

m − M = (n − N)/2 ,                                                                                                               B5 

Point B:  

m − M = (n − N)/2  , and                                                                                                   

m − M =  (n − N )           B6 

 
Hence, the warp function w, is constrained to follow a path inside the shaded region shown 

in Figure B2a. The full function can be defined by a distance function D(n, m) for every pair of 

points (n, m). Given a distance function D(n, m), the warping path w(n) is chosen to minimize the 

pairwise accumulated distance, or the sum of the all the distance pairs: 

𝐃T ≡ ∑ 𝐃[𝐑(n), 𝐓(𝐰(n))]N
n=1𝐰(n)

min
        B7 

We use dynamic programing to obtain the optimal warping path w(n) given by equation B7 The 

accumulated distance to any grid point can be written in a recursive manner as 

𝐃A(n, m) = 𝐃(n, m) + min
q≤m

𝐃𝐀(n − 1, q)       B8 

where, DA is the optimized minimum distance to the grid point (m, n) inside the parallelepiped 

shown in Figure B2. DA has the form 

𝐃A(n, m) =  ∑ 𝐃{[𝐑(p), 𝐓[(𝐰(p))]}n
p=1         B9 
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DA can be solved with the continuity equation by writing it in the form:  

𝐃A(n, m) =  𝐃(n, m) + min [𝐃A(n − 1, m)𝐠(n − 1, m) + 𝐃A(n − 1, m − 1), 𝐃A(n − 1, m −
2)]             B10 

 

where g(n, m) is a weight of the form ,  

𝐠(n, m) = {
 
1, if 𝐰(n) ≠ 𝐰(n − 1)

∞,   if 𝐰(n) = 𝐰(n − 1)
                  B11 

 

DT can now be solved as: 

𝐃T =  𝐃A(N, M)          B12 

  

Equations B8-B12 define the full dynamic programming formulation for the DTW process. 

Myers et al. (1980) provides an excellent the derivation with the solution under various constraints. 

The "DTW distance" or the minimum warp distance in the parallelepiped is the distance attribute 

used in our analysis to determine which block of data on the test log best matches a target block 

of data on the reference log. 

The DTW is implemented in our workflow as follows:  

1. Select a GRP from the type log to be identified over all the wells. 

2. Use this GRP to stretch and squeeze and match against all the segments of the next well 

and plot the minimum cost as a function of depth for every segment. For one segment, 

there is one DTW distance. 

3. Select the minimum of all these segments as the match and correlation is complete  

4. Repeat over all the wells in the area  

5. Select next GRP from the type well and repeat steps 1-4. 
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Figures for chapter 2 

 

Figure 2-1 Cartoon showing the relation between the depositional environments and the gamma ray response for a 

conventional sequence stratigraphic interpretation (modified from Slatt, 2016).  Notice that for the condensed section, 

a GR peak is observed and as the system is exposed to erosional elements, the GR decreases a.k.a coarsening upward 

trend. An opposite trend is observed when the sea level is rising a.k.a , a fining upwards trend.  

 

Figure 2-2 Data from a Barnett Shale core and corresponding electric logs: (a) The gamma ray log measured from the 

core , manually segmented by an expert interpreter. (b) Lithofacies distribution in a lithology log constructed by Singh 

(2008). Red arrows indicate an increase and green arrows a decrease in carbonate facies with the direction of the 

arrow.  (c) Interpreted relative sea level curve. Red arrows indicate sea level fall and green arrows sea level rise. (d) 

The same gamma ray parasequences correlated on a gamma ray measured in the well. (e) The interpreted second order 

sequence of 22 million years. The arrows are closely related showing the lithofacies trends can be used to derive other 

information such as depositional environment and the relative hydrocarbon potential. The cyclicity in the upward 
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fining/ coarsening sequences, variation in sea level and toxic and anoxic depositional environment is ultimately 

correlated to the eustatic sea level curve.  (After Slatt ,2012) 

 

Figure 2-3 Estimated time taken by a human interpreter to manually pick formation top on well logs as the number of 

well logs increases. For a small number of wells such as an offshore turbidite reservoir the interpretation can be done 

manually. However, for a typical shale play with a thousands of wells, it can thousands of interpreter hours to generate 

the complete results. This make the manual interpretation of all the wells prohibitively expensive. 
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Figure 2-4 The GR well log segmentation and interpretation workflow. The input well log is first processed with a 

running window filter that rejects spikes in the data, where the rejected data are stored as an attribute. The filtered log 

is then segmented into different gamma ray parasequences (GRPs) which are then correlated using a DTW algorithm. 

Next, a robust least-squares RANSAC regressor represents each GRP for each well by a mean and slope, where the 

deviation from a linear trend provides a measure of the model accuracy. The slope measurements mimic manual picks 

of upward fining and upward coarsening trends. Finally, the correlated slopes from multiple wells are kriged to 

produce a slope map for each GRP that can be used to map lateral changes in sediment deposition.  

 

 

Input well 
log trace 

Running 
window  filter 

Filtered log
Rejected 

data 

Segmentation 

Sequence 
boundaries

Segments/ 
GRP’s

RANSAC 
regressor 

Slope 

Misfit error
DTW 

algorithm 

Correlated 
GRP’s

Simple kriging/ 
SIS or similar 

algorithm

GRP slope 
map

SW NE

a)
b)

Shallow water dolostone

Shallow water limestone

Calcitic mudrock

Mudrock-shale

Buildups

Core

Explanation

Ellenburger
Viola/Simpson

Lower Barnett

Lower Marble Falls

Upper Barnett

Forestburg

Chappel



66 

 

Figure 2-5 (a) Stratigraphy of the Fort Worth Basin in North Texas.  (b) Well log from TP Sims#2 well, showing the 

major formations including the Marble Falls, the Upper Barnett, Forestburg, Lower Barnett, Viola, and Ellenburger 

Group. In the Wise Co. study area described in this paper, there is no Chappel limestone, and the Marble Falls and 

Viola limestones form the upper and lower hydraulic fracture barriers. The Lower Barnett Shale has a high quartz 

content resulting in better completion than the quartz-poor Upper Barnett Shale. The Forestburg limestone is too thin 

to form an effective hydraulic fracture barrier. The Ellenburger aquifer is isolated from the Lower Barnett by the 

tighter Viola limestone. (After Montgomery et al., 2005).  

 

Figure 2-6 Relative location of the 106 wells (blue circles) in our study. The wells are shown by blue spheres and the 

north is indicated by the green arrow. The yellow sphere shows the location of the type well in the area. 

 

 

Figure 2-7 (a) Formation tops and the type gamma ray log for geologic section analyzed in this paper. (b) Zoomed 

section showing the gamma ray parasequence trends. Following the color scheme used by Slatt (2012) in Figure 3, 

green arrows indicate upward increasing API and red arrows upward decreasing API.   
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Figure 2-8 Segmentation performed on a well log using the parameters provided in Table 2 showing the (a) filtered 

log, and the results using a (b) coarse segmentation and (c) fine segmentation. Notice the GRP segments identified by 

the algorithm. Because different order parasequences may be required for a specific interpretation objective, the 

segmentation algorithm can be used to pick small scale as well as large scale segments. An interpreter may then choose 

to manually pick green (upward increasing API) and red (upward decreasing API) arrows. Our goal is to automate 

this process.  

 

Figure 2-9 The results of the workflow shown in Figure 4 on type well showing: (a) the gamma ray well log and the 

linear RANSAC regressor fit to each segment/GRP, (b) the interpreted depositional trends (upward increasing/ 

decreasing API) or sequences. (c) the slope of the RANSAC regressor fit for each GRP. Notice that the interpretation 

is similar to an expert interpreter and can be obtained in a fraction of time for the full well log trace over thousands of 
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wells. A quantitative measure of the GRPs is also available along with the upward fining/coarsening trends. The 

increase in API upwards is shown by a green arrow and an upward decrease in the API is shown by a red arrow.  

 

Figure 2-10 Dynamic time warping (DTW) results over the type well in Barnett Shale. From left to right (a) Gamma 

ray weathering profile showing major parasequences obtained with segmentation and the parameters described in 

Table 3. The lower Barnett GRP to be correlated is highlighted in the gray box. (b) The reference signal/ GRP to be 

queried across all the segments (c) The minimum warp Euclidian distance required to obtain the best match.  (d) The 

filtered distance. The segment with minimum distance is set at True; other segments are set to be False to highlight 

the match and is referred to as the filtered DTW distance. The GRP segment from lower Barnett is selected as the 

reference signal. This signal is then compared against all segmented pieces on all the other wells using “stretch” and 

“squeeze” operations. The associated cost is plotted as a distance metric and the segment with the least cost to obtain 

the best possible match is recorded. In this case the segment is from the given log itself and hence the cost of matching 

is zero, which is expected. This is analogous to “autocorrelation” to show the validity of the argument.  
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Figure 2-11 Dynamic time warping (DTW) results over the test well in Barnett Shale showing (a) Gamma ray 

weathering profile showing major parasequences obtained using the same segmentation parameters as the type log/ 

training well shown in the previous figure. (b) The minimum warp Euclidian distance required to obtain the best match 

between the reference signal from type well/ training well. (c) The filtered distance. The segment with the minimum 

distance is set to be True and the others False to highlight the match. Notice that when the reference signal is taken 

from the type well and tested on a new well, it correctly identifies the GRP in the new well (highlighted in grey box) 

even though the thickness and shape of the GRP are different. The DTW distance is no longer zero but rather minimum 

over all the segments. This process can be repeated over thousands of wells in a very short amount of time. Once 

correlated the interpreter can develop two- and three-dimensional models with properties assigned to each of the 

parasequences.  

 

 

Figure 2-12 Automated correlation of (a) a training well and (b) a representative test well. We extract a template signal 

(in black, second panel in a) and stretch and squeeze it to match with every segment of the test well shown in (b). The 

segment with the lowest cost is highlighted and assigned as a match. Notice that the algorithm has correctly identified 

the GRP in the test well although the signal depth, thickness, thickness, and shapes are different.   
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Figure 2-13  a) The type well and the highlighted sections picked on a GR log. Small GRPs are not picked as they are 

not continuous throughout the study area. Also, some GRPs are automatically delineated if they fall between the 

picked GRPs. We begin by (1) picking the entire package of interest. Then (2) we pick the Forestburg limestone. Then 

(3) we pick one of the larger GRP and (4) the Viola limestone. (b) The three-dimensional GRP zone model generated 

from the well tops and three GRP zone model guided density porosity.  

 

Figure 2-14 a) The type well and the highlighted sections picked on a GR log. (b) Two-dimensional GRP slopes for 

zones 4 and 5 show the changes in the rate of vertical deposition for two GRPs in time. The white boxes show the 

points where the interpolation is not reliable due to small thickness of the GRP. 
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Figure 2-15 A comparison of manual picks generated by a skilled human interpreter and the results from the workflow 

described in Figure 4. (a) Manual interpretation of the Nanushuk and Torok Formations on the North Slope, Alaska 

from Bhattacharya and Verma (2020). (b) Machine interpreted parasequences. Notice the fine scale picking of 

parasequences over full well log provided by the automated workflow in (b). The algorithm correctly identifies the 

sequence boundaries, and the interpretation is at par with the human interpreter. The machine can pick finer scale 

parasequences in many cases missed by a human interpreter. In addition to the interpretation of parasequences, a 

quantitative measure of relative slope is added as an aid to the interpretation. 

 

Figure 2-16 Automated correlation of the parasequences for a suite North Slope Alaska gamma ray logs showing (a) 

the training (type) well and (b) a representative test well. test well. Notice that the algorithm has correctly identified 

the highlighted parasequences in the test well. In this case, the signal shapes are similar.   
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Figure 2-17 The lateral changes in the mean from μLeft=60 API (blue circles) and μRight=120 API (orange triangles) 

with a variance of 25 API in each case. 

 

Figure 2-18 DTW illustration showing a reference and a query signal under the boundary condition that the end points 

M1 and M2 of the reference signal match the endpoints N1 and N2  of the reference signal. (after Rabiner et al., 1978).  
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Figure 2-19 (a) Warping function modified after Rabiner et al. (1978) b) The minimum distance solved using dynamic 

programming in a Python program.  (After Giorgino (2009). 
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Preface 

This chapter is presented as published in the journal of greenhouse gas control (Sinha et al., 2020a), 

which itself is based on the expanded abstracts published with SPE (Sinha et al., 2020b). This 

chapter shows the results from an anomaly detector based on deep learning framework. The 

anomaly detector is designed to detect leaks in carbon sequestration projects with minimal human 

intervention.  
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Abstract  

The international commitments for atmospheric carbon reduction will require a rapid increase in 

carbon capture and storage (CCS) projects. The key to any successful CCS project lies in the long-

term storage and prevention of leakage of stored carbon dioxide (CO2). In addition to being a 

greenhouse gas, CO2 leaks reaching the surface can accumulate in low-lying areas resulting in a 

serious health risk. Among several alternatives, some of the more promising CCS storage 

formations are depleted oil and gas reservoirs, where the reservoirs had good geological seals prior 

to hydrocarbon extraction. With more CCS wells coming online, it is imperative to implement 

permanent, automated monitoring tools. We apply machine learning models to automate the 

leakage detection process in carbon storage reservoirs using rates of (CO2) injection and pressure 

data measured by simple harmonic pulse testing (HPT). To validate the feasibility of this machine 

learning based workflow, we use data from HPT experiments carried out in the Cranfield oil field, 

Mississippi, USA. The data consist of a series of pulse tests conducted with baseline parameters 

and with an artificially introduced leak. Here, we pose the leakage detection task as an anomaly 

detection problem where deviation from the predicted behavior indicates leaks in the reservoir. 

Results show that different machine learning architectures such as multi-layer feed forward 

network, Long Short-Term Memory, and convolutional neural network are able to identify 

leakages and can provide early warning. These warnings can then be used to take remedial 

measures. 

Introduction  

Carbon capture and storage (CCS) refers to the process of permanently capturing the 

carbon dioxide (CO2) emitted primarily by large point sources (e.g., power plants, cement 

processing facilities, and other fixed industrial assets) into geological formations (Selma et al., 
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2014). Depleted hydrocarbon reservoirs serve as an excellent target for CCS (Bachu, 2000, 2003) 

due to their higher storage capacity with available infrastructure in place. Older hydrocarbon 

production/injection wells can be repurposed as injection wells for the CO2 injection. 

Although complex, the physics of fluid flow in geological reservoirs is fairly well 

understood by petroleum engineering community. CO2 injection for enhanced oil recovery (EOR) 

projects has been used for decades in the oil industry. The injected CO2 can take a significant time 

to convert into stable form by either dissolution, precipitation, or other chemical processes (Moore 

et al., 2005; Oelkers et al., 2008; Gaus, 2010). Hence, long term storage of the CO2 without leaks 

is the cornerstone of every CCS project. Leakage of CO2 out of the subsurface into the atmosphere 

completely negates the purpose of a CCS project. Moreover, the injected CO2 migration out of the 

target formation into surrounding geological layers can pose a different set of environmental 

problems. CO2 leaked out of the target formation can mix with the water table and increase its 

acidity of the aquifer, it can also affect severely plant growth at surface soil levels and soil 

microbiology(Smith et al., 2013; Fernández-Montiel et al., 2015).  

The process of CO2 injection is not just operationally challenging, but also time dependent. 

In a CCS project, CO is injected into a target storage formation or reservoir, increasing the 

reservoir pressure and hence changing the stresses in the reservoir and potentially reactivating 

faults in the area (Ivanova et al., 2012; Rutqvist, 2012; Castelletto et al., 2013). If the faults slip, 

the stored CO2 in the reservoir may migrate to other geological formations and eventually to the 

surface. The detection of CO2 leakage in CCS projects can be accessed via several technologies.  

(Gal et al., 2019) and (May and Waldmann, 2014), measured CO2 concentrations in surface soils. 

(Shao et al., 2019a) found carbon isotopes in the soil served as a proxy for the CO2 leak, whereas 

(Shao et al., 2019b) showed that surface measurements of tracers injected with the CO2 can 
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indicate leaks. Although most of these methods are economically viable and are direct indicators 

of CO2 leak, they do not provide an early warning signal to prevent the leak during the operational 

stage. By the time the leak is detected, a significant amount of CO2 may already have reached to 

the surface. 

Two reliable and well-established field methods for continuous monitoring of subsurface 

properties are via seismic monitoring and the hydrocarbon well pressure monitoring. Bergmann et 

al., (2010), Roach et al., (2015), Macquet et al., (2017), and, Stork et al., (2018) showed the usage 

of seismic data for leak detection in the CCS projects utilizing hydrocarbon reservoirs. Three-

dimensional (3D) seismic data provide a 3D image of the changes in velocities and density in the 

subsurface caused by a CO2 plume. A time-lapse analysis of 3D seismic can provide valuable 

insights on plume development and migration. However, the acquisition, processing, and 

interpretation of seismic data are expensive and time-consuming even for passive monitoring 

(Verdon et al., 2010a, 2010b; Dondurur, 2018). Additionally, seismic data are often band limited, 

providing relatively low vertical resolution images and hence offering only an approximate 

estimate (e.g., within 50-100 m) on the spatial location of any leak. The quality of the seismic 

interpretation is dependent on data acquisition, data processing, and the initial guess of the 

geological model itself. 

An alternative to the time-lapse seismic data monitoring is pressure data monitoring. The 

formation pressure is measured with a pressure gauge which is both inexpensive and easy to install. 

Multiple pressure gauges can be deployed at a variety of perforation intervals, as well as across 

multiple locations in a field. The gauge continuously provides high frequency, high resolution data 

in real time via a telemetry system(Reeves et al., 2011; Hawthorn et al., 2017). The injection of 
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CO2 causes a pressure perturbation and can be induced intentionally in a process called a “well 

test”. One such well test is a harmonic pulse testing (HPT). 

A typical HPT consists of alternative cycles of fluid injection and well shut-in causing 

multiple pressure perturbations or sampling the reservoir at multiple frequencies (Brigham, 1970; 

Fokker and Verga, 2011; Sun et al., 2015; Fokker et al., 2018). The pressure data are obtained at 

the bottom of the well and hence exhibit a high signal to noise ratio. For the gauges installed at the 

surface, additional noise is introduced in the well tubing due to multi-phase flow and the vibrations. 

A gauge installed at the bottom of the well avoids the additional noise by recording pressure 

directly at the sandface. HPT is also used to build a dominant frequency in the signal, thus boosting 

the signal to noise ratio. The HPT typically requires at least two wells: the first is an injection well 

at which this perturbation is induced by the harmonic injection of a fluid into the reservoir; the 

second is an observation well which records the response of the reservoir due to these pulses. 

Analyzing the pressure signal at the observation well provides various insights about the reservoir 

and the fluid properties such as reservoir connectivity, fault proximity, permeability, etc. Sun et 

al. (2016) demonstrated the efficacy of the pressure HPT in distinguishing the pressure response 

of a leak versus the non-leak case in a field test in Cranfield, Mississippi, USA. The fact that a 

pulse test can distinguish between the leak and no-leak scenarios lays the foundation of this work. 

Analysis of HPT data from a single well by human interpreters is not an extremely 

complicated task. A skilled human interpreter can easily distinguish the difference between leak 

and non-leak responses. However, a large CCS project across multiple depleted oil fields may 

incorporate many injection wells, and many abandoned wells can act as leakage paths from the 

storage formation. Each well can be instrumented, with pulse tests being conducted frequently 

along with continuous pressure data monitoring. Analysis of so many live pressure feeds can be a 
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daunting task for human interpreters. In contrast, computers are extremely efficient at repetitive 

tasks and intuitively, are best suited for this purpose. The core goals for our work are to 

demonstrate that an HPT can distinguish between a leak and non-leak scenarios and, if so, to 

identify appropriate ML approaches to automate the process. 

Recent advances in algorithms and computing, and the availability of more and better data, 

provide an opportunity for remarkable progress in the solution to effective detection of CO2 

leakage. Sun et al., (2014) proposed segregating the leak signatures from the baseline using 

spectral analyses of the pressure response. Zhou et al., (2018, 2019) demonstrated the use of 

convolutional neural networks (CNN) with synthetically modeled seismic data to monitor the CO2 

volume. Zhong et al., (2019) showed the use of reservoir simulator images for a convolutional-

Long Short-Term Memory (Conv-LSTM architecture).  de Lima et al., (2019a) showed the usage 

of various deep learning architectures to detect leaks from multiple targets in seismic data. de Lima 

et al., (2019b) transformed the seismic images to pseudo RGB images for improved computational 

efficiency. All of the above methods are either based on seismic data or two-dimensional images 

which either suffer from resolution issues or are computationally expensive. In many cases, the 

data required for training, testing, and or the software's required to do these analyses are not 

available from the field, limiting the practicality of these methods. 

The aim of this work is to create an early warning detection system for leakages in CCS 

projects using pressure data along with rate and cumulative injection volume of CO2. We used 

currently available state-of-the-art deep learning models and adapt them to this application. The 

data consist of time series data of injection rates and measured pressures from a set of pulse tests 

conducted at the Cranfield reservoir, Mississippi, USA. As we do not utilize any two-dimensional 
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images or three-dimensional voxels in this study, our methodology is computationally efficient 

while providing state-of-the-art results. 

We evaluated deep learning architectures such as multi-layer feed forward network 

(MFNN), long short-term memory (LSTM), convolutional neural networks (CNN), and a 

combination of CNN and LSTM, abbreviated as CONV-LSTM. The results show that if trained 

on a particular set of data, a machine learning method can identify anomalous behavior from the 

learned data and flag it as an anomaly. Sophisticated architectures such as CNN and LSTM can 

learn and retain features present in typical HPT pressure response. We also show the adaptability 

of the models for different pulse tests as well as their limitations. The results can be achieved in a 

fraction of time using simple inputs but, sophisticated architectures. The final product of this 

analysis is an anomaly detector which can differentiate between expected versus the anomalous 

pressure behavior. 

This paper is divided into six sections. Sections 1 and 2 provide background information 

about the data used in this manuscript, the problem formulation, and data pre-processing for our 

workflow. Section 3 discusses the problem statement and its formulation as the anomaly detection 

problem, as well as a basic introduction of the neural network architectures used in the study. 

Section 4 contains results from the neural network models and the discussion of these results. 

Section 5 presents the model extension to different scenarios. We present the conclusions in 

Section 6. 

Background  

Cranfield site data acquisition 
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The data utilized in this study were obtained in the Cranfield reservoir, Mississippi, USA. 

The Cranfield reservoir is primarily a sandstone reservoir that was used for CO2 enhanced oil 

recovery project after the primary and secondary recovery (Sun et al., 2016). The CO2 injection 

for the purpose of sequestration started in July 2008. The series of HPT experiments used in this 

study were carried out in January 2015, the total injected volume into the reservoir at the time of 

the test was more than one million metric tons. Due to the high injection volumes continuously for 

seven years prior to the test, it is assumed that in-situ brine effects are negligible for any practical 

purposes and supercritical CO2 is the only in situ fluid present in the reservoir. Figure 3-1 shows 

the setup used in the pulse test as described by Sun et al., (2016). Three wells are utilized in the 

study: F1, F2, and F3. The distance between the wells is also shown in Figure 3-1. The CO2 is 

injected in well F1 which is the injection well, well F2 is the monitoring well, and F3 is a well that 

can be used to add an artificial leak by venting off CO2 via a surface valve to simulate a real-life 

leakage scenario. 

Hereafter, we name “baseline” the cases on which the pulse tests are conducted without the 

introduction of a leak, and an alternating sequence of injection and shut-in is carried out. Two 

baseline tests, one of 90-min and one of 150-min were conducted on 19th January and January 

20th of 2015, respectively. “Leak” tests are similar to baseline tests, but with an artificial leak 

introduced at well F3 by opening a surface valve. Two leak tests were conducted ten days after the 

baseline tests, one on 30th of January 2015 and another on 31st of January 2015 with a duration 

of 90-min and 150-min respectively. Well F2 remains shut-in as an observation well during all 

tests and pressure data acquired at well F2 is used in our analysis. Table 3.1 summarizes the pulse 

test schedule for all four tests. Fig. 3.2 shows the measured pressure recorded at well F2 during 

the Baseline - 150 min test, along with the injection rates at well F1. We only provided the 
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necessary details about the data for the objectives of this study. A complete description of the data 

acquisition is provided by Sun et al., (2016). 

The pressure gauge sampling rate used in the baseline tests is one sample every two seconds 

(i.e., a sampling rate of 0.5 samples/s). The sampling rates used in the leak tests are one sample 

every five seconds, i.e., a sampling rate of 0.2 samples/s. Before any analysis, we matched the 

sampling rates of both baseline and leak data to 1 sample/s. As very limited data are available to 

train the models, we used the Fourier method to re-sample the signal to 1 sample/second instead 

of decimating the signal (Heideman et al., 1984). 

Once we re-sampled the data, and both baseline and leak tests have the same sampling 

rates, we de-spiked the data. To de-spike the data, we used a Hann window of 21 samples and 

convolved the samples in the Hann window with the scaled data. A Hann function of length L 

(Harris, 1978) is defined as: 

𝑤𝑜(𝑥) ≜ {

1

2
(1 + cos

2𝜋𝑥

𝐿
) = cos2 𝜋𝑥

𝐿
, |𝑥| <

𝐿

2

0, |𝑥| ≥
𝐿

2

 ,       3. 1 

Where, x is the discreet signal. The Hann function can then be re-sampled for a discrete signal as: 

𝑤𝑜(𝑥) = {
1

2
(1 − cos

2𝜋𝑛

𝑁
) = cos2 𝜋𝑛

𝑁
,  0 ≤ 𝑛 ≤ 𝑁

,       3. 2 

Where, N+1 is the length of the window. For a signal, s(t) this window can then be convolved over 

the signal as: 

𝑠′(𝑡) = 𝑠(𝑡) ∗ 𝑤(𝑁 + 1) ,          3. 3 

where s’(t) is the smooth signal in the time domain, and w(N+1) is a Hann window of samples. As 

injection rates remain the same for all tests, the rates alone cannot be used to predict the different 

pressures for the same injection rates. To overcome the issue, we created an additional feature of 
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injected cumulative volume. This feature was then added as an input along with the injection rates 

to predict the given pressure response. Cumulative volume feature can be computed by integrating 

injection rates over a given period as: 

𝐶 =  ∫ 𝑞 𝑑𝑡
𝑇

0
,            3. 4 

where C is the cumulative injected volume, q is the instantaneous rate, and T is the time until 

injection is completed. We used de-spiked surface pump rates as the injection rates to compute the 

cumulative injection rate. 

Figure 3-2 shows that there is a linear upward trend in the measured pressure in red and 

hence a detrending of the data is required. Without detrending, the machine learning models would 

have to extrapolate the input behavior, which is not ideal for anomaly detection tasks. Figure 3-3 

shows the resampled, scaled, and detrended data. Notice that the number of samples are now higher 

and the linear upward trend is removed. As a final step for the input preparation, we used the min–

max scalar from the Python 3.7 distribution Scikit-Learn library (Pedregosa et al., 2011)  to rescale 

the inputs for modeling. 

Figure 3-3 shows a comparison between the measured pressures in monitoring well F2 for 

the 90-min baseline and 90-min leak cases. The data in Figure 3-4 shows that the pulse test is an 

effective method to distinguish between the leak and baseline scenarios and two pressure signals 

can be segregated. However, the absolute difference in pressure baseline and leak tests is minimal 

0.5 Psi. Hence, the modeling techniques for prediction requires excellent accuracy. 

Leakage detection – an anomaly detection problem 

Anomaly detection 
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The process of classifying the baseline and leak data are similar to a real life lie detector 

methodology. A baseline response of the subject's body signals – such as heartbeat – is set by 

asking questions which are expected to yield definite true answers. Answers to the follow up 

questions are then compared to the subject's baseline body signals and deviation is recorded. If the 

deviation is beyond a preset threshold, it is classified as an anomaly. In our case, we have a pressure 

response for a baseline and a leak test. The baseline test can be used to set a baseline for “true 

values” and all future responses can be compared to true values along with a threshold to classify 

data points as “on trend” or an anomaly. Formally, an anomaly is defined as patterns in data that 

are significantly different than the “normal behavior”. Anomalous behavior can be classified as 

contextual, point or collective anomalies (Chandola et al., 2009). Yu et al., (2014) presented a 

detailed discussion on the various classifications of the anomalies for a time series data. 

A human interpreter can analyze the baseline and leak pressure responses and can observe 

the differences easily. However, due to computational cost and memory limitations, a computer 

can only read “chunks” of data. All comparisons must be made on different segments of the data 

which are essentially a subset of the overall data which is a multi-dimensional time series in our 

case. A simple method to read the data for signal processing is a sliding window. A sliding window 

reads segments of data from the given time series and the segments are then used for further 

processing such as an anomaly detection task. The window is then moved forward and the process 

is repeated. Yu et al., (2014) applied sliding window for outlier detection in hydrological time 

series data which are non-stationary, time variant, and have stochastic components superimposed 

on deterministic trends such as our data. We have applied a sliding window approach in our study 

where we use 1000 samples of our multi-dimensional input time series to predict the future output. 
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To compare the responses, we need a statistical metric. In our study, we defined anomaly 

using the squared error (Ɛ) from the model predicted value to the actual observation. To further 

refine the analysis, we set thresholds on the (Ɛ) to highlight the regions of anomaly. For all the 

analyses, the (Ɛ) is defined as: 

Ɛ = (𝑦𝑖 − ŷ)2,           3. 5 

where 𝑦𝑖 is the measured value and ŷ is the predicted value from a regression model. 

Anomaly detection using neural network has been studied by many authors. Callegari et 

al., (2014) studied the anomalous traffic detection using multilayer feedforward neural network 

(MFNN) architecture using inputs such as traffic flows and comparing the results with a threshold. 

Bontemps et al., (2016) studied the anomaly detection for unknown intrusion detection in computer 

networks using Long Short-Term Memory (LSTM) networks. Kaur et al., (2013) compared major 

computer based anomaly detection methods such as fuzzy logic based systems, genetic algorithms, 

neural networks and Bayesian systems. Kaur et al., (2013) highlighted major advantages of neural 

networks comparable algorithms as ability to generalize patterns from limited data. The pressure 

data in a CCS project is non-stationary, multi-temporal, and often has stochastic components to it 

due to field operational changes such as surface pump rates. But there are intrinsic deterministic 

patterns in the pressure waveform such as increasing and decreasing pressures with increase in 

injection rates and shut-in respectively. Hence, we choose neural networks combined with a sliding 

window and squared error as a metric. We set a threshold of 1e-03 on the squared error metric for 

the anomaly determined based on our results. 

Modeling terminology used in the study 
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For all the deep learning architectures, we used a sliding window (Glumov et al., 1995; Vafaeipour 

et al., 2014) of 1000 samples to make the future prediction. Sliding window technique is key step 

in any supervised time series forecasting. A sliding window converts a sequential supervised 

problem into a classical supervised learning problem (Dietterich, 2002).The windowing of input 

data using a window classifier hw creates a window of width which then maps onto an individual 

output, which is in our case the future pressure value. The half width of a window of size w is 

defined as d below: 

𝑑 = (𝑤 − 1)/2 ,           3. 6 

Intuitively, larger is the window size, more features in the data can be accommodated. 

However, in our case the data is limited for training and hence a trade-off must be made on window 

size versus the size of the training data. A simple method to optimize the window size is to 

minimize the training MSE over a range of different window sizes. In our study we found by 

testing various window sizes, that a window of 1000 samples can sufficiently represent the cyclical 

features present in the pressure data. Smaller windows are incapable of capturing the cyclical 

events properly, while larger windows do not allow enough data for training and validation. 

The inputs for all models are pressure measured at the monitoring well F2, injection rates 

obtained from injection well F1, and cumulative injection volumes which are computed from the 

injection rates at well F1. Hence, the input in all cases is a three-dimensional vector of 1000 

samples each, and the output is one or multiple pressure data points ahead in the future. 

We used 150-min baseline and 90-min leak data for the analyses. The 150-min leak test 

was not included in this workflow. We implemented an approximately 39,000 data points for 

analysis after re-sampling of the data. Out of these, roughly 26,000 samples belong to 150-min 

baseline test and 14,000 samples belong to 90-min leak test. According to best machine learning 
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practices, we divide our data into train, validation, and test sets. For training, we used 15,000 

samples from 150-min baseline test to train the models – roughly 40% of the data. For the 

validation set, we used the remainder of 11,000 samples from 150-min baseline test. For test set 

we use all 14,000 samples from 90-min leak test. These data points are separated by various color 

arrows showing the train, test, baseline and leak boundaries on all result plots. The color coding 

of the data is discussed in the results section. 

The models are not trained on the leak test data, because the ultimate goal of our study is 

to determine the anomalous pressure behavior as compared to a baseline test. If the leak test was 

included in the analysis, the model would not be able to distinguish between the baseline and leak 

test. In addition, we used mean squared error (MSE) as a loss metric in all models. The 

chronological order of the tests shown in Table 3.1 shows that the 90-min leak test follows the 

150-min baseline test. As the reservoir pressure is a dynamic property and changes with injection, 

we used the 150-min baseline and 90-min leak in the analysis in chronological order. 

The neural networks are intrinsically stochastic hence, we generated 20 realizations of each 

model to report the average training MSE and computational time. In all the architectures described 

in the following sections we tested the model performance in terms of MSE and computational 

time to achieve best results in the least computational times. To avoid over-fitting, we used 20% 

dropout in hidden layers (Srivastava et al., 2014). Also, we attempted to forecast multiple points 

in the future in a multivariate and multi-step fashion, to test the ability of a model to forecast more 

than one sample in the future. 

In our study, field data showing pressure behavior with baseline and leak scenario are 

available. For our models to be field-deployable they should detect anomaly during a pulse test as 

well as live continuous pressure feeds from permanent down-hole pressure gauges. To compute 
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the anomaly, an actual pressure and a predicted pressure is required according to Eq. 3.5. Hence, 

we use a multi-step forecast. A model which can forecast 1000 samples in the future with low 

MSE loss in training and validation has a better scalability than a model that can only forecast just 

100 samples. If a model can forecast multiple samples reliably on different pulse tests, this forecast 

can be used as a proxy for expected reservoir pressure behavior. When the pressure gauge records 

the future samples, it can then be used to compute the anomaly. If the model observes no 

anomalous behavior under given error threshold, samples recorded by pressure gauge can be 

included in training and model can be updated and the next forecast can be made. This process 

eliminates the need for a reservoir simulator to generate the forecasts for complicated reservoirs 

with dynamic operational conditions such as injection rates. 

Multilayer feedforward neural network (MFNN) 

An MFNN is a class of feed forward artificial neural network (ANN) which uses neurons as the 

basic computational unit (Yilmaz and Kaynar, 2011; Rynkiewicz, 2012; Amid and Mesri 

Gundoshmian, 2017). An artificial neuron is a computation unit consisting of weighted inputs and 

outputs. The output signal is further modified by an activation function. The weights on the inputs 

are analogous to the regression coefficients in simple linear regression. These are often initialized 

with random values and updated during the “learning process” of the model and are the desired 

model parameters. 

An activation function provides the non-linear component in ANN models. An array of 

activation functions have been developed over the years such as sigmoid, hyperbolic tangent, 

rectified linear unit (ReLU), leaky ReLU, Exponential Linear Unit (ELU), etc. (Nwankpa et al., 

2018)) discussed these activation functions in detail. 
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A network of artificial neurons form a layer and modern deep learning architectures use 

multiple layers of neurons to form complex multi-layer models. One such network architecture is 

MFNN. The network must have an input layer that receives the inputs, one or multiple hidden 

layers, and an output layer. The output layer is the layer which produces the desired prediction. 

The network learns by using backpropagation algorithm(Mozer, 1995; Sathyanarayana, 2014) 

based on some loss function metric such as MSE. The learning of the network is optimized by an 

algorithm that reduces the loss according to the gradients computed. 

After testing both the number of layers and the number of neurons per layer, we selected a 

MFNN model composed of three hidden layers, respectively with 20, 20, and 10 neurons. The 

model is built with rectified linear unit (ReLU) as an activation function (Behnke, 2003). The final 

output is the pressure at the next time step, and hence the last layer has just one output. We used 

ADAM optimizer(Kingma and Ba, 2014) with a learning rate of 1e–04. 

To extend this idea of predicting one point forward in time, we attempted to forecast 

multiple points in the future to see the ability of the model to predict multiple points before the 

window is slid to the next set of input data. This technique is known as multivariate, multi-point 

prediction. The network architecture is similar to the one in multivariate single point described 

above. We used the 1000 samples to predict the first one, then 10, and finally 1000 samples in the 

future. The results of the model are summarized in section three. The prediction is not included in 

the input data to predict the future samples, but the inputs are divided into 1000 samples window 

and then 1, 10, 100 and 1000 samples in the future are predicted. We use similar multi-step 

forecasts for all neural network architectures in this study. 

Long short-term memory (LSTM) 
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LSTM falls under recurrent neural network architecture. Recurrent neural networks (RNN) 

intrinsically have a feedback loop allowing for memory retention in longer sequences of data 

(Hochreiter et al., 2001; LeCun and others, 2015; Nguyen et al., 2019). RNN family of network 

architectures thus, are naturally suited for time series prediction. The network consists of memory 

blocks instead of a single neuron which connect into sequential layers to make dense layers. The 

memory block is “gated” where each gate has its own activation functions. The gates decide which 

information to keep or discard. A typical block has three gates, namely, input gate, output gate, 

and the forget gate. The forget gate decides which information to keep/discard. The input gate 

updates the memory state, and the output gate decides the output of that memory block. A series 

of gated memory blocks/cells allows the network to read sequences of data and not just single 

point. 

The LSTM model we use is composed of 100 LSTM units with tanh as the activation 

function and ADAM as the optimizer, as well as a learning rate of 1e04. Furthermore, to determine 

the model scalability we followed a similar methodology as in the MFNN architecture, using a 

window of 1000 samples to forecast one, 10, 100 and then 1000 samples. 

Convolutional neural networks (CNN) 

A CNN architecture commonly consists of three set of layers: convolutional layers, pooling 

layers, and fully connected layers. A convolutional layer convolves the input with a series of filters 

to produce a filtered output. These filters help to extract complex features from the data such as 

sinusoidal behavior of pressure in our data. The filtered result then is commonly used as input to 

a pooling layer which reduces the dimensionality of the data. The output from the pooling layer is 

flattened and passed to a fully connected dense layer or a series of layers (Simonyan and 

Zisserman, 2014; Zeiler and Fergus, 2014; Gu et al., 2018). The neurons in a CNN architecture, 
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unlike MFNN, will only be connected to a small region of the output from the previous neurons, 

but only from a selected “patch” from the previous layer hence reducing the chance of overfitting 

as compared to the MFNN. 

The CNN model consists of a single convolutional layer with filter of size three, and RELU 

activation function, a max pooling layer of size two and stride two, followed by two fully 

connected layers comprising 50 neurons and RELU activation function. The output of the network 

is a single neuron that contains the pressure at a future time step. We included ADAM as the 

optimizer with a learning rate of 1e04. 

Convolutional-LSTM (CONV-LSTM) 

 As discussed earlier, the merit of LSTM lies in keeping the temporal aspect of sequence 

data. CNN on the other hand is a powerful architecture for extracting features in both image and 

sequence data. Therefore, we selected a hybrid version of CNN and LSTM for the pressure 

forecasting. CNN was implemented to extract complex shapes from the time series data, and 

LSTM to keep track of these features over longer sequences. Hybrid models are very efficient in 

fulfilling both tasks (Xingjian et al., 2015a). 

We divided the 1000 samples window of three features into ten subsets of 100 samples, 

each which is fed first to the CNN for feature extraction. CNN then forwards this information to 

LSTM for temporal updates. To achieve this task, we used time distributed layers in the 

architecture(Xingjian et al., 2015b). The CONV-LSTM model is composed of one convolutional 

layer with 64 filters with size three and RELU activation function, followed by a max-pooling 

layer, the output then is flattened and passed as input to a LSTM layer with 50 units that outputs a 
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sequence. The final LSTM sequence is then used as input to the output layer for the predictions of 

the pressure data. 

Results 

Evaluation metrics and terminology 

In this section we discuss the results from the various neural network architectures 

implemented. We used three different types of diagnostic plots to summarize our findings for every 

model for visual inference. We also calculated MSE for the training, validation, and test data. In 

each diagnostic plot, the end of the training set is shown by a black arrow and the beginning of 90-

min leak test is shown by a brown arrow. The end of the 90-min leak test is shown by a violet 

arrow. Hereafter, the terminology used for multi-step forecast varies according to the number of 

samples predicted in the future. For example, MFNN_100 represents the case where 1000 samples 

fixed window is used to predict 100 samples in the future. 

In the first diagnostic plot we compared the actual versus the measured value of the 

pressure. This plots the pressure prediction to the true value of the pressure. The second plot is the 

key output of the study which is the point-wise squared error (Eq. (5)) also referred as anomaly 

plot throughout this section. Higher error between prediction and true value indicates an anomaly. 

We filtered this error by setting all errors less than 1e03 to zero and amplifying the errors higher 

than 1e03 by a factor of 100 thus, suppressing the smaller errors and highlighting the larger error 

greater than the 1e03 threshold. This is referred to as filtered error in the diagnostic plot. The third 

and final plot show the training losses (MSE) during the model training. Training, validation, and 

test losses are reported in Table 3.2. We use the following definition of MSE to compute the errors 

as: 
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𝑀𝑆𝐸 =  
1

𝑛
∑ (𝑦𝑖

𝑖=𝑛
𝑖=1 − �̂�)2 ,         3. 7 

where MSE is the mean squared error,  𝑦𝑖 is the actual pressure measurement and �̂�  is the predicted 

pressure. Higher training MSE values imply a less accurate model during training. We made two 

different types of comparisons to evaluate the models: 

1. Percentage difference between training + validation MSE versus the test MSE: we used the 

15,000 (4 h) samples from 150-min baseline to compute the training MSE and the 

remaining 11,000 samples from 150-min baseline test as validation MSE. We computed 

the average of these two and calculated the percentage difference with the test set. The test 

set is the 90-min leak test data of 14,000 samples. Higher difference in MSE between the 

train + validation versus the test set translates into better segregation of baseline versus leak 

cases, a desirable condition for an anomaly detector. 

2. Models which are scalable: for this criterion, we computed the percentage difference in 

errors between the one sample forecast and 1000 samples forecast in each architecture 

category. Lower error spread between the extreme cases implies higher model scalability. 

Based on these two criteria, we generated a ranking system for the models assigning the same 

weight to both the MSE and the scalability criteria (50% each). For the first criterion, we computed 

a percentage difference of a model with respect to the train and validation average versus test as 

shown in Eq. (8). Moreover, to determine the normalized difference, we divided all scores by the 

highest score: 

𝐷𝑖𝑓𝑓 =  
𝑀𝑜𝑑𝑒𝑙(𝑡𝑟𝑎𝑖𝑛+𝑣𝑎𝑙𝑖𝑑𝑎𝑡𝑖𝑜𝑛 𝑀𝑆𝐸)−𝑀𝑜𝑑𝑒𝑙 (𝑡𝑒𝑠𝑡 𝑀𝑆𝐸)

𝑡𝑒𝑠𝑡 𝑀𝑆𝐸
∗ 100 % ,     3. 8 

Conversely, for the scalability criterion we calculated the error spread over one sample forecast 

versus a 1000 sample forecast in each model category as shown in Eq. (9). As higher spread implies 
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poor scalability, to assign appropriate scores to the models we defined an inverse error spread as 

presented in Eq. (10). The models are then assigned a rank based on the overall score based on Eq. 

(11) and reported in Table 3.3. We ignored the computational time for this ranking as it is evident 

from Table 3.2 that all models except CONV-LSTM require similar computational times: 

𝐸𝑟𝑟𝑜𝑟 𝑠𝑝𝑟𝑒𝑎𝑑 =  
𝑀𝑜𝑑𝑒𝑙1( 𝑀𝑆𝐸)−𝑀𝑜𝑑𝑒𝑙100 ( 𝑀𝑆𝐸)

𝑀𝑜𝑑𝑒𝑙1( 𝑀𝑆𝐸)
, and       3. 9 

𝐼𝑛𝑣𝑒𝑟𝑠𝑒 𝑒𝑟𝑟𝑜𝑟 𝑠𝑝𝑟𝑒𝑎𝑑 =  
1

𝐸𝑟𝑟𝑜𝑟 𝑠𝑝𝑟𝑒𝑎𝑑
 .           3. 10 

MFNN results 

The results from the MFNN architecture are presented in Figure 3-5. Figure 3-5 a shows 

the pressure prediction for the MFNN architecture. Results show that MFNN predictions are very 

close to the true values and the model scales excellently from MFNN_1 through MFNN_1000. 

MFNN performance is also reported in Tables 3.2 and 3.3 through the MSE spread in different 

cases ranging from MFNN_1 through MFNN_1000. Figure 3-5 b shows that the baseline and the 

leakage portions of the data can be easily separated for all the cases throughout MFNN_1 to 

MFNN_1000. The false alarms are minimal and exist as random spikes in the baseline data as 

compared to continuous high amplitude in case of leak data. The training losses in Figure 3-5c 

show that the model converges rapidly over 100 training epochs. 

Table 3.2 shows the results summary for all the cases of MFNN. Notice from Table 3.2 

that the model has low training and validation MSE. Figure 3-5 shows that the model converges 

rapidly with higher sample forecasts having higher overall MSE as expected. Table 3.2 shows that 

the training and validation MSE are consistently low in contrast to the test MSE reflecting the 

results visually observed in Figure 3-5. The computing times are one of the lowest among all the 
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models. Table 3.2 shows that MFNN_10 ranks at third position in overall model rankings 

attributed to the low computational cost and ability to separate the baseline versus the leak data. 

CNN results 

Figure 3-6 shows the results from the training and the test data from the CNN architecture. 

Results in Figure 3-6 a show the pressure predictions for the CNN architecture. Notice the CNN 

predictions in Figure 3-6  accurately match the sinusoidal behavior of the pressure. Also, Figure 

3-6 a shows that the pressure predictions deteriorate as number of future samples prediction 

increases. For example, the model prediction is excellent in case of CNN_100 but poor for 

CNN_1000 suggesting limited model scalability. This is further reflected in Figure 3-6 b where 

CNN_1000 errors are shown in black. This fact is further bolstered from Figure 3-6c where training 

errors are higher for CNN_1000. 

Tables 3.2 and 3.3 capture these results – with the exception of CNN_1000 – all CNN 

models have excellent performance; with low MSE for training and validation and higher test MSE 

values which make these effective models for anomaly detection. From Table 3.3 of model 

rankings CNN_10 ranks second out of thirteen models tested overall due to its reasonable 

computing times and ability to separate the baseline versus the leak tests. 

 LSTM results 

The LSTM results are summarized in Figure 3-7. Figure 3-7a shows the pressure prediction 

from the LSTM architecture. The predicted pressures are extremely close to the true pressure for 

training and validation. The MSE increases gradually for higher samples multi-step forecast. 

Notice in Figure 3-7b the sharp contrast in anomaly behavior of LSTM_1 in baseline versus leak 

case. Although the computational times are higher for LSTM compared to the MFNN architecture, 
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the baseline and leak sections are better highlighted with low training and validation MSE (see 

Table 3.2). 

From Table 3.3 of model rankings, LSTM_1 is the top performer among all the thirteen 

models tested, primarily due to its ability to differentiate between the baseline and leak tests. Table 

3.2 shows the model is scalable and training and test MSE are consistent with the model variants. 

For example, the error increases gradually from LSTM_1 to LSTM_1000 as compared to CNN 

architecture where errors increase sharply after CNN_100. The false alarms in LSTM are minimal. 

However, one patch of false alarm can be noticed in Figure 3-7b. Comparing it to Figure 3-7a, 

note the sharp change in the pressure in this region between four to five hours into the 150-min 

baseline test. These changes are often operational and caused due to pump shutdown and pump 

shut-ins at surface. Notice in Figure 3-7 a and b these changes are captured very efficiently from 

CNN_1 through CNN_100 suggesting a combination of the CNN and LSTM architectures can be 

a possible solution providing best of CNN and LSTM architectures. 

CONV-LSTM results 

The results of CONV-LSTM are presented in Figure 3-8. In Figure 3-8, we observed that 

CONV-LSTM is able to capture the sinusoidal features of the pressure signal efficiently. As the 

architecture utilizes features of both LSTM and CNN, the training MSE is lowest among all the 

thirteen models tested in this study (see Table 3.2). However, the validation and test MSE are 

higher which suggests overfitting. The computational time for CONV-LSTM is the highest of the 

architectures discussed in this study. Although the model converges rapidly and requires fewer 

training epochs it still takes significantly more time than the other algorithms. Notice in Figure 

3-8c CONV-LSTM provides training MSE one order smaller compared to any other architecture 

used in this study in just 25 epochs as compared to 100 epochs utilized for training of other 



98 

 

architectures such as MFNN, CNN, and LSTM. The filtered error anomaly shows that the 

architecture can differentiate between the baseline and the leak test efficiently (Figure 3-8 b). 

Notice the false alarm patch present in LSTM is now reduced but not completely eliminated. The 

CONV-LSTM is not ranked with other models in the study as the computational time alone makes 

the architecture worst among all the models. 

Detection model generalization to different scenarios 

We discussed earlier in the manuscript the dynamic nature of the hydrocarbon reservoir under CO 

injection. As the injection continues, the average reservoir pressure increases, and the stresses 

across the sealing faults, or abandoned wells, change as do rock properties such as porosity and 

permeability. In addition to rock properties such as porosity and permeability. These properties 

can change as function of the stress regime as well. Hence, a natural question arises: can our 

workflow be applied to any other pulse test? 

To answer this question, we included another baseline test. Thus, the updated data consists 

of a 90-min baseline test, a 150-min baseline test and a 90-min leak test. Previously, we considered 

for the analysis only a 150-min baseline test and a 90-min leak test. The first 10,000 samples used 

come from the 90-min baseline test to train the MFNN model, the end of the training is shown by 

the black arrow in Fig. 3.9a. In addition, we indicated in the trained model from first 10,000 

samples belonging to 90-min baseline, we predicted the pressure behavior for both 150-min 

baseline test and the 90-min leak test. The results are summarized in Figure 3-9a and b. We noticed 

that when the model is trained only on 90-min baseline test, it identifies the 150-min baseline as 

well as the 90-min leak test, both as an anomaly. MSE is higher in the case of the 90-min leak test 

than 150-min baseline test, but both are much greater than the 90-min baseline test on which the 
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model is trained. Hence, as expected, a model can only learn from the training data distribution 

and will address everything else as an anomaly. 

Now, a second question arises, can the model learn from a set of new data and incorporate the 

additional features and reservoir behavior at different states? To answer this question, we included 

only one-half cycle of the 150-min baseline test into our training in addition to 10,000 samples 

from 90-min baseline test. This is shown in Figure 3-8 c and d. Results show that the model can 

now easily distinguish between the baseline and leak tests effectively. Thus, if a small portion of 

a different test data set is included in the training, the model is capable of learning new features, 

demonstrating that deep learning architectures are powerful enough to learn new features quickly. 

However, as expected, they can only make a prediction based on the data used for training. Deep 

learning models lack intuition, unlike human interpreters. Hence, for full-scale field deployment, 

the models have to be trained on a particular set of test parameters. 

Based on the model's capability on multi-step forecasting and results discussed throughout 

this study, we can infer that a deep learning model can be used for future pressure prediction with 

confidence (see Tables 3.2 and 3.3). As the system is dynamic, once a forecast with the high degree 

of confidence interval has already occurred, these data must be included in the training, and the 

model has to be updated. As our workflow utilizes time-series data, the additional training is fast 

and efficient, making the model practically scalable and field-deployable. 

Conclusions  

In this work we showed that anomaly detectors based on neural networks can be useful to 

provide early warning for CO2 leaks which can be an invaluable tool to prevent further leakage 

and improved the safety of carbon sequestration projects. We demonstrated the applications of 

various neural network architectures for anomaly detection tasks such as MFNN, CNN, LSTM, 
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and CONV-LSTM. To compare all the models, we have designed a ranking system based on 

multiple quantitative and qualitative criteria such as MSE, scalability of the model, and practicality 

in a field deployment scenario. In our study LSTM is ranked highest followed by CNN then 

MFNN. The MFNN architecture performs well for training, validation, and test data but raises 

some false flags. We observed that the LSTM architecture performs the best overall, but the CNN 

makes an excellent case for capturing the sinusoidal waveform like features in our pulse test data. 

The hybrid architecture CONV-LSTM provides the best of both worlds, however, the 

computational times for CONV-LSTM can be a limitation. Carbon sequestration projects are a 

dynamic system affected by complex geology and operational parameters and all machine learning 

algorithms, including deep learning, learn from training data and are limited by the availability of 

the training data. We show that deep learning architectures can adapt to new set of data and can be 

used in wide variety of monitoring projects and field conditions making deep learning-based 

anomaly detectors a cheap and efficient alternative to human resources. 
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Figure 3-1 Schematic illustration of the wells used in this study and their configuration. F1 is the injection well, F2 is 

the monitoring well and F3 is the well where leak is introduced. Pressure utilized in this study is obtained from the 

well, F2. Leakage rate at well F3 is 60 kg/min or 724 Bbl/min. The injection rate is 300 kg/min or 3621 Bbl/day. 

 

 

 

Figure 3-2 Unprocessed/raw pressure data obtained from the pressure gauge installed at well F2. The rates are plotted 

on secondary axis. The pressures exhibit a linear upward trend due to continued injection. A detrending is required 

for the pressure data. 

 

Figure 3-3 150-min baseline test pressure after detrending and re-sampling the data. Notice that the linear trend from 

present in Fig. 3.3-2 is now removed. 
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Figure 3-4 Comparison of pressure response between the leak versus non leak 90-min test obtained from pressure 

gauge installed at well F2. Figure shows that the pulse test pressure response can distinguish between the baseline 

versus leak tests. 

 

 

 

Figure 3-5 MFNN models results summary. (a) Pressure predictions versus the true pressure value. (b) Pressure 

anomaly. (c) Training losses. The false alarms manifest as random spikes in the data, hence, can be easily identified 

by a human interpreter. 
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Figure 3-6 CNN results. (a) Pressure predictions versus the true pressure value. (b) Pressure anomaly. (c) Training 

losses. Notice that CNN can capture the sinusoidal behavior of pressure efficiently. Also notice the sharp change in 

the training MSE from CNN_100 to CNN_1000.The sharp change in the training MSE at epoch 33 is caused by mini-

batch gradient descent in the optimizer ADAM. 

 

Figure 3-7 LSTM results summary. (a) Pressure prediction from LSTM architecture. (b) Pressure anomaly. (c) 

Training losses. The predictions are highly accurate in case of LSTM and there is a sharp contrast in baseline versus 

leak data. A patch of false leak is indicated in the anomaly plot. 
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Figure 3-8 CONV-LSTM pressure predictions. (a) Pressure predictions versus the true pressure value. (b) Pressure 

anomaly. (c) Training losses. Notice the training losses with number of epochs which drop sharply for CONV-LSTM 

as compared to any other architecture. The false alarm patch present in LSTM results is now reduced but not 

completely eliminated. 

 

 

 

Figure 3-9 Results summary for extension scenarios. (a) Pressure prediction using MFNN_1 when only 90-min 

baseline test is used for training. (b) Pressure anomaly when only 90-min baseline test is used for training. (c) Pressure 

prediction when 5000 samples from 150-min baseline are added to existing training data. (d) Pressure anomaly when 
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5000 samples from baseline are added to the training data. The additional 5000 samples used for training are 

highlighted using a red box in panel C. The 90-min baseline test, 150-min baseline test and 90-min leak test is shown 

by blue, green and magenta color bars in panel A. Notice that when only 90-min baseline test is used for training, the 

model identifies 150-min baseline test as anomaly in addition to the 90-min leak test. When a small number of extra 

training samples from 150-min baseline test are added to training, the results improve significantly. 

Tables for chapter 3 

Test Date Rate Pulse 

Baseline – 90 min 
19th January 

2015 
3620 45 

Baseline – 

150 min 

20th January 

2015 
3620 75 

Leak – 90 min 
30th January 

2015 
3620 45 

Leak – 150 min 
31st January 

2015 
3620 75 

Table 3-1 Injection schedule for the baseline and leak test. Pulse duration is identical in respective baseline and leak 

tests. All rates are measured in Bbl/D and the pulse half cycle times are in minutes. 

 

 

Model Training 

MSE 

Validation 

MSE 

T + V 

MSE 

Test 

MSE 

Epochs Time 

(s) 

MFNN_1 3.60E−05 6.52E−04 3.44E−04 8.99E−04 100 82 

MFNN_10 7.07E−05 6.66E−04 3.68E−04 2.65E−03 100 83 

MFNN_100 6.60E−05 9.77E−05 8.18E−05 3.15E−04 100 81 

MFNN_1000 1.06E−04 6.78E−04 3.92E−04 4.77E−04 100 80 

CNN_1 6.34E−05 1.17E−03 6.17E−04 2.17E−03 100 328 

CNN_10 4.89E−05 2.76E−03 1.41E−03 3.25E−02 100 332 

CNN_100 1.88E−04 6.60E−04 4.24E−04 3.53E−03 100 334 

CNN_1000 1.94E−03 2.80E−02 1.50E−02 3.80E−02 100 328 

LSTM_1 4.06E−05 1.99E−03 1.01E−03 3.28E−02 100 226 
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LSTM_10 3.96E−05 2.24E−04 1.32E−04 1.45E−03 100 213 

LSTM_100 4.67E−05 1.65E−04 1.06E−04 4.78E−04 100 209 

LSTM_1000 9.16E−05 5.17E−03 2.63E−03 2.66E−02 100 193 

CONV-

LSTM_1 

7.93E−06 1.18E−03 5.96E−04 1.19E−03 25 3800 

Table 3-2 Results summary for all models used in the study. T + V refers to training and validation averaged MSE. 

All models are run using an NVIDIA GTX super 2580 GPU unit. 

 

 

 

 

 

Model 
Error 

Spread 

Inverse 

spread 

Percentage 

Difference (T + V 

versus test) 

Normalized 

difference 
Score Rank 

LSTM_1 126 7.94E−03 3139 1.25E+01 6.26E+00 1 

CNN_10 2960 3.38E−04 2211 8.81E+00 4.40E+00 2 

MFNN_10 40845 2.45E−05 1116 4.45E+00 2.22E+00 3 

LSTM_10 126 7.94E−03 998 3.98E+00 1.99E+00 4 

LSTM_1000 126 7.94E−03 911 3.63E+00 1.82E+00 5 

CNN_100 2960 3.38E−04 732 2.92E+00 1.46E+00 6 

LSTM_100 126 7.94E−03 352 1.40E+00 7.04E−01 7 

MFNN_100 40845 2.45E−05 285 1.13E+00 5.67E−01 8 

CNN_1 2960 3.38E−04 251 1.00E+00 5.00E−01 9 

MFNN_1 40845 2.45E−05 162 6.44E−01 3.22E−01 10 

CNN_1000 2960 3.38E−04 154 6.14E−01 3.07E−01 11 

MFNN_1000 40845 2.45E−05 22 8.59E−02 4.30E-02 12 

CONV-

LSTM_1 
NA 99 3.94E-01 NA NA 

  
Table 3-3 Summary of the results for all models used in the study. T + V refers to training and validation averaged 

MSE. LSTM model outperforms all models in overall ranking. 
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Preface 

This chapter is presented as published in AGU space weather journal (Sinha et al., 2021) which 

itself is based on the EGU abstract (Chen et al., 2021). This chapter presents the deep learning 

methods to predict the ultra-relativistic electron flux distributions during MeV electron events. 

This new PreMevE-2E model makes reliable 1- and 2- day ensemble forecasts of ≥2 MeV 

electrons inside Earth’s outer radiation belt.  
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Abstract 

 Energetic electrons inside Earth’s outer Van Allen belt pose a major radiation threat to space-

borne electronics that often play vital roles in our modern society.  Ultra-relativistic electrons with 

energies greater than or equal to two Megaelectron-volt (MeV) are of particular interest due to 

their high penetrating ability, and thus forecasting these ≥2 MeV electron levels has significant 

meaning to all space sectors. Here we update the latest development of the predictive model for 

MeV electrons inside the Earth’s outer radiation belt. The new version, called PreMevE-2E, 

focuses on forecasting ultra-relativistic electron flux distributions across the outer radiation belt, 

with no need for in-situ measurements of the trapped MeV electron population except at 

geosynchronous (GEO) orbit. Model inputs include precipitating electrons observed in low-Earth-

orbits by NOAA satellites, upstream solar wind conditions (speeds and densities) from solar wind 

monitors, as well as ultra-relativistic electrons measured by one Los Alamos GEO satellite. We 

evaluated a total of 32 supervised machine learning models that fall into four different classes of 

linear and neural network architectures, and also successfully tested ensemble forecasting by using 

groups of top-performing models. All models are individually trained, validated, and tested by in-

situ electron data from NASA’s Van Allen Probes mission. It is shown that the final ensemble 

model generally outperforms individual models at most L-shells, and this PreMevE-2E model is 

able to provide 25-hr (∼1-day) and 50-hr (∼2-day) forecasts with high mean performance 

efficiency and correlation values. Our results also suggest this new model is dominated by non-

linear components at low L-shells (< ~4) for ultra-relativistic electrons, which is different from the 

dominance of linear components at all L-shells for 1 MeV electrons as previously discovered. 



113 

 

Introduction 

Since their discovery in 1958, energetic particles inside the Earth’s Van Allen radiation belts 

have been a top concern for space operations, including the Apollo missions in the early years of the 

Space Age. Since then, our interests in these magnetically trapped electrons and protons have been 

repeatedly refreshed, and our understanding of these belt particles has deepened through six decades 

of observations. It is well recognized that these particles usually present in a two-belt distribution—

an inner belt in the region with equatorial distances (i.e., L-shells or simply L) within ~2-3 Earth radii 

and an outer belt with ~3 < L < 8 separated by the slot region in between. This general picture for the 

electron belts has been widely adopted by the aerospace industry, as specified by empirical models 

such as the AE8 (Vette, 1991). Starting in 1990, observations from the Combined Radiation Release 

and Effects Satellite—in particular the deep injection of Megaelectron-volt (MeV) electrons during 

the March 1991 event (Blake et al., 1992)—reignited research interest in understanding the dynamics 

of outer belt electrons, whose intensities may vary up to several orders of magnitude during magnetic 

storms. Recently, observations from Van Allen Probes (also called RBSP) again surprised the space 

community by showing the persistent absence of MeV electrons inside the inner belt (Fennell et al., 

2015 and Claudepierre et al., 2015).  

Indeed, for satellites operating in geosynchronous orbit (GEO), geosynchronous-transfer-orbit 

(GTO), medium- and high-earth-orbits (MEO and HEOs) with high apogees, energetic electrons inside 

the outer belt pose a major space radiation risk, not only in term of the ionizing dose, but also due to 

the deep dielectric charging and discharging phenomena (Reagan et al. 1983). When space systems 

are irradiated, some of the electrons are energetic enough to penetrate through satellite surfaces (e.g., 

ranges of 2.0 and 3.0 MeV electrons inside Aluminum are 4.53 and 6.92 mm, respectively), stop, and 

bury themselves inside the dielectric materials of electronic parts on board. During major MeV 
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electron events when electron intensities across the outer belt are greatly enhanced and sustained high 

levels, these buried electrons accumulate faster than they can dissipate, and thus build up high electric 

fields (a process called “charging”, with the potential differences reaching as high as multiple 

kilovolts), until eventually sudden intense breakdowns occur which result discharge arcs that may 

cause catastrophic failure to individual electronics or to the satellite as a whole.  

Consequently, understanding and forecasting MeV electron events have been a central research 

topic for radiation belt studies. Recent mounting evidence, particularly from Van Allen Probes, has 

suggested that local wave-particle interactions play a critical role in energizing seed electrons to MeV 

energies and above for individual events, but that radial diffusion can also be important (e.g., Li and 

Hudson, 2019 and references therein). Based on this theoretical framework, a list of first-principles 

three-dimensional diffusive models have been developed which have shown successes as well as 

limitations in describing the MeV electron dynamics (see Chen et al., 2016 for a brief review). A 

different approach has also been proposed and explored which uses precipitating low-energy electrons 

observed in low-Earth-orbits (LEO) as a proxy for the wave-particle interactions. This new idea of 

predicting MeV electron events inside the outer belt was first proposed by Chen et al. (2016) using 

observations over ~260 days to demonstrate feasibility. Chen et al. (2019) then successfully 

constructed the first PREdictive MEV Electron (PreMevE) model based on simple linear predictive 

filters. The follow-up study by Pires de Lima et al. (2020) (abbreviated to P2020 hereinafter) advanced 

the model to PreMevE 2.0, by fusing machine learning (ML) algorithms, which is able to reliably 

forecast 1 MeV electron distributions across the outer belt. This current study further expands forecasts 

to electrons with higher energies ≥ 2 MeV, the population with high beta ratio (velocity over light 

speed) values > ~0.98 and thus also called ultra-relativistic electrons in this work. Other notable work 

in this area is of Claudepierre and O’Brien (2020) that used multilayer feedforward networks to specify 
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350 keV and 1 MeV radiation belt electron flux distributions. Their SHELLS model also takes data 

from a LEO satellite as inputs and is demonstrated to make specifications with high correlations and 

low errors when compared to observed fluxes. 

Another new component of this study is the utilizing of ensemble forecasting, a predictive skill 

that has been widely adopted in meteorology forecasts. Ensemble forecasting is a numerical method 

that uses multiple predictions from slightly different initial conditions, or different forecast models, to 

generate a broad sample of the possible future states of a dynamical system (Knipp, 2016). The 

instances of different conditions or different models are called “members.” In the forecast cycle each 

member starts with a current state of the system based on a combination of observations and a 

background model, followed by a calculation of the system evolution over time. Outputs from the 

members are then combined and analyzed for trends and uncertainty ranges. Recently, ensemble 

methods have been applied to a list of space research topics, ranging from predicting new solar cycles 

and coronal mass ejections to magnetospheric reactions, for which a brief review was given by Knipp 

(2016) and references therein.  

The purpose of this paper is to report how PreMevE has been upgraded to make predictions of 

ultra-relativistic electron flux distributions across the outer radiation belt. Still, with no requirement 

for in situ measurements of trapped MeV electrons except for at GEO, this unique model, named 

PreMevE-2E where E stands for both ensemble forecast and enhancement, has enhanced its capability 

to meet the predictive requirements for penetrating outer‐belt electrons during the post Van Allen 

Probes era. In the next section, data and parameters to be used for this study are briefly described, as 

well as the selected ML algorithms. Section 3 explains in detail how the model is trained, validated 

and tested to forecast the distributions of >2 MeV electron integral fluxes, followed by the forecasts 
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of 2 MeV electron differential fluxes in Section 4. This work is concluded in Section 5 with a summary 

of findings and possible future directions. 

Data, Parameters, and Machine Learning Algorithms  

Most data, model parameters and ML algorithms used in this work have been previously described 

in detail by Chen et al. (2019) and P2020, and here is a brief recap focusing on the differences. Ultra-

relativistic electron flux distributions are from the in-situ observations made by the Relativistic 

Electron-proton Telescope (REPT, Baker et al., 2012) experiment aboard one Van Allen Probe 

spacecraft (RBSP-a) at L ≤ 6, and by the Energy Spectrometer for Particles (ESP, Meier et al., 1996) 

instrument carried by one Los Alamos National Laboratory (LANL) GEO satellite LANL-01A at L = 

6.6. The ESP instrument measures relativistic electrons between 0.7 and 10 MeV, and its flux data 

previously has been calibrated with other particle instruments (e.g., Friedel et al., 2005) and used for 

scientific studies of GEO electron dynamics (e.g., Sicard-Piet et al., 2008 and Boynton et al., 2014).   

As presented in Figure 4-1A, integral fluxes of >2 MeV electrons are the target data set that is a 

function of L-shell over a 1289-day interval starting from 2013 February 20. These >2 MeV electron 

data are used for model training, validation and test, and are not needed as model input (except for at 

GEO) for making predictions. 

Model input parameters include low-energy precipitating electrons measured by one NOAA Polar 

Operational Environmental Satellite (POES) NOAA-15 and upstream solar wind conditions over the 

same time interval. As shown in Figure 4-1, POES electron data used here are the same as in P2020, 

and thus the same nomenclature is adopted: E2, E3, and P6 refer to the count rates of >100, >300, and 

>1000 keV electrons from different POES channels, as shown in Panels B – D, respectively. 

Hereinafter, all electron intensities for the target, E2, E3, and P6 data are in logarithmic values unless 

otherwise specified.  Upstream solar wind conditions include the speeds that have been tested in 
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P2020, and solar wind densities (SWD) as the new model input parameter. All electron intensities as 

well as solar wind parameters in Figure 4.  1 are binned in 5-hour increments, and electrons are also 

binned every 0.1 L-shell. We standardized the solar wind speeds and densities by first subtracting their 

mean values and then dividing the results with the standard deviations. 

The same four supervised ML algorithms tested in P2020 are used due to their previous success, 

including linear regression, feedforward neural networks (FNNs), long short-term memory (LSTM), 

and convolutional neural networks (CNNs).  Briefly, linear regression models seek the optimized 

linear relationship between input parameters and targets. FNNs use layers of neurons to process inputs 

with linear transformations followed by nonlinear activation functions to optimize outputs. LSTM 

networks consist of connected memory cells that learn the sequential and temporal dynamics from the 

previous time steps to make predictions, and CNNs rely upon a convolution kernel to filter the data 

and explore the local patterns inside. All FNNs, LSTM and CNNs are trained with the objective to 

digest inputs and minimize a specified loss function. More details of these four ML algorithms can be 

found in Section 3 of P2020 and references therein.  

For model development, data in Figure 4-1 are split for training, validation, and test, with portions 

of 65% (~835 days), 14% (175), and 21% (267), respectively. Models are trained for each individual 

L-shell between 2.8 and 6 as well as at GEO (6.6) in the outer belt region, with the optimization goal 

of minimizing the root-mean-square error between the target values y (electron fluxes in logarithm) 

and predicted values f. Different parameter combinations and temporal window sizes are tested for 

model inputs. We also compare the performance of models using different ML algorithms as in P2020. 

Model performance is gauged by Performance Efficiency (PE), which quantifies the accuracy of 

predictions by comparing to the variance of the target. Naming y and f both with size M, PE is defined 
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as 𝑃𝐸 = 1 −
∑ (𝑦𝑗−𝑓𝑗)

𝟐𝑴
𝒋=𝟏

∑ (𝑦𝑗−�̅�)
𝟐𝑴

𝒋=𝟏

, where �̅� is the mean of 𝒚. PE does not have a lower bound, and its perfect 

score is 1.0, meaning all predicted value perfectly match observed data, or that 𝒇 = 𝒚. 

Forecasting >2 MeV Electron Flux Distributions  

Models in this section predict the integral fluxes of >2 MeV electrons. Key results are summarized 

in Tables 1 and 2, followed by detailed discussions. Table 1 lists PE values of all 32 models for 25 hr 

(or called 1-day) forecasts, and Table 2 are for 50 hr (2-day) forecasts. In each Table, there are eight 

input and window size combinations for each of the four ML algorithms, where the model names 

follow the convention of P2020. For example, FNN-64-32-elu are FNNs composed of two hidden 

layers—the first one has 64 neurons and the second has 32 neurons, and the neurons use Exponential 

Linear Unit (ELU, Clevert et al., 2015) as the activation function; LSTM-128 models have one layer 

with 128 memory cells; and conv-64-32-relu are CNN models composed of two convolutional 

layers—the first one contains 64 kernels and the second contains 32 kernels, and the kernels use 

Rectified Linear Unit (ReLU, Hahnloser et al., 2000; Nair & Hinton, 2010) as an activation function. 

All four categories of models in Tables 1 and 2 are the same as those in Tables 2 and 3 of P2020 and 

also have the same model hyperparameters. “Window size” refers to how many 5‐hr time bins of 

input data are needed by the models, e.g., a window size of four corresponds to a time history of 20 

hours. The Input Parameters column specifies the features needed for each model, dE2 refers to the 

normalized temporal derivatives of E2 fluxes, E246 indicates E2 fluxes at L = 4.6 are used as inputs 

for all L-shells, and SW and SWD refer to solar wind speeds and densities, respectively. Here E246 is 

used for other L-shells due to the high cross-Lshell correlation observed previously (e.g., Figure 4.  2C 

in Chen et al., 2019) as well as the demonstrated positive effects on forecasts (e.g., see models with 

highest PE values in Table 2 of P2020). Because of different selection of input features, the size of the 
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input layer changes accordingly. For example, the size of the input layer for model 10 in Table 1 uses 

a window size of 16 and data from E2, E3, P6, and SW channels. This corresponds to an input size of 

64 – four data channels multiplied by 16 data points for each channel. The last row in each Table is 

for the ensemble model that will be discussed later in this section.  

First, we examined the effects of feature selection (i.e., input combinations and window sizes) as 

in Figure 4-2, which uses linear and LSTM models as the examples and plots the out-of-sample PE 

values (for validation and test data) as a function of L-shells. In Panel A, the general trend can be 

observed for linear models that PE increases with the increasing number of input parameters and 

window sizes. All curves have similar shapes with the highest PE at L~4.0 and decreasing in both 

directions, while PE values at GEO go above 0.6. Note each PE curve has data points located at L-

shells from 3.0 to 6.0 with an increment of 0.1 as well as at GEO, per the way PreMevE was 

constructed as specified in Chen et al., 2019. The high PE values at GEO can be explained by the 

inclusion of >2 MeV electron fluxes in-situ measured by LANL-01A satellite, as previously seen in 

P2020. Here we highlight three examples: models 6 and 8 have different input parameters but the same 

window size, while models 7 and 8 have the same input parameters but different window sizes (see 

Table 1). It is seen that model 8 has the highest PE with SWD included in inputs. In Panel B, LSTM 

models have very different PE curves with large variations. Several LSTM models show a local 

minimum in PE with L-shell at ~4 and a plateau at L between 3.1-3.8. In addition, the inclusion of 

SWD to models 23 and 24 indeed decrease their PE at L ≤ 6 compared to those of model 22 (also see 

Table 1). PE values can drop below zero at small L < 3.0, particularly for the linear models, mainly 

due to the lack of training events, which is discussed later in this section. Therefore, hereinafter we 

confine our discussions on PE only for L ≥ 3.0.  
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To get an idea of model performance, we first inspected Table 1 for 1-day forecasts comparing 

models’ mean PE values, which are averaged over all L-shells except for GEO for individual models. 

Based on the mean out-of-sample PE values for combined validation and test data, one can rank 

models’ performance from high to low. For instance, in the linear category, model 8 is the top 

performer with the highest mean PE of 0.523, followed by model 6 with a PE value of 0.509. For the 

top performer model 8, its out-of-sample PE at GEO is 0.629, also the highest in the category and thus 

in bold and underscored. Similarly, the top and second performers in other categories are picked out 

with their mean PE in bold font and underscored. In Table 1, mean PE values of the four top (second) 

performers are 0.523 (0.509) for linear, 0.553 (0.488) for FNN, 0.537 (0.521) for LSTM, and 0.479 

(0.477) for CNN, while their PE values at GEO are 0.629 (0.625), 0.630 (0.603), 0.600 (0.581), and 

0.598 (0.566), which are not necessarily the highest of each category. Note among the four top 

performers, only the linear model 8 has SWD in model inputs, while at GEO three out of the four 

models with the highest PE, i.e., models 8, 15 and 23, have SWD included.  

Similarly, in Table 2 for 2-day forecasts, mean out-of-sample PE values for the four top (second) 

performers are 0.438 (0.431), 0.460 (0.416), 0.456 (0.451), and 0.423 (0.408), while their PE at GEO 

are 0.428 (0.431), 0.423 (0.419), 0.390 (0.384), and 0.402 (0.345) which are often not the highest in 

the category. For 2-day forecasts, SWD are not needed for the top four performers, while at GEO the 

only exception is the linear model 8. Therefore, unlike the important role of SW as demonstrated here 

and in P2020, SWD is not necessary for model input except for 1-day linear forecasts at GEO. Also, 

in both Tables 1 and 2, top FNN and LSTM models marginally outperform top linear models, 

suggesting the significance of non-linear component for >2 MeV electrons, in sharp contrast to P2020 

models for 1 MeV electrons in which top linear ones always have the highest (or next to the highest) 
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PE values. Additionally, PE values at GEO are ~0.1 higher than the mean PE at L≤6 for 1-day 

forecasts, while for 2-day forecasts PE values are slightly lower at GEO. 

PE curves for the top two performers in each category for one- and two-day forecasts are further 

compared in Figure 4-3 as a function of L-shell. First, note in both panels there is no one individual 

model that outperforms others over all L-shells. For example, linear models (i.e., the solid gray curves) 

have higher PE at L-shells above ~3.8, while the top FNN (red) and LSTM (brown) models perform 

better at small L-shells than the quickly degrading linear ones. Plus, the PE curves for the top linear 

model 6 of PreMevE 2.0 for 1 MeV electrons (see Tables 2 and 3 in P2020) are plotted in dashed gray 

for comparison. It can be seen that for this new model PE curves for the linear ones in solid gray and 

magenta have higher PE at L-shells >4.5 for 1-day (>4.0 for 2-day) but lower PE at smaller L-shells 

than the dashed gray curve. 

An overview of 1-day forecasted flux distributions from the four top models are presented in 

Figure 4-4, showing similar dynamics compared to those observed in target data. Over the entire 

interval, most MeV electron events are captured well in terms of both intensities and L-shell ranges, 

e.g., the areas in red and yellow colors. Exceptions include the significant electron dropouts, e.g., the 

vertical blue strip on days ~ 1080 at L > 5, and the deep electron injections into small L-shells below 

3.0. To highlight the differences between forecasts and target, error ratios for the four models are 

plotted in Figure 4-5, in which green color indicates perfect predictions while blue (red) means over-

(under-) predictions. For example, in the validation and test periods, the lack of vertical red strips 

suggests the onsets of >2 MeV electron events are well predicted, while the vertical blue strips reflect 

the predicted high fluxes during dropouts, which is acceptable since this model aims to predict the 

enhancements of energetic electrons. Again, the reddish areas at small L-shells ~ 2.8 and 2.9 during 

the validation and test periods, particularly in Panel A, indicate models under par performance in the 
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area. This is due to the fact that at these low L-shells training data is dominated by background and 

the ML algorithms can learn only from the single major event starting on day ~758, while there are up 

to three events during the validation and test periods. To keep the comparison standardized, we chose 

not to modify the training set for L-shells 2.8 and 2.9, and hence predictions at these L-shells are not 

as good as others. For the same reason, we excluded these two L-shells and only counted 3.0 and 

higher to calculate the mean PE values over L-shells as in Tables 1 and 2.  

Alternatively, models’ performance on 1-day forecasts can also be examined from scatter plots of 

flux data points over the entire 1289-day interval, as shown in Figure 4-6 for the top four models. In 

each 2D histogram, the position of each pixel compares the predicted and target fluxes and the pixel 

color counts the occurrences over the interval. In each panel, the diagonal indicates a perfect match, 

and the dark gray (light gray) dashed lines on both sides mark error factor ratios of 3 (5) and 1/3 (1/5) 

between predicted and observed fluxes (original flux values not in logarithm). The majority of the 

points (in red) fall close to the diagonal and are well contained between the two factor-3 lines, 

particularly the points in the upper right quarter during MeV electron events. The two percentages in 

the lower right show how many data points fall with the two pairs of factor lines, and the red number 

in the second row is the correlation coefficient (CC) value. It is seen that all models have high CC 

values from 0.90 to 0.91, and 71 - 78% (87-90%) forecasts have error ratios within the factors of 3 (5). 

In addition to PE, all these CC values and percentages help further quantify performance of the top 

four models. 

The overview plot for 2-day forecasts is given by Figure 4-7 for the four top performers as 

identified in Table 2. Similar features can be seen here as in Figure 4-4, including the resemblance 

between forecasts and observations as well as the misses at low L-shells of 2.8 and 2.9.  One noticeable 

feature in Panel D is the “patchiness” at L=4.2, where predicted fluxes by LSTM model 22 are 
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persistently lower than those in neighboring L-shells. This feature corresponds to the local minimum 

at L=4.2 in the solid brown PE curve for the same model in Figure 4-3B. A similar feature is also 

visible in Figure 4-7 E at the same L-shell and corresponds to the local minimum in the solid orange 

PE curve in Figure 4-3B.  Considering the L-shell dependent performance of models as shown in 

Figure 4-3, we decided to test ensemble forecasts for optimization, using a combination of linear and 

non-linear models. Indeed, as mentioned in Section 1, the ensemble forecast has been widely applied 

for weather forecasting (e.g., see the review by Cheung et al., 2001), and studies have shown that the 

ensemble mean can act as a non-linear filter with a skill statistically higher than any ensemble 

individual member (Toth and Kalnay, 1997). 

We first tested 1-day forecasts using a small ensemble group. As shown in the last row of Table 1, 

ensemble members include linear model 8, FNN model 13, LSTM model 22 and CNN model 29, 

which are the top four performing models in each of the four categories. At each time step the ensemble 

prediction of electron fluxes at one L-shell is the median of all four-member model outputs, and 

standard deviation of the outputs is the measure of uncertainty. One such example is shown in Figure 

4-8 , where at four individual L-shells the ensemble forecasts (in red) closely track the increments and 

decays of >2 MeV electron fluxes (black) observed during MeV electron events, and the gray strips in 

the background represent the uncertainties from this ensemble group. Similarly, another ensemble 

group was constructed for 2-day forecasts, with the same member models except for the linear one 

being replaced by model 8 (see the last row in Table 2), and the ensemble forecasts are also shown to 

closely trace observations at four individual L-shells as in Figure 4.  9.  

The plots in Figure 4-10 compare the observed and ensemble forecasted flux distributions over the 

entire interval. There are noticeable improvements, including the better predictions of low fluxes at L-

shells ~3.5, e.g., the blue area centered on day 552 during the training in Panel B, and the deep 
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injections to low L-shells during the validation and test periods when compared to the linear model in 

Figure 4.  4B. Also, the “patchiness” previously observed in 2-day forecasts in LSTM model has been 

much alleviated here in Panel D. In general, however, it is not easy to tell the difference just by 

eyeballing and comparing to distributions in Figure 4-4, 5 and 7.  

Therefore, we again use the PE to quantify model performance, comparing the ensemble PE curves 

to those of group members as a function of L-shell in Figure 4-11. First, it is seen that in both panels, 

the ensemble PE curves (in red) almost always stay to the rightmost for all L-shells, including at GEO, 

when compared to PE curves from four member models. The outperformance of ensemble models is 

consistent with previous results from other fields and justifies the usage of ensemble forecasting in 

this new model. Second, when compared to the PE curves in dashed gray from the linear model of 

PreMevE 2.0, our ensemble forecasts either have at least comparable performance in Panel A for 1-

day or have even better performance in Panel B for 2-day, in particular at medium or high L-shells. 

Looking back to Tables 1 and 2, the ensemble models have a mean PE value of 0.612 for 1-day and 

0.521 for 2-day at L ≤ 6, and 0.677 and 0.572 at GEO, and all these values are significantly higher 

than those from individual top performer models. Therefore, our test demonstrates the advantage of 

ensemble forecasting, and thus this new model is named PreMevE-2E for its adoption of ensemble 

forecasting to enhance prediction capability. To put this model’s performance into context, the 

operational Relativistic Electron Forecast Model (REFM) at NOAA has PE values of 0.72 and 0.49 at 

GEO for 1‐ and 2‐day predictions for daily averaged fluence of >2 MeV electrons, and our model 

has PE values of ~0.68 and ~0.57 at GEO for 1- and 2-day forecasts of >2 MeV electron fluxes with 

5 hr time resolution. In addition, besides GEO our model also has similar predictive performance 

across L-shells between 3 and 6 in the heart of the outer belt. 
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Note that here we only tested with a small ensemble group, and obviously there are other possible 

options. For example, the ensemble group may include more members, and not necessarily the same 

number of models from all categories. Besides, particularly at GEO the ensemble group can be 

different, for instance by selecting the models with the highest out-of-sample PE values at GEO. 

Furthermore, another possibility is to construct a “hybrid” model that uses the best performing 

model(s) at each individual L-shell, instead of selecting the same model(s) for all L-shells. For 

example, this hybrid model may combine nonlinear models at small L-shells (e.g., L<3.5 as in Figure 

4-3) and include more linear ones at large L-shells depending on their ranks in PE. From this sense, 

here the ensemble test is an initial test of the hybrid model—only with a small model group though—

and more extensive studies are expected in the future.  

Forecasting 2 MeV Electron Flux Distributions  

This section explains how PreMevE-2E predicts differential flux distributions of 2 MeV electrons. 

The methodology is identical to those used for >2 MeV electrons as described in Section 3, tested 

models are the same as in Tables 1 and 2, and here we summarize the results. First, the effects of 

model input parameters and window sizes are examined, and the mean PE values for individual models 

are presented in Tables 3 and 4 for 1- and 2-day forecasts, respectively. In Table 3, mean PE values of 

the four top (second) performers are 0.600 (0.590) for linear, 0.549 (0.548) for FNN, 0.549 (0.533) for 

LSTM, and 0.525 (0.518) for CNN, while their PE values at GEO are 0.566 (0.568), 0.461 (0.535), 

0.509 (0.539), and 0.459 (0.437), which are lower than the highest for each category. In Table 4, mean 

PE values of the four top (second) performers are 0.512 (0.506) for linear, 0.474 (0.461) for FNN, 

0.438 (0.435) for LSTM, and 0.439 (0.425) for CNN, while their PE values at GEO are 0.234 (0.244), 

0.186 (0.105), 0.138 (0.106), and 0.102 (0.125), which are often not even close to the highest value 

for each category. It is interesting to notice that the top (and second) linear models have higher mean 
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PE than all the remaining top performers for both 1- and 2-day forecasts. Based on the rank of mean 

PE values, in the last row of both Tables, ensemble forecasting models are constructed including the 

top performers from each of the four categories.   

The overview plots in Figure 4-12 compare the observed and ensemble forecasted flux 

distributions over the entire interval. The similarity between 1-day ensemble forecasts (Panel B) and 

target distributions (Panel A) is impressive, but the vertical red strips in the error ratio distribution 

(Panel C) at L > ~4 also suggest the forecasts often miss the very beginning of the onsets of MeV 

electron events. Similar features are seen in Panels D and E for 2-day ensemble forecasts.  

In Figure 4-13, model performance is quantified by comparing the ensemble PE curves to those of 

group members as a function of L-shell. First, as seen in Figure 4-11, in both panels the ensemble PE 

curves (in red) almost always stay to the rightmost for all Lshells, except for at GEO for 2-day 

forecasts, when compared to the PE curves from four member models. Therefore, the outperformance 

of ensemble models is confirmed for 2 MeV electrons. Second, when compared to the PE curves in 

dashed gray from the linear model of PreMevE 2.0, our ensemble forecasts have comparable (Panel 

B) or even higher (A) PE values in average but not at GEO. From the last rows of Tables 3 and 4, the 

ensemble models have a mean PE value of 0.624 for 1-day and 0.521 for 2-day at L ≤ 6, and 0.564 

and 0.186 at GEO, and all these mean PE values are higher than those from individual top performer 

models but not at GEO. To show more details, for 1-day forecasts, Figure 4-14 shows that at four 

individual L-shells the ensemble forecasts (in red) closely track the ups and downs of 2 MeV electron 

fluxes (black), and similarly Figure 4-15 shows the 2-day forecast results. It is noticeable that in Panel 

D the 2-day forecasts at GEO often have values much lower than those observed peak flux values, in 

particular during the several major events, which may explain the low PE value of 0.186 at GEO. 
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There are two motivations for us to test predicting differential flux distributions of 2 MeV 

electrons. The first is to have a counterpart in comparing with PreMevE 2.0 model for 1 MeV electrons, 

and it turns out the two models have very similar performance in term of PE (except for 2-day at GEO). 

The second motivation is that, with both integral and differential fluxes available, one can further 

determine a single-parameter energy spectrum shape (e.g., in an exponential form) that can be helpful 

to quantify radiation effects (e.g., ionizing doses) with a given satellite geometry and shielding design.  

Summary and Conclusions 

Using electron data from NASA’s Van Allen Probes mission, we have trained, evaluated 

and tested a set of supervised machine learning models to forecast ≥2 MeV electron fluxes. After 

evaluating the performance of these models, ensemble forecasting has proven overall to perform 

better than any individual model in different categories. After the completeness of training, our 

model has demonstrated its ability to make forecasts with no more need of in-situ electron 

measurements from Van Allen Probes.   

This new PreMevE-2E model can be used for predicting dynamic distributions of ultra-

relativistic electrons, with measurement inputs that are made available from satellites operating in 

LEO, GEO, and at the Lagrangian 1 point of the Sun-Earth system. In this work we have evaluated 

and tested: 1) the effects of different parameter combinations, including solar wind densities, as 

well as the window sizes for model performance; 2) four categories of linear and neural network 

models; and 3) the adoption of ensemble forecasting. PreMevE-2E has enhanced its forecasting 

capability by extending to the ultra-relativistic electron energy range. Model predictions over a 14 

months out-of-sample period demonstrate that this model provides high-fidelity 1-day (2-day) 

forecasts of ≥2 MeV electron flux distributions: the mean PE values are above 0.61 (0.52) for both 

integral and differential fluxes across L-shells from 3 to 6; at GEO, model PE values are ~0.68 and 
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~0.57 for 1- and 2-day forecasts of >2 MeV integral fluxes, and ~0.56 and ~0.19 for the differential 

fluxes of 2 MeV electrons. Therefore, we believe this newly updated PreMevE-2E model lays 

down another step stone towards fully predicting severe MeV electron events in the future. 
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Figures for chapter 4 

 

 

 

Figure 4-1 Overview of electron observations and solar wind conditions. All panels present the same 1289-day 

interval starting from 2013/02/20. A) Flux distributions of >2 MeV electrons, the variable to be forecasted (i.e., 

targets). B to D) Count rates of precipitating electrons measured by NOAA-15 in LEO, for E2, E3, and P6 channels, 

respectively. E) Solar wind speeds measured upstream of the magnetosphere from the OMNI data set. F) Solar wind 

densities. Data in Panels B to F serve as model inputs, i.e., predictors. The bottom color bars indicate the portions of 

data used for training, validation, and test. 
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Figure 4-2 PE values for the combined validation and test sets are presented as a function of L-shell for linear 

and LSTM models as in Table 1. A) Comparison of eight linear regression models with the last three being 

numbered.  B) Comparison of eight LSTM models also with the last three being numbered. The models are numbered 

in the way as in Table 1. Note all linear models behave similarly, but LSTM models vary greatly with different input 

parameters and window sizes. Also note there is no data points on each PE curve inside the shaded L-shell range (i.e., 

6.0 < L < GEO). 

  



131 

 

 

 

 

Figure 4-3 Model PE values for validation and test data are presented as a function of L-shell for the top two 

performers in each category forecasting > 2 MeV electrons. A) Top two performers of each category for 1-day (25 

hr) forecasts as listed in Table 1. In each category, the thick (thin) curve is for the top (second) performer. PE curve 

for the top linear model in PreMevE 2.0 making 1-day forecasts of 1 MeV electrons (P2020) is plotted in dashed gray 

for comparison.  B) Top two performers of each category for 2-day (50 hr) forecasts as listed in Table 2. PE curves 

are in the same format as in Panel A. PE curve for the top linear model in PreMevE 2.0 making 2-day forecasts of 1 

MeV electrons (P2020) is also plotted in dashed gray for comparison. 
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Figure 4-4 Overview of target and 1-day forecasted > 2 MeV electron fluxes across all L-shells for the entire 

1289-day interval. A) Observed flux distributions to be forecasted for >2 MeV electrons. Panels B) to E) show 1-day 

forecasted flux distributions by the four top performers, each with the highest out-of-sample PE from one category, 

including the linear regression model 8, FNN model 13, LSTM model 22, and CNN model 29 as listed in Table 1.  
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Figure 4-5 Relative error ratios of 1-day forecasts across all L-shells for >2 MeV electrons.  Panels A to D plot the 

deviations ratios, defined as targets minus forecasts and then divided by the targets, as a function of L-shell and time 

for linear regression model 8, FNN model 13, LSTM model 22, and CNN model 29, respectively, the four top 

performers as listed in Table 1. Green color depicts perfect predictions, and red (blue) indicates under-predictions 

(over-predictions). 
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 Figure 4-6 Model prediction vs. target 2D histograms for 1-day forecasted >2 MeV electron fluxes across all L-

shells. A) Histogram of the fluxes predicted by LinearReg model 8 (the linear top performer as in Table 1) vs. the 

target >2 MeV electron fluxes. The color bar indicates the count of points in bins of size 0.1 x 0.1. Similarly, panels 

B) to (D) show predictions vs >2 MeV target for FNN model 13, LSTM model 22, and CNN model 29, the top 

performers as in Table 1. In each panel, the diagonal line for perfect matching is shown in solid black curve, and the 

dashed dark gray (and light gray) lines indicate ratio—between original fluxes—factors of 3 (and 5). The dark gray 

(light gray) number in lower right is the percentage of points falling within the factors of 3 (5), and the red number 

shows the correlation coefficient. 
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Figure 4-7 Overview of target and 2-day forecasted fluxes across all L-shells. Panel (A) shows the observed flux 

distributions to be forecasted for >2 MeV electrons. Panels (B) to (E) show forecasts from the four top performers, 

each with the highest out-of-sample PE from one category, including linear regression model 6, FNN model 13, LSTM 

model 22, and CNN model 29 as listed in Table 2. 
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Figure 4-8 One-day ensemble forecasting results for > 2 MeV electron fluxes over individual L-shells. Results 

are shown for the validation and test periods, and panels from the top to bottom are for L-shells at 3.5, 4.5, 5.5, and 

GEO (6.6), respectively. In each panel, the target is shown in black, and the gray strip shows the uncertainty ranges 

(or standard deviations) from the ensemble group, and the median from the ensemble predictions is shown in bright 

red color. Note that the uncertainties from the ensemble models vary both spatially and temporally, however the 

median values follow the targets closely. 
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Figure 4-9 Two-day ensemble forecasting results for >2 MeV electron fluxes over individual L-shells. Results 

are shown for the validation and test periods, and in the same format as Figure 4.8.  
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Figure 4-10 Overview of target vs 1- and 2-day ensemble forecasted >2 MeV electron fluxes across all L-shells 

for the entire 1289-day interval. A) Observed flux distributions. B) One–day predicted flux distributions from the 

ensemble model. C) Deviation ratios between the target and 1-day predicted fluxes. D and E) Same format as B and C but 

for 2-day ensemble forecasts. 
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Figure 4-11 Model PE values for validation and test data are presented as a function of L-shell for ensemble 

models forecasting >2 MeV electrons. A) PE curves for 1-day (25 hr) forecasting models. The thick red curve is for 

the ensemble model compared to four individual ensemble member models (the top performers as defined in Table 1) 

in different colors. PE curve for the top linear model in PreMevE 2.0 making 1-day forecasts of 1 MeV electrons 

(P2020) is plotted in dashed gray for comparison. B) PE curves for 2-day (50 hr) forecasting models.  The red curve 

is for the ensemble model and other four curves are for ensemble member models (as defined in Table 2). The PE 

curve for the top linear model in PreMevE 2.0 making 2-day forecasts of 1 MeV electrons (P2020) is plotted in dashed 

gray for comparison. 
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Figure 4-12 Overview of target vs 1- and 2-day ensemble forecasted 2 MeV electron fluxes across all L-shells 

for the entire 1289-day interval. All panels are in the same format as in Figure 4.  10.  
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 Figure 4-13 Model PE values for validation and test data are presented as a function of L-shell for models 

forecasting 2 MeV electron fluxes. A) PE curves for 1-day (25 hr) forecasting models. The thick red curve is for the 

ensemble model (in red) compared to those for four individual ensemble member models (the top performers defined 

in Table 3) in different colors. B) PE curves for 2-day (50 hr) forecasting models.  The red curve is for the ensemble 

model and the other four curves are for the ensemble member models (defined in Table 4). The PE curves for the top 

linear model in PreMevE 2.0 making 1- and 2-day forecasts of 1 MeV electrons (P2020) are plotted for comparison.  
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Figure 4-14 One-day ensemble forecasting results for 2 MeV electron fluxes over individual L-shells. Results are 

shown for the validation and test periods, and panels from the top to bottom are for Lshell at 3.5, 4.5, 5.5, and GEO 

(6.6), respectively. In each panel, the target is shown in black, and the gray strip shows the uncertainty ranges (or 

standard deviations) from the ensemble group, and the median from the ensemble predictions is shown in bright red 

color.  

 

 

  



143 

 

 

 

Figure 4-15 Two-day ensemble forecasting results for 2 MeV electron fluxes over a range of L-shells. Results are 

shown for the validation and test periods, and in the same format as Figure 4.14. 
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Tables for chapter 4 

Table 4-1Performance of models in four categories (>2 MeV) for 1-day (25 hr) forecasts. Models in the 2nd column 

belong to four categories: linear regression, feedforward neural networks (FNN), long-short-term memory (LSTM), and 

convolutional neural networks. Window size column tells the number of 5-hourly bin data points needed as input, Input 

Parameters are model input combinations, and the rest columns show mean PE values for different intervals. Among the 

eight models in each category, the top performer—ranked by the out-of-sample performance efficiency (PE) values in the 

(PE val + test) column—has its model number in bold font and underscored, and the second performer has its number in 

bold. In the last column for PE at GEO for validation and test data sets, the highest PE value for each category is also in 

bold and underscored, and it may not be the same as the one from the top performer (which always has its GEO PE value 

underscored). The last row (model 33) is for the ensemble model PE values. 
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Table 4-2 Performance of models in four categories (>2 MeV) for 2-day (50 hr) forecasts. In the same format as 

Table 4.1. 
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Table 4-3 Performance of models in four categories (2 MeV) for 1-day (25 hr) forecasts. In the same format as Table 

4.1. 
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Table 4-4 Performance of models in four categories (2 MeV) for 2-day (50 hr) forecasts. In the same format as Table 

4.1.  
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Conclusions and final remarks  

Deep learning is a powerful technique that promises to extract and use patterns seen in data to 

solve a great many previously unsolvable problems. In this dissertation I have shown that deep 

learning provides excellent results in predicting leaks from oil-field wellhead data and the 

prediction of high energy electron fluxes. When I  started this dissertation I hypothesized that deep 

learning would also solve the problem of mapping parasequence sets from hundreds of gamma-

ray logs.  I tried alternative deep learning architectures to solve this problem to no avail. Instead, 

the application of more traditional (though state-of-the-art) statistical techniques guided by the 

human interpreter provided superior results. Even in chapter 4, linear regression produces equally 

good results for the lower to mid L shells for all but the ensemble deep learning model. . 

 The nature of the problem, amount of data available and ultimate aim of the project are 

extremely important junctions in the project life span to spend time before jumping into the details 

of a sophisticated architecture. I show in chapter 3 an application of automating the task of leak 

detection by posing the problem as anomaly detection. In general, machines are extremely good at 

performing repetitive tasks with high accuracy while humans are extremely good at recognizing 

new patterns. At the time of writing this dissertation, there are already claims of  a “singularity” 

being achieved where machine intelligence supersedes the human intellect. However, most of 

these tools are still either not commonly available or the claims of singularity itself disputed among 

scientists. Nonetheless, I find in the  geosciences applications addressed in this dissertation that 

machine learning holds great promise in automating  repetitive tasks, but find little evidence of 

machines superseding human “intuition”.    


