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#### Abstract

Networks are represented as a set of nodes (vertices) and the arcs (links) connecting them. Such networks can model various real-world structures such as social networks (e.g., Facebook), information networks (e.g., citation networks), technological networks (e.g., the Internet), and biological networks (e.g., gene-phenotype network). Analysis of such structures is a heavily studied area with many applications. However, in this era of big data, we find ourselves with networks so massive that the space requirements inhibit network analysis.

Since many of these networks have nodes and arcs on the order of billions to trillions, even basic data structures such as adjacency lists could cost petabytes to zettabytes of storage. Storing these networks in secondary memory would require I/O access (i.e., disk access) during analysis, thus drastically slowing analysis time. To perform analysis efficiently on such extensive data, we either need enough main memory for the data structures and algorithms, or we need to develop compressions that require much less space while still being able to answer queries efficiently.

In this dissertation, we develop several compression techniques that succinctly represent these real-world networks while still being able to efficiently query the network (e.g., check if an arc exists between two nodes). Furthermore, since many of these networks continue to grow over time, our compression techniques also support the ability to add and remove nodes and edges directly on the compressed structure. We also provide a way to compress the data quickly without any intermediate structure, thus giving minimal memory overhead. We provide detailed analysis and prove that our compression is indeed succinct (i.e., achieves the informationtheoretic lower bound). Also, we empirically show that our compression


rates outperform or are equal to existing compression algorithms on many benchmark datasets.

We also extend our technique to time-evolving networks. That is, we store the entire state of the network at each time frame. Studying timeevolving networks allows us to find patterns throughout the time that would not be available in regular, static network analysis. A succinct representation for time-evolving networks is arguably more important than static graphs, due to the extra dimension inflating the space requirements of basic data structures even more. Again, we manage to achieve succinctness while also providing fast encoding, minimal memory overhead during encoding, fast queries, and fast, direct modification. We also compare against several benchmarks and empirically show that we achieve compression rates better than or equal to the best performing benchmark for each dataset.

Finally, we also develop both static and time-evolving algorithms that run directly on our compressed structures. Using our static graph compression combined with our differential technique, we find that we can speed up matrix-vector multiplication by reusing previously computed products. We compare our results against a similar technique using the Webgraph Framework [50] [12], and we see that not only are our base query speeds faster, but we also gain a more significant speed-up from reusing products. Then, we use our time-evolving compression to solve the earliest arrival paths problem and time-evolving transitive closure. We found that not only were we the first to run such algorithms directly on compressed data, but that our technique was particularly efficient at doing so.

## Chapter 1

## Introduction

Graphs are structures consisting of a set of objects (vertices) and the relationships (arcs) among them. These structures can represent various real-world data such as social networks, information networks, technological networks, biological networks, and many more. While all this data has given us the opportunity to analyze and better understand these fields, the sheer size of the data has presented many challenges. For example, in this age of big data, real-world graphs have grown to contain vertices and arcs on the order of billions to trillions. Even basic structures such as adjacency lists could require petabytes to zettabytes of main memory. Moreover, the space requirements will only increase, as these graphs are ever-growing. Storing these graphs in secondary memory would require I/O access (i.e., disk access) during analysis, thus drastically slowing analysis time. In order to perform analysis efficiently on such large data, we either need enough main memory for the data structures and algorithms, or we need to develop compressions which require much less space while still being able to efficiently answer queries.

In this dissertation, we address this massive space requirement problem by
developing implicit and succinct representations of arbitrary graphs while also allowing fast access for certain queries. We then develop and run algorithms directly on the implicit and succinct representations. Our analysis will show that our compressions are indeed implicit and succinct and that algorithm run-times have been reduced to be proportional to the size of the compressed graph.

First, we must introduce some preliminary concepts needed to build a basis for understanding the rest of the dissertation. This includes descriptions of different types of graphs, graph representations, graph queries and algorithms, and graph compression concepts. Throughout this dissertation, we use the terms "network" and "graph" interchangeably, although a graph is technically a representation of a network.

### 1.1 Types of real-world graphs

In this section, we describe several types of real-world graphs.

### 1.1.1 Social networks

A social network is a set of people or groups of people and the relationships or interactions among them. Popular services such as Facebook, LinkedIn, and Instagram are all examples of social networks. Of all the real-world networks, social networks have the longest history of substantial quantitative study.

In the early days, social network analysis usually directly involved the participants by having them fill out questionnaires or by conducting interviews. A clever experiment performed by Milgram [93] in 1967 involved asking participants to pass a letter to one of their acquaintances in order to deliver the letter to a target individual. This experiment was the origin of the popular concept of the
"six degrees of separation," even though the phrase itself wasn't coined until later by Guare [57] in 1990. However, with the exception of a few ingenious indirect studies such as Milgram's [93] [125], most social network analysis suffered from problems of inaccuracy, subjectivity, and small sample sizes. A review of these issues has been given by Marsden [89].

Recently, due to the wide-spread use of the internet, many researchers have turned to other methods of probing social networks. Besides the above examples of social media (Facebook, etc.), we also have access to collaboration networks, which are plentiful and have relatively reliable data. A popular example of these networks is IMDB, which thoroughly records affiliations among film actors. Other examples of collaboration networks are coauthorship networks [55] [56] [58] [94] [95] (individuals are linked if they have coauthored one or more papers) and coappearance networks [1] [59] [74] [132] [136] (individuals are linked by mention in the same context). Communication records also contain reliable data from which we can construct social networks. Many studies have been performed on networks that were constructed from telephone calls [13] [91], emails [31] [64] [117], and instant messaging systems [33] [45] [111] [116].

### 1.1.2 Information networks

Information networks are similar to social networks, but focus more on the dissemination of information, rather than sharing experiences. They tend to be "follower" (i.e., directed) graphs rather than the "friend" model (i.e., undirected). This is not a strict requirement though, as Twitter can be considered a social network and an information network [97].

A well-studied example of such a network is the citation network, which is
a network of citations between academic papers. The structure of the citation network reflects the structure of the information stored at its vertices, hence the term "information network." Citation networks are also acyclic, meaning that papers cannot reference papers that have yet to be written. Research on citation networks goes back at least as far as 1926, with Alfred Lotka's discovery of the Law of Scientific Productivity [30], which states that the distribution of the numbers of papers written by individual scientists follows a power law. In the 1960s, Price [110] began forming networks from citation databases that had recently become available through the work of pioneers in the field of bibliometrics. Studies have continued since then with ever better resources.

The World Wide Web, which is a network of Web pages containing information linked by hyperlinks, is another important example of an information network. Note that The Web is different from the Internet, which is a physical network of computers. The Web is also cyclic, as opposed to a citation network. Our data about The Web comes from "crawls," meaning that we start at a page and we follow the hyperlinks. Thus, in a crawl that only covers a part of The Web (as all crawls currently do), pages are more likely to be discovered if they have many hyperlinks pointing to them. Since its appearance in the 1990s, it has been well-studied with notable mentions of Albert et al. [4] [7], Kleinbegk et al. [77], and Broder et al. [17].

### 1.1.3 Technological networks

Next, we have technological networks, which are man-made and typically designed to transport some commodity or resource. In this category, we refer to the networks formed by physical connections, not the networks formed by the traffic
of the commodity or resource being transported.
The most popular example of a technological network is the Internet, i.e., the physical (and wireless) connections among computers. The partial structure of the internet is usually reconstructed from large samples of point-to-point data routes. This can be done via the "traceroute" program, which reports the path its data packets took to get from the source computer A to some destination computer B. Thus, a large enough sample of paths should reveal a meaningful picture of the entire network. A few studies of Internet structure are Faloutsos et al. [42], Broid and Claffy [19], Chen et al. [25], Wu et al. [134], Townsend [124], and Ni et al. [102].

Telephone networks [85] and delivery networks [43] are other examples of technological networks. Again, we are referring to the actual networks of telephone wires and cables and networks of post-offices and parcel delivery companies, rather than the networks of who called whom.

Some other technological networks include electric power grids [5] [104] [113] [129] [130], airline routes [5] [36] [86], roads [32] [70] [67], and railways [52] [81] [118].

### 1.1.4 Biological networks

Finally, we see that many biological systems can be usefully represented as networks.

Classic examples of biological networks are neural networks, in which neurons are connected via synapses. Measuring the topology of real neural networks is extremely difficult, but has been done successfully in a few cases. The best known example is the reconstruction of the 282-neuron neural network of the
nematode C. Elegans by White et al. [131]. The network structure of the brain at larger scales than individual neurons (functional areas and pathways) has been investigated by Sporns et al. [119] [120] [121].

We also have networks formed by food webs, where nodes represent a species and a directed arc from A to B means that species A preys on species B. Constructing these networks is labor-intensive, but many extensive datasets and studies have become available in recent years [37] [38] [79] [108].

Another important class of biological networks is metabolic pathway networks [8] [46] [60] [69] [87] [109] [123] [128], which are representations of metabolic substrates and products with directed arcs joining them if a known metabolic reaction exists that acts on a given substrate and produces a given product.

In the next section, we formally describe how to represent networks as graphs, how to represent graphs with actual data structures, various graph properties, and common graph queries.

### 1.2 Graphs

A graph can be represented as a set of nodes and a set of arcs connecting the nodes, as in Figure 1.1. More formally, a graph $G$ is a system that $G=(V, E)$, where $V$ is the set of vertices and $E$ is the set of $\operatorname{arcs.}$ An $\operatorname{arc}(u, v) \in E$ connects node $u$ to node $v$. Thus, in a social network graph, the nodes are individuals and the arcs represent the relationships among the individuals [138]. For example, in graphs such as Facebook, an $\operatorname{arc}(u, v)$ indicates that person $u$ and person $v$ are friends.

A graph can be either undirected (as in Facebook), or it can be directed (as in Twitter). In the former case, a single arc $(u, v)$ implies that the arc $(v, u)$ also


Figure 1.1: A graph example
exists. We say that this relationship is reciprocated. However, in directed graphs, $(u, v) \neq(v, u)$. We also see that given the number of nodes $n$, the numebr of arcs $m$, and ignoring self-loop arcs $(u, u)$, a directed graph's sparseness can be calculated as $m /\left(n^{2}-n\right)$, where $n^{2}$ is the total number of arcs possible and $n$ is the number of self-loops. For undirected graphs, we ignore half the total arcs, giving $m /\left(\left(n^{2}-n\right) / 2\right)=2 m /\left(n^{2}-n\right)$.

In Table 1.1, we list some example static social, information, technological, and biological network graphs and their details. We include whether the graph is directed or not, the number of nodes $(|V|)$, the number of $\operatorname{arcs}(|E|)$, and how sparse the graph is based on the directed-ness and using $\left(m /\left(n^{2}-n\right)\right)$ or $\left(2 m /\left(n^{2}-n\right)\right)$ accordingly.

### 1.2.1 Time-evolving graphs

In Chapter 4, we will be considering time-evolving graphs. A time-evolving graph can be considered as a series of graphs (static snapshots) $G_{1}, G_{2}, \ldots, G_{\tau}$, for some lifetime $\tau$. That is, you can see exactly how the graph has evolved over time by storing its state at each time frame.

Definition 1.1 (static arcs). The set of static arcs are those resulting from $\bigcup_{i=1}^{\tau} E_{i}$, for each $E_{i} \in G_{i}$. That is, the set of distinct arcs throughout all time frames.

Definition 1.2 (contact). If an $\operatorname{arc}(u, v)$ exists from $t_{i}$ to $t_{j}$, then we provide

| Social | Directed? | $\|V\|$ | $\|E\|$ | Sparsity |
| :---: | :---: | :---: | :---: | :---: |
| Facebook | FALSE | 4039 | 88234 | 0.01 |
| Friendster | FALSE | 65608366 | 1806067135 | $8.4 \times 10^{-7}$ |
| LiveJournal | TRUE | 4847571 | 68993773 | $2.9 \times 10^{-6}$ |
| LiveJournal(com) | FALSE | 3997962 | 34681189 | $4.3 \times 10^{-6}$ |
| NotreDame | TRUE | 325729 | 1497134 | $1.4 \times 10^{-5}$ |
| Pokec | TRUE | 1632803 | 30622564 | $1.2 \times 10^{-5}$ |
| Information |  |  |  |  |
| Twitter | TRUE | 81306 | 1768149 | $3.5 \times 10^{-4}$ |
| cit-Patents | TRUE | 3774768 | 16518948 | $2.3 \times 10^{-6}$ |
| ca-AstroPh | FALSE | 18772 | 198110 | 0.001 |
| web-Google | TRUE | 875713 | 5105039 | $6.7 \times 10^{-5}$ |
| Technological |  |  |  |  |
| roadNet-CA | FALSE | 1965206 | 2766607 | $1.4 \times 10^{-6}$ |
| roadNet-PA | FALSE | 1088092 | 1541898 | $2.6 \times 10^{-6}$ |
| roadNet-TX | FALSE | 1379917 | 1921660 | $2.0 \times 10^{-6}$ |
| Biological |  |  |  |  |
| CC-Neuron | FALSE | 1018524 | 24735503 | $4.8 \times 10^{-5}$ |
| ChCh-Miner (drug) | FALSE | 1514 | 48514 | 0.04 |
| PP-Pathways (protein) | FALSE | 21557 | 342353 | 0.001 |

Table 1.1: Some static graphs
two contacts $(u, v, i)$ and $(u, v, j)$ stating that the arc began at $i$ and ended at $j$. This technique is used when representing a time-evolving graph as an contact list (Section 1.2.2) to avoid listing out the arc $j-i$ times.

In Table 1.2, we list some examples of time-evolving social network graphs. We describe them by their number of nodes $(|V|)$, number of static arcs $(|E|)$, lifetime, and number of contacts. We not only develop a compression for these graphs in Chapter 4, but we also run time-evolving algorithms directly on the compression in Chapter 5.

### 1.2.2 Representations

Now we review some common representations for graphs.

|  | $\|\mathrm{V}\|$ | $\|\mathrm{E}\|$ | Lifetime | Contacts |
| :---: | :---: | :---: | :---: | :---: |
| I-Comm.Net | 10000 | 15940743 | 10001 | 19061571 |
| I-Powerlaw | 1000000 | 31979927 | 1001 | 32280816 |
| I-Wiki-Links | 22608064 | 564224135 | 414347809 | 731468598 |
| I-Yahoo-Netflow | 103661224 | 321011861 | 114193 | 955033901 |
| G-Flickr-Days | 2585570 | 33140018 | 135 | 33140018 |
| soc-RedditHyperlinks | 55863 | 858490 | 104976000 | 858490 |
| sx-stackoverflow | 2601977 | 36233450 | 239673600 | 63497050 |
| email-Eu-core-temporal | 986 | 24929 | 69459254 | 332334 |

Table 1.2: Time-evolving network graphs


Figure 1.2: A graph as a Boolean adjacency matrix

In Figure 1.2, we show how a dots-and-lines graph can be be represented as a Boolean adjacency matrix. Each node is assigned a number from 0 to $n-1$, where $n=|V|$. Then for each $\operatorname{arc}(u, v) \in E$, we set the row $u$, column $v$ entry in the Boolean adjacency matrix to 1 , and the rest are set to 0 . This representation offers fast (i.e., constant) access time, but requires $n^{2}$ bits of space. On a billion node graph, this is 125 petabytes.

In Figure 1.3, we show the adjacency list representation of the same graph. Again, each node is assigned a number from 0 to $n-1$, where $n=|V|$. Then we allocate an array of size $n$, and for each node $u \in V$, we list each neighbor $v$. This list is created with pointers which each cost 64 bits. Thus, the space an


Figure 1.3: A graph as an adjacency list

|  | Size (bits) | $\operatorname{arc}(\mathrm{u}, \mathrm{v})$ | $\mathrm{N}(\mathrm{v})$ |
| :---: | :---: | :---: | :---: |
| Adjacency Matrix | $n^{2}$ | 1 | $n$ |
| Adjacency List | $2 m \times 64+2 m \log _{2}(n)+n \log _{2}(n)$ | $O(\delta(G))$ | $O(\delta(G))$ |
| arc List | $2 m \log _{2}(n)$ | $O(m)$ | $O(m)$ |

Table 1.3: Common graph representations (assuming 64-bit)
adjacency list representation occupies is $2 m \times 64+2 m \log _{2}(n)+n \log _{2}(n)$, where $m=|E|$. When $n=10^{10}$ and $m=10^{15}\left(2 \times 10^{-5} \%\right.$ sparsity $)$ this is 24.3 petabytes. This structure offers better space requirement than the Boolean adjacency matrix when $n$ is large and $m$ is small, i.e., the graph is sparse. However, it is slightly slower to answer queries with a worst case time complexity of $O(\delta)$, where $\delta$ is the size of the largest set of neighbors (i.e., maximum degree) of the graph.

A graph can also be represented as an arc list. This representation simply lists out each arc $(u, v)$. Thus, it requires $m \log _{2}(n)$ space with a worst case query time of $O(m)$. When downloading static graphs from the internet, they will usually be in this form.

Table 1.3 three types of static graph representations with their complexities.

## Time-evolving graphs

If a static graph can be thought of as a 2D Boolean adjacency matrix, then a time-evolving graph can be thought of as a 3D Boolean adjacency matrix, also called a presence matrix [47]. For each arc $(u, v, t) \in E$, we set the corresponding presence matrix entry to 1 , and the rest we set to 0 . This representation requires $n^{3}$ bits of space. Because of this, we see that basic data structures are not easy to adapt to time-evolving graphs. For another example, one could consider providing a set of adjacency lists for the graph at each time frame, but if an arc exists in many time frames, then we will have to create many redundant arcs. Because of the similarity between adjacency time frames, many works have been done using differential compression.

Additionally, we may represent a time-evolving graph as a contact list. This representation consists of a set of triplets $(u, v, t)$, in which a triplet represents a change in an arc $(u, v)$ at a time $t$, where $u$ is the source and $v$ is the destination. If an arc already exists at a time $t_{i}$ and then appears again at $t_{j}$, where $i<j$, then the arc is deactivated. Thus, if an arc has an odd number of occurrences at a given time, it is activated. It is deactivated otherwise.

### 1.2.3 Properties

## Static graphs

Many types of graphs tend to exhibit a certain set of properties. The graphs we examine are usually:

- Simple - The arcs are single, unweighted, undirected, and have no self-loops.
- Labeled - The users are anonymized and represented as integers.
- Large - There are nodes in tens of millions and arcs in the billions.
- Sparse - The sparsity is almost always below $0.01\left(m /\left(n^{2}-n\right)\right)$ or $\left(2 m /\left(n^{2}-\right.\right.$ $n)$ ).
- Streaming - Nodes and arcs constantly being added.
- Queryable - Many algorithms are run on these graphs in order to better understand their structure.


## Time-evolving graphs

Additionally, time-evolving graphs can be:

- Interval - Arcs exist in time intervals $\left[t_{i}, t_{j}\right)$, where $i<j$.
- Incremental - Once an arc has been activated, it remains so until the end of the lifetime. An arc may exist in several intervals and intervals may not overlap.
- Point - Arcs only appear at a single time frame, i.e., $\left[t_{i}, t_{i+1}\right)$. Arcs may appear multiple times.

Time-evolving graphs also have a time granularity (e.g., second, hour, day, etc.).

### 1.2.4 Queries

## Static graphs

Common queries on graphs are:

- Arc existence $(u, v) \in E$ ? - is there an arc from $u$ to $v$ ?
- List neighbors $N(v)$ - list all the out-neighbors of node $v$.
- Reachability $R(u, v)$ ? - is there a path from $u$ to $v$ ?
- Community queries (complete bipartite graphs) - a suite of operations such as finding all communities of a fixed size, listing all maximal communities, and enumerating all communities.
- Clique queries (complete subgraphs) - supports operations similar to community queries.
- Graph pattern matching - find all subgraphs that conform to some graph pattern.


## Time-evolving graphs

Common queries on time-evolving graphs are:

- DirectNeighbors $(u, t)$ - returns active adjacent neighbors of $u$ at time $t$.
- ReverseNeighbors(v,t) - returns active reverse neighbors of v at time t .
- $\operatorname{arc}((\mathrm{u}, \mathrm{v}), \mathrm{t})$ - returns true if $\operatorname{arc}(\mathrm{u}, \mathrm{v})$ is active at time t , false otherwise.
- $\operatorname{arcNext}((u, v), \mathrm{t})$ - returns the instant of the next activation of (u, v) after t , or t if it is active; otherwise returns $\infty$.
- Snapshot $(\mathrm{t})$ - returns all active arcs at time t .
- Activatedarcs $(\mathrm{t})$ - returns all $\operatorname{arcs}$ that were activated at time point t .
- Deactivatedarcs $(\mathrm{t})$ - returns all arcs that were deactivated at time point t .
- Changedarcs $(\mathrm{t})$ - returns all $\operatorname{arcs}$ that were activated or deactivated at time point $t$.


### 1.3 Compression

Given some data $X$ of length $|X|=n$, a compression is a function $C: X \rightarrow X^{\prime}$ such that $|C(X)|=n^{\prime} \leq n$. In other words, compressing some data reduces the space that data occupies. Compression can be lossy or lossless. For the purposes of this dissertation, we only focus on lossless compression.

### 1.3.1 Lossless compression

A lossless compression is one such that no information is lost, and thus the data can be perfectly recovered. More formally, given a compression function $C$, a decompression function $D$, and some data $X$, a lossless compression is such that $D(C(X))=X$. Such compressions are usually seen in applications such as: images (PNG), audio files (FLAC), and general compressions (gzip, zip, 7zip).

A natural question is: "how much can we losslessly compress data?" While there is a theoretical limit on every compression, it is generally uncomputable. Obviously, there is some limit to lossless compressibility. All we are doing is representing a binary string of size $n$ with a binary string of size $m<n$. Since there are less strings of size $m$ than those of size $n$, clearly we can't uniquely compress every possible string of size $n$.

Kolmogorov complexity - the length of the shortest program to compress a string.

Finding this measure is undecidable in general because it requires knowing whether a program produces a given output. This means that having an oracle that told you the Kolmogorov complexity of an arbitrary string would be enough to solve the halting problem. We demonstrate this informally using Algorithm 1.1.

```
Algorithm 1.1: GenerateComplexString()
    for \(i=1\) to \(\infty\) do
        foreach string \(s\) of length exactly \(i\) do
                if KolmogorovComplexity(s) \(\geq 6 \times 10^{9}\) then
                    return s;
```

Let's assume that Algorithm 1.1 requires 5001203792 bits of space; $5 \times 10^{9}$ bits for the language, $1.2 \times 10^{6}$ bits for the KolmogorovComplexity program, and 3792 bits for the GenerateComplexString program. GenerateComplexString is designed to generate all strings (starting from the shortest) until it returns one $s$ that has a Kolmogorov complexity of at least $6 \times 10^{9}$ bits. However, this is not possible. The Kolmogorov complexity is equal to the length of the minimal description of $s$. Yet our program is only 5001203792 bits. Since it is not possible to calculate the minimum description of an arbitrary input, it is also not possible to calculate its optimal compression ratio.

Information-theoretic lower bound - we can still theoretically calculate the storage lower bounds when considering a class of graphs. In particular, when considering an arbitrary (undirected) graph with $n$ vertices and $m$ arcs, the number of such graphs is $Z=\left(\begin{array}{c}\left(\begin{array}{c}n \\ 2 \\ m\end{array}\right)\end{array}\right)$, the storage lower bound is $\left\lceil\log _{2} Z\right\rceil$.

### 1.3.2 Queryable compression

Typically, general compressions, such as gzip, cannot read the data while it is compressed. The data must be completely decompressed before being able to be read. Compressions that are designed to support compressed reads are usually called compressed structures, as opposed to compression schemes.

More formally, a query preserving compression is designed to compress data
relative to a class $\mathcal{Q}$ of queries. Thus, given any query $Q \in \mathcal{Q}$, some data $X$, and the compressed data $X^{\prime}$, we have $Q(X)=Q\left(X^{\prime}\right)$. This typically does not reduce the complexity of the query, but it does reduce the space required to run the query.

### 1.3.3 Incremental compression

In many real-life cases, the data we are dealing with changes frequently. When compressing such data, it is beneficial to have an incremental compressed structure. In other words, we would like to have a compression that can directly edit the compressed data without having to decompress the data.

More formally, given a compression function $C: X \rightarrow X^{\prime}$, some data $X$, the compressed data $X^{\prime}$, and a list of changes $\Delta X$, an incremental compression directly computes changes $\Delta X^{\prime}$ to $X^{\prime}$ such that $X^{\prime} \bigoplus \Delta X^{\prime}=C(X \bigoplus \Delta X)$.

### 1.4 Graph compression

First, we ask: "Why not just use general compressions (gzip)?" The answer is two-fold:

- Graph compressions can be designed to take advantage of structural properties of the graph that general compressions are ignorant of.
- As mentioned before, general compressions are not typically queryable.

In Figure 1.4, a general compression would end up compressing the full 42 arc list. A graph compression could recognize this is a complete graph, and therefore represent it with a single integer, 7.


Figure 1.4: A complete graph of size 7


Figure 1.5: Reducing a complete bipartite graph

In Figure 1.5, we have changed the representation from needing $m+n$ nodes and $m n$ arcs, to $m+n+1$ nodes and $m+n$ arcs. Obviously, we could instead represent this graph with two integers, $m$ and $n$, but we would lose links entering and leaving this subgraph.


Figure 1.6: A reduced complete bipartite subgraph

In Figure 1.6, notice that this reduction also preserves links between nodes in the same partition and also link from outside the subgraph (black). Clearly, no links from outside the subgraph will attach to the virtual node (green).

### 1.4.1 Exploitable structural properties

The following structures and properties are some of those found throughout reallife network graphs and can be exploited to improve compression:

- Cliques (complete subgraphs) - Clearly, networks like social networks will have several groups of people where everyone is friends with one another. Such structures can be represented with a single integer.
- Communities (complete bipartite graphs) - Similar to cliques, these structures can be found in social networks. They can be reduced either by using only two integers, or by introducing a virtual node and redirecting all the arcs to this new node.
- Similarity - This is a property that many nodes will end up having similar sets of neighbors. This presents an opportunity to encode nodes by having them reference other nodes. This is prevalent throughout many real-world networks.
- Locality - This property is exposed when the graph has undergone an appropriate node reordering. The resulting labels of neighbors of a node will tend to be close to each other in the ordering. This property is the basis of gap encoding.


### 1.4.2 Node reordering

Node reordering algorithms are meant to better expose patterns and redundancies in the graph. This is illustrated in Figure 1.7. Node reordering is often combined with existing compression algorithms. Many graphs found online will be in the common lexicographical BFS ordering.

| 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 |
| 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 |
| 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 |
| 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 |
| 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 |
| 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 |
| 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 |$\longrightarrow$| 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 |
| 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 |
| 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 |
| 1 | 1 | 1 | 1 | 0 | 0 | 0 | 0 |
| 1 | 1 | 1 | 1 | 0 | 0 | 0 | 0 |
| 1 | 1 | 1 | 1 | 0 | 0 | 0 | 0 |
| 1 | 1 | 1 | 1 | 0 | 0 | 0 | 0 |

Figure 1.7: An unordered adjacency matrix (left); the same, reordered adjacency matrix (right)

### 1.4.3 Compressed Sparse Row

Although used since the mid-1960s, the first complete description of the compressed sparse row technique (CSR) was given by Tinney and Walker in 1967 [21]. Denoting the number of nodes with $n$ and the number of arcs with $m$, this format represents an $m \times n$ matrix $M$ by three one-dimensional arrays that respectively contain nonzero values, the extents of rows, and column indices. This format allows fast row access and matrix-vector multiplications ( $M x$ ). The details of the three arrays (A, IA, and JA) are as follows:

Let NNZ denote the number of nonzero entries in $M$.

- A is of length NNZ and holds all the nonzero entries of $M$ in left-to-right, top-to-bottom ("row-major") order.
- IA is of length $m+1$ and is defined by the following recursive definition:

$$
\begin{aligned}
& -I A[0]=0 \\
& -I A[i]=I A[i 1]+(\text { number of nonzero elements on the }(i-1) \text {-th row in } \\
& \text { the original matrix })
\end{aligned}
$$

- JA is of length NNZ and contains the column index in $M$ of each element of A.

For example, given the matrix:

$$
\left[\begin{array}{llll}
0 & 0 & 0 & 0 \\
0 & 0 & 2 & 9 \\
0 & 4 & 0 & 0 \\
8 & 0 & 0 & 0
\end{array}\right]
$$

we have $\mathrm{A}=\left[\begin{array}{llll}2 & 9 & 4 & 8\end{array}\right]$, $\mathrm{IA}=\left[\begin{array}{llll}0 & 0 & 2 & 3\end{array}\right]$, and $\mathrm{JA}=\left[\begin{array}{llll}2 & 3 & 1 & 0\end{array}\right]$.

### 1.5 Prior work

In this section, we discuss various prior works which succinctly represent graphs with no or little assumption about the structure of the graph itself. There are many other techniques which require some assumptions (such as planarity), but they are outside the scope of this dissertation. First, we must define different terms that relate how "close" a data structure is to the information-theoretic lower bound, in terms of space.

Suppose that $Z$ is the information-theoretical optimal number of bits needed to store some data. A representation of this data is called:

- implicit if it requires $Z+O(1)$ bits of space
- succinct if it requires $Z+o(Z)$ bits of space
- compact if it requires $O(Z)$ bits of space

| Reference* | Size (bits) | Labels | arcs | Fast <br> access | Fast <br> encoding | Graph <br> restrictions | Scheme <br> type |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Turan [126] | $\binom{n}{2}-\frac{1}{8} n \log _{2}(n)+O(n)$ | no | unsp. | no | no | - | -succinct |
| Naor [98] | $\binom{n}{2}-n \log _{2}(n)+O(n)$ | no | unsp. | yes | yes | arbitrary <br> adj. matrix | -succinct |
| Raman [112] | $\left\lceil\log _{2}\binom{n^{2}}{m}\right\rceil+o(m)$ | no | dir. | yes | no | - | - |

In Table 1.4, we list several succinct data structures for graphs with little or no restrictions (arbitrary). We include the name of the first author (and a reference), the size complexity in bits, whether the representation is vertex or arc labeled, if the representation provides fast access or encoding, the graph's restrictions, and the scheme type (i.e., implicit, succinct, compact).

### 1.6 Conclusion

We have covered what a network is and how to represent one. We have also defined some compression concepts and how to apply them to graphs. In this dissertation we shall develop novel, implicit and succinct, queryable, incremental, arbitrary graph compressions based on binary trees. Each subsequent chapter tackles different challenges that emerge from massive space requirements and gives discussion on related work, detailed algorithms, analysis, and empirical study.

The rest of the dissertation is outlined as follows:

- We begin by developing a queryable, incremental, arbitrary, static graph compression that reduces the graph's size to the theoretical minimum (Chapter 2).
- We continue this work by adapting the compression to speed up matrixvector multiplication by reusing products via differential compression (Chapter 3).
- Next, we move our compression to the field of time-evolving network graphs, again reaching the theoretical minimum (Chapter 4).
- We adapt our time-evolving graph compression to run algorithms such as the earliest arrival paths problem, and our own novel problem definition of time-evolving transitive closure (Chapter 5).
- Finally, we conclude the dissertation (Chapter 6).


## Chapter 2

## Arrays of compressed binary trees

In this chapter, we propose to build a compressed data structure that has a compressed binary tree corresponding to each row of the adjacency matrix. We do not explicitly construct the adjacency matrix, and our algorithms take the arc list (even gzipped) representation as input for its construction. This allows for minimal memory overhead. Our compressed structure allows for faster arc and neighborhood queries, and also it allows arcs to be added and removed directly from our compressed structure (streaming operations). We have evaluated our compression technique and compared the resulting size with existing compression algorithms along with many other parameters. For the purposes of our experiments for this chapter, we focus on social networks and the Webgraph framework, which is the current state-of-the-art social network compression. We have used the publicly available network data sets such as Friendster, LiveJournal, Pokec, Twitter, and others. We show that our improvements allow the structure to perform better than the current state-of-the-art technique in terms of compression
size and other key metrics.

### 2.1 Introduction

A network can be represented as a graph. Most social networks like Facebook are undirected, meaning that the relationship is mutual. We use the terminology reciprocity or reciprocal to describe the relationship that flows both ways (viz., undirected). In contrast, a network like Twitter is directional, as meant by their concept of 'following'. Clearly, we can see that knowledge learned from these graphs has been used in the industry to better coordinate events, suggest friends, advertise, and recommend games.

Most real-world networks are ever growing. For example, from Q2 2017 to Q2 2018, the number of daily active Facebook users grew from 2.0 billion to 2.23 billion [29]. Many networks comprise not only of individuals but also of business entities and hence the size of such graphs can pose a high level of difficulty for analysis.

Many different queries may be run on networks. When developing a queryable compression technique, the compressed structure is usually designed to be efficient with a specific set of queries [73]. The most popular of these are typically community operations and the reachability query. When building the algorithms to answer these queries, neighborhood enumeration and arc existence operations are put to heavy use, especially in problems such as network pattern mining and friend suggestion.

Consider a snapshot of Friendster database with $n=65608366$ nodes and $m=1806067135$ arcs. Using a Boolean adjacency matrix representation, we get a size of $65608366^{2}$ bits $=538 \mathrm{~TB}$. Assuming 64 -bit pointers and using the
equation $2 m \times 64+2 m \log _{2}(n)+n \log _{2}(n)$, even an adjacency list representation would consume about 41GB. Clearly, most computers will not have enough main memory to process such large graphs. As such, it must make access calls to disk, thereby incurring a high time penalty. Given this, our desire is to compress the graph to a size that can not only fit in the main memory but also provide mechanisms to perform neighbor and arc queries on the compressed structure itself.

Most raw, uncompressed graphs from various resources are represented as plain text files. These files are merely the graph in arc list form. That is, each line consists of two numbers, $u$ and $v$, separated by a space. A common requirement for most compression algorithms is an intermediate structure, such as an adjacency list, that is built from this arc list and used to efficiently build a final compressed structure [88]. Since we can incrementally build our compression, we do not require such an intermediate structure.

For obvious reasons, the original arc list text files are stored with common compression programs such as gzip. Preprocessing large graphs like our Friendster graph requires at least 31 GB of memory, and 7 GB if the arc list was compressed with gzip [Table 5.1]. Here, we also present a method of compressing the graph directly from its gzipped arc list format. Since our compression scheme uses no intermediate structure when compressing, this ensures minimal memory overhead. Our compression technique is based on indexed arrays of compressed binary trees [100], with enhancements provided by preorder traversal. The binary trees will be responsible for compressing a node's arcs, and the indexes will provide quick access to those nodes in the compressed graph. Our motivation for using binary trees springs from our earlier research with the quadtree data structure [99]. The quadtree structure could be thought of as compressing the graph's entire 2D adja-
cency matrix representation, whereas binary tree representation compresses each individual row of the matrix. Our contributions can be summed up as:

- We use a novel indexed array of compressed binary trees structure that can incrementally construct the compressed file as nodes and arcs are added and removed (streaming graph model). This representation is used in conjunction with preorder traversal for efficient query execution. Existing algorithms require the entire adjacency list or adjacency matrix before the construction of the compressed output can begin.
- We improve our compression ratio by better encoding groups of ones, as well as branches that only contain one arc.
- We provide improved encoding for directed graphs by only compressing the upper triangular matrix and including an extra bit per arc to represent reciprocity.
- We improve our compression ratio by more efficiently encoding our tree structure once we reach the bottom levels.
- We provide a method for compressing the graph directly from its gzipped arc list form.
- We present algorithms to execute arc and neighbor queries that directly operate on the compressed file.
- We present a special in-memory data structure to further improve run-times for streaming data.
- We present detailed experimental results using the SNAP database [122] to obtain performance benchmarks on several networks, including a compar-
ison of BFS vs preorder traversal. It may be noted that SNAP datasets in the form of arc lists are directly read in to memory for compression, avoiding intermediate memory usage.
- We believe we are the first to provide a compression technique for streaming graphs that efficiently support widely-used operations.

The rest of the chapter is organized as follows. In Section 2.2, we review related works which are based on the availability of the entire adjacency matrix or list for compression to complete. In Section 2.3, we formally define our queries and review common network graph terminology. We then present the details of binary tree compression in Section 2.4. We report empirical results in Section 2.5. Finally, we conclude the chapter in Section 2.6.

### 2.2 Related work

There are several existing works that present compression algorithms that are similar in idea to the ones we present here. In general, our compression concept is most similar to $k^{2}$-trees [16]. However, $k^{2}$-trees only compress the Boolean adjacency matrix as a whole, whereas we use compressed binary trees to represent each row of the adjacency matrix. We also use different encoding schemes to better compress runs of ones and branches that only contain one arc. We do not compare against $k^{2}$-trees since Backlinks compression (BLC) outperforms them in terms of directed static graphs.

Adler and Mitzenmacher [2] introduced a web graph compression scheme by finding nodes with similar sets of neighbors. Randall et al. [114] were the first to use the lexicographical ordering of the URL's on a web page to compress a graph.

Their method exploits the fact that many pages on a common host have similar sets of neighbors. Boldi and Vigna [12] also exploited inherent properties of web graphs for compression. They found that proximal pages in URL lexicographical ordering often have similar neighborhoods. This lexicographical locality property allowed them to use gap encodings when compressing arcs. In order to further improve compression, Boldi et al. [12] developed new orderings that combine host information and Gray/lexicographic orderings.

In 2009, Chierichetti et al. [27] modified the Boldi and Vigna compression method [12] to better target social networks. Their method exploits the similarity and locality properties of web pages along with the idea that social networks have a high number of reciprocal arcs. This method is called the Backlinks Compression scheme and serves as the key benchmark for our empirical study.

In 2014, Liakos et al. [83] also improved Boldi-Vigna's compression ratio and access times by separately compressing the dense main diagonal stripe of the graph's adjacency matrix.

In 2010, Maserrat and Pei [92] introduced a compression scheme specifically designed to compress social networks while maintaining sublinear neighbor queries. They achieve this by implementing a novel Eulerian data structure using multi-position linearization. Their results are the first to answer out-neighbor and in-neighbor queries in sublinear time.

In 2014, Lim et al. [84] invented Slashburn, a new ordering method to execute on the graph before a general compression. The idea is to stray away from the definition of 'caveman' communities and instead use the idea of real world graphs being more like hubs and spokes connected only by the hubs. After executing their ordering function, they use a block-wise encoding method (such as gzip) for the actual compression. The novel technique described in Slashburn [84] reduces
the total number of blocks (where a block is a sub-matrix with non-zero entries). Their query times focus more on the problem of matrix-vector multiplication, which is used in problems such as PageRank, diameter estimation, and connected components [72].

Our work here targets graphs that are streamed in and therefore does not lend itself to storing the graph in an adjacency matrix or list and renumbering vertices to achieve a good compression (measured as number of bits used per arc on the average).

The work presented here is an enhanced version of our work described in [100] which was inspired by our previous work involving quadtree compression [99] where we treated the Boolean adjacency matrix as a 2D space to be compressed by a quadtree. The resulting tree was outputted in BFS order as a string of bits. Our transition from quadtrees to an indexed array of binary trees is based on the principle that if a quadtree can compress the entire $n \times n$ Boolean adjacency matrix as a 2D image, then $n$ binary trees can each compress a single row of the matrix. This transformation in conjunction with (i) using preorder traversal, (ii) providing an in-memory structure, and (iii) incorporating a key modification to better encode reciprocal arcs, and (iv) a massive improvement to the general encoding scheme, we show that we are able to improve the query and streaming times.

### 2.3 Preliminaries

In this section, we describe some network characteristics, common operations, and standard compression techniques.

### 2.3.1 Real-world networks

Here we shall describe the general characteristics that are typical in these types of graphs.

## Sparseness

Real-world networks are very sparse. For example, our LiveJournal graph contains about 4.8 million nodes and about 69 million arcs. The total number of possible arcs is $\left(4.8 \times 10^{6}\right)^{2}-4.8 \times 10^{6}=2.3 \times 10^{13}$. Therefore we only have $\left(100 \times\left(6.9 \times 10^{6}\right) /\left(2.3 \times 10^{13}\right)=3 \times 10^{-5} \%\right.$ of the total arcs possible. If we were to draw the Boolean adjacency matrix for this graph, it would be mostly zeros.

## Similarity

This property states that nodes close to each other in a lexicographical ordering have similar sets of neighbors. For example, in a high school with 300 students, the nodes might be numbered $0-299$ in a lexicographical ordering. Since the students are likely to be friends with each other, many of the nodes will have similar sets of neighbors.

## Locality

With locality, a node tends to be connected to other nodes closer to its position in the lexicographical ordering. In other words, node 0 is more likely to be connected to node 100 rather than node 1000000 . Locality is tied closely with similarity, but the distinction is important.

### 2.3.2 Real-world network compression

Next, we outline common compression exploits for the characteristics described in Section 2.3.1. Our new compression technique doesn't make explicit use of any of these exploits, but our benchmark compression and many other algorithms do. Regardless, these techniques are standard background knowledge when understanding any SN compression.

## Gap encoding

This technique takes advantage of the locality property. Even though the label numbers for a node's neighbors may be large, the numbers should be close to each other. Therefore instead of actually encoding the large label numbers, we encode the differences (gaps) between them. For example, if we have nodes labeled 1000000 and 1000001, instead of encoding these two large numbers, we can encode the difference between them, 1.

## Removing neighbor redundancies

Next, we describe how to exploit the similarity property. Since this property states that nodes close to each other in the ordering share common neighbors, we can see that those similar neighbors present redundant information that can be optimized out. When encoding a node $n$, we check $k$ of the previously encoded nodes for common neighbors. If a sufficiently similar node $x$ is found, node $n$ is compressed based on $x$.

It is important to realize the negative effect this technique has on access operators. Since we are linking nodes to previous nodes, we can form a chain of references. Therefore, when querying a node, we may end up having to query all
the nodes in the reference chain. This is also why streaming is usually impractical on such compression schemes. One arc update may cause a large chain of updates.

## Node reordering

If the ordering of the nodes in the graph is random, then the previous two exploits will fail. Therefore, a common bit of preprocessing is to reorder the nodes in the input graph based on some ordering scheme. The standard is a BFS lexicographical reordering. Recently, there is also Slashburn - a social network specific, node reordering technique [84].

### 2.3.3 Real-world network operations

Lastly, we review the common operations performed on social network graphs.

## Arc existence queries

The most basic operation is checking whether or not an arc exists between two nodes. Formally, given a graph $G=(V, E)$ and an $\operatorname{arc}(u, v)$, determine if $(u, v) \in$ $E$.

## Node neighbor queries

As previously stated, neighbor queries are arguably the most important for realworld networks. Given a graph $G=(V, E)$ and a node $u$, list all the out-neighbors of $u$.

## Arc addition/removal

This operation is available only in streaming graph compressions, otherwise known as incremental graph compressions. These compressions allow arcs and nodes to be efficiently added and removed without having to completely re-compress the graph.

### 2.4 Indexed array of compressed binary trees

Next, we move on to the description of our compression technique. For every input graph $G=(V, E)$, we assume that $E$ is sorted and nodes in $V$ are labeled from 0 to $|V|-1$. We also assume that $|V|$ is rounded up to the next power of two.

This assumption is only necessary for a direct construction, rather than an incremental one.

### 2.4.1 Node-centric, indexed structures

As previously mentioned, most real-world networks and their query operations are node-centric. This indicates that our compression method must also be nodecentric. That is, our compression technique will compress one node at a time, in order. Compressing a node consists of compactly representing all the node's neighbors in a lossless way. A node is compressed into a string of bits that is then appended to the final bit-string.

A consequence of being node-centric is that when querying for an $\operatorname{arc}(u, v)$, we must start at the beginning of the compressed graph and read sequentially up to node $u$. A workaround for this is to include an array of indexes that point to
the positions of every node in the compressed graph. This is a common practice and sacrifices minimal space for a great speed increase on queries [83]. In our case, the space requirement is $O(n d \log (n))$, yet we receive a neighbor query time complexity of $O(d \log (n))$, where $d$ is the degree of the graph.

### 2.4.2 Compressed binary trees

A binary tree is a tree in which every non-leaf node has two children. A full binary tree of depth $k$ has $2^{k}$ leaf nodes. Let $n=|V|$. When a graph $G=(V, E)$, as in Figure 2.1 (a), is represented as an $n \times n$ Boolean adjacency matrix, as in Figure 2.1 (b), each row $i$ of the matrix represents all the neighbors of node i. Knowing this, we can represent a matrix row of width $n$ with a binary tree of depth $\log _{2}(n)$. We do this for each node's adjacency row as each time frame. This process is summarized in Figure 2.1 (c).

For a compressed binary tree, each node in the tree is encoded with one bit each. A node is set to true if it is a non-leaf node, or if it is a leaf node corresponding to an arc. All nodes marked false are leaf nodes. This encoding scheme prunes off sections of the matrix row that are empty, while the path to an arc must travel to the bottom of the tree. Examples of compressed binary trees are illustrated in Figure 2.1 (d). Nodes have brackets indicating which indexes of the adjacency matrix row the nodes range over.

### 2.4.3 Improved encoding

Next, we show that this encoding scheme can be even further improved. Currently, our tree efficiently compresses runs of zeros, but must expand to the maximum depth whenever an arc is active (i.e., there is a one). Now, notice that


Figure 2.1: A graph represented as a series of compressed binary trees
when a non-leaf node is labeled with a one, it should normally never be followed with two zeros [23]. We can exploit this fact to better compress our ones. We can use this to not only compress consecutive arcs, but also branches that only contain one arc.

We show how to encode these two cases in Figure 2.2. If a non-leaf node is followed by two zeros, then an additional bit must follow. If the bit is zero, then the current branch contains only ones, as in indexes $[0,15]$ of Figure 2.2. If the bit is one, then the branch contains a single arc, as in index [28] of Figure 2.2. After the bit, we then provide a relative binary path to the arc, given in Algorithm 2.1.

In Algorithm 2.1, we are given "begin" and "end" which represent the range of our current node, along with the target index " j ." We calculate the relative depth in line 2 , which will be the length of our returned bit-string. In lines 5


Figure 2.2: Improved compression of an adjacency row ( $\mathrm{n}=32$ ) containing 17 arcs with only 13 bits
through 12, we loop through each level of the remaining depth, and append a one or a zero, depending on which child the path should navigate to. We return the path's bit-string in line 13. Next, we describe Algorithm 2.2, which encodes a node given its neighbor list.

In Algorithm 2.2, we are given as input a node's neighbors a a list of positions indicating the indexes of all the ones in the Boolean adjacency matrix row. If a target is already a neighbor of the node, it is to be removed. We use the visitor pattern and some LINQ notation [9] for ease of reading. We start by traversing through the CBT representing the node's current neighbors. On line 6, we get the node's neighbors as a list of the positions of the ones in the row of the Boolean adjacency matrix. Line 10 makes use of our new encoding scheme by appending ' 000 ', indicating that this entire branch is full of ones. Lines 12 through 16 also uses a new encoding scheme by appending ' 001 ', followed by the relative binary path to the target position of the only one in this branch. If there were no ones for this branch, then we simply append a zero, as in line 18 . We return the differential CBT as a bit-string in preorder traversal in line 21.

We further improve our encoding by noticing that as we reach the bottom of our compressed tree where a node only spans two indexes of the row, it is no longer

```
Algorithm 2.1: A relative binary path
    Input: int begin, int end, int j
    Output: The relative binary path as a bit-string
    begin
        BitString s;
        depth \(=\left\lceil\log _{2}(\right.\) end - begin \(\left.)\right\rceil ;\)
        s.Initialize(depth);
        for \(i=0 ; i<\) depth; \(i++\) do
            mid \(=\lceil(\) begin + end \() / 2\rceil\);
            if begin \(\leq j<\) begin + mid then
                s.AppendBit(0);
                end \(-=\mathrm{mid}\);
            else
                s.AppendBit(1);
                begin \(+=\) mid;
        return s;
```

efficient to maintain our tree structure. We instead directly replace this section of the tree with the two indexes (bits) they are supposed to represent. Both approaches have a best case of four bits when dealing with two nodes that span four indexes together. However, the old approach requires six bits in its worst case, compared to the new approach's requirement of four bits. This change is illustrated in Figure 2.3. However, for simplicity's sake in our algorithms and analyses, we maintain our notion that the last level keeps to the original compressed binary tree structure.

When a compressed binary tree is output to a bit-string, we have many choices of how to traverse the tree, e.g., BFS or preorder traversal. In our previous work [100], we traversed the graph in the BFS order. However, it can be seen that a preorder traversal would provide a better average time complexity when querying, since the leaf nodes are not all at the end of the bit-string. Such a traversal would also improve streaming operations, since all the bits related to an arc are grouped

```
Algorithm 2.2: Improved Binary Tree Compression
    Input: List<int> ones
    Output: \(\mathrm{CBT}_{i+1}^{\prime}\) as a bit-string
    begin
        BitString s;
        Node node \(=\) cbt.Root;
        Visitor vtr = PreOrderTraversal(node);
        while !vtr.End() do
            nodeTargets \(=\) ones.Where \((\mathrm{x}=>\) node. \(\operatorname{Spans}(\mathrm{x}))\);
            if nodeTargets. Count() \(>0\) then
                s.AppendBit(1);
                if node.IsFull(nodeTargets) then
                s.AppendBitString('000');
                vtr.Ignore(node);
                else if nodeTargets.Count() \(==1\) then
                s.AppendBitString('001');
                path \(=\) RelativeBinaryPath(node.begin, node.end, target);
                s.AppendBitString(path);
                vtr.Ignore(node);
            else
                s.AppendBit(0);
                vtr.Ignore(node);
            node \(=\) vtr.Next();
        return s ;
```

next to each other, as opposed to being scattered throughout the bit-string when applying BFS. Therefore, using preorder traversal, the bit-string for Figure 2.3 would be 1100010011100. For comparison, the corresponding BFS ordering would be 1110000011100 .

In Figure 2.2, we have an adjacency row of size $n=32$ containing $17 \operatorname{arcs}$ and compressed to only 13 bits using our improved encoding scheme. This example demonstrates the case where a node's left child contains all ones, and the right child only contains a single one. In the latter case, it means that the current branch leads to a single arc to which we then provide a direct binary path,


(a)

(b)

Figure 2.3: The improved compressed tree encoding comparisons in the (a) best case and (b) worst case
relative to the current branch. That is, while the example's change is encoded at the right child of the root of the tree $(d=1)$, it could occur at any depth $d<\log _{2}(n)-3$ with a saving of $\log _{2}(n)-2 d-d-3=\log _{2}(n)-d-3$ bits.

### 2.4.4 Analysis

Suppose that a arbitrary graph has $n$ nodes and $m$ arcs. Each arc is stored as a 1 in the Boolean adjacency matrix, with the rest of the entries being 0 .

Lemma 2.1: Assuming a graph with $n=2^{k}$ nodes where $k>0$, the binary tree corresponding to a node can have a depth of at most $k$.

Proof: At each depth, the range that a binary tree's node can span is halved. Thus, the maximum depth is $\log _{2}\left(2^{k}\right)=k$.

Lemma 2.2: Given a directed graph with $n=2^{k}$ and $k>0$, a node with a single arc can be represented with $k+4$ bits.

Proof: Using Lemma 2.1, our improved encoding, and given a depth of $k$, we need 4 bits to indicate that we are giving a relative binary path, plus the $k$ bits for the actual path. Thus, we have $k+4$ bits.

Lemma 2.3: Given an arbitrary graph with $n=2^{k}, m$ arcs, and an average degree $\delta=m / n$, a single node from the graph can be encoded with a total space of $\delta\left(\log _{2}(n / \delta)\right)+O(\delta)$ bits.


Figure 2.4: A full binary tree of a node with 6 neighbors, and 7 shared (gray) nodes

Proof: Using Lemma 2.2 and the graph conditions explained above, a compressed node would yield a total of $k \delta+4 \delta$ bits. However, not all of the paths (in the binary tree) to each neighbor may be unique. We can see that the worst case is when every node in the binary tree is present up to depth $\left\lfloor\log _{2} \delta\right\rfloor$. We can see these shared nodes illustrated in Figure 2.4. After that level, the worst case follows with each path to the $\delta$ neighbors being unique, giving a total space of $\sum_{j=1}^{\left\lfloor\log _{2} \delta\right\rfloor}\left(2^{j}\right)+\delta\left(k-\left\lfloor\log _{2} \delta\right\rfloor-1\right)+4 \delta=\delta\left(\log _{2}(n / \delta)\right)+O(\delta)$ bits.

Proposition: Given an arbitrary graph with $n$ nodes and $m$ arcs, the informationtheoretic lower bound for storage is $m \log _{2}\left(n^{2} / m\right)+O(m)$ bits [18].

Theorem 2.1: Given an arbitrary graph with $n=2^{k}$ nodes, $m$ arcs, and average degree $\delta=m / n$, our compression's space requirement is $m \log _{2}\left(n^{2} / m\right)+O(m)$ bits, thereby achieving the information-theoretic lower bound.

Proof: Given the graph conditions explained above, we must use the formula in Lemma 2.3 for all the $n$ nodes, giving $n\left(\delta\left(\log _{2}(n / \delta)\right)+O(\delta)\right)=m \log _{2}\left(n^{2} / m\right)+$ $O(m)$.

A 3D-plot of our upper bound space requirements is given in Figure 2.5.


Figure 2.5: 3D-plot of space (bits) requirements of our technique given $n$ (nodes) and m (arcs)

We can see that the worst case results in a perfect binary tree, which is where all nodes have two children and all leaf nodes are at the same depth. This gives us $2^{n+1}-1$ nodes. These trees can be formed from graphs such that every other arc (in the sorted order) is missing, such as the adjacency matrix in Figure 2.6. Here, we are given a Boolean adjacency representation of a graph. Since it is checkered, there is no possible compression for this graph, and we are left with a perfect binary tree. There are other possible worst case graphs, but there can be
no two arcs missing, $\left(u_{n}, v_{n}\right)$ and $\left(u_{n+1}, v_{n+1}\right)$, such that $n$ is even. The parent node of those arcs would become compressed, and we would no longer have a perfect binary tree. Since most real-world graphs are extremely sparse (e.g., social networks), they are far away from the worst case, as verified in Section 2.5.

| 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 |
| 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 |
| 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 |
| 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 |
| 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 |
| 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 |
| 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 |$\longrightarrow$| 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 |
| 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 |
| 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 |
| 1 | 1 | 1 | 1 | 0 | 0 | 0 | 0 |
| 1 | 1 | 1 | 1 | 0 | 0 | 0 | 0 |
| 1 | 1 | 1 | 1 | 0 | 0 | 0 | 0 |
| 1 | 1 | 1 | 1 | 0 | 0 | 0 | 0 |

Figure 2.6: A worst case adjacency matrix (left); the same matrix, reordered (right)

### 2.4.5 Direct construction

Since the input graph is usually a list of arcs, there are two ways to compress. This first is to incrementally add (stream) each arc one at a time. This yields a time complexity of $O\left(m 2^{\log _{2}(n)}\right)$, which is slow on graphs with a number of arcs in the billions, especially due to the cost of the decompression step. A more interesting approach is to assume we are given all the arcs at once. After sorting the arcs, each node's compressed tree preorder traversal bit-string can be constructed left-to-right directly. This way, we can achieve an initial compression with a time complexity of $O\left(m \log _{2}(n)\right)$. We now formally describe this process in Algorithm 2.3.

Algorithm 2.3 uses the visitor pattern for traversing a tree using preorder traversal. The visitor is responsible for keeping track of which node in the tree corresponds to the current bit we are reading. For each arc (line 5), we build the path to its leaf node. The span function on line 7 returns true if that node ranges

```
Algorithm 2.3: Binary tree compression
    Input: A node's sorted arc list
    Output: The compressed node as a bit-string
    begin
        BitString s;
        Node node = root;
        Visitor \(\mathrm{vtr}=\) PreOrderTraversal(node);
        for \(\operatorname{arc}=(u, v)\) in arclist do
            while !node.isLeaf() do
                if node.spans(v) then
                    s.AppendBit(1);
                else
                    s.AppendBit(0);
                    vtr.Ignore(node);
                node \(=\) vtr.VisitNext(node);
                s.AppendBit(1);
        //fill rest of tree with 0s;
        return s;
```

over our current arc, and we set the corresponding bit appropriately. If the node does not span our arc, we also tell our visitor to ignore the rest of that branch when traversing.

Finally, we use Algorithm 2.3 to compress each node and then we store them in an indexed array. We describe this process in Algorithm 2.4. For our index's integer encoding scheme, we use Delta Encoding [41].

Algorithm 2.4 loops through each node and uses Algorithm 2.3 to compress the node. While doing so, it also keeps track of the index position of the encoded node. Finally, it returns the list of indexes appended with the list of compressed nodes.

```
Algorithm 2.4: Indexed array of binary trees compression
    Input: The graph as a sorted arc list
    Output: The compressed graph as a bit-string
    begin
        length \(\leftarrow 0\);
        index \(\leftarrow \operatorname{int}[|V|]\);
        for each node, \(n\) do
            index \([n] \leftarrow\) length;
            compressed \([n] \leftarrow\) CompressNode (node.arcs);
            length \(+=\) Delta(compressed[n].length);
        return index + compressed;
```


## Proof of correctness

Theorem 2.2: Given a graph $G=(V, E)$, Algorithm 2.4 provides a lossless compression of $G$.

Proof: Since Algorithm 2.4 already outputs a compressed version of $G$, we must prove that this compression can be unambiguously reverted back to the original graph.

Let $G^{\prime}$ be the compressed version of $G$. Then it is sufficient to show that given $G^{\prime}$, we can obtain the original arc list $E$ of the graph $G$.

Here we must make a note that the list of neighbors of each node is equivalent to $E$. That is, $\bigcup_{u=0}^{|V|-1}(u, v \in N(u))=E$, where $N(u)$ lists the neighbors of $u$.

Therefore, since our technique compresses the neighbors of each node, it is sufficient to show that an arbitrary compressed binary tree correctly stores the neighbors of the node it belongs to. In other words, we must prove that every arc destination $v$ appears as the appropriate leaf node in $u^{\prime} s$ binary tree.

As before, let $u$ be an arbitrary node and $N(u)$ be the neighbors of $u$. Clearly, row $u$ of the Boolean adjacency matrix will contain 1's for each index $v \in N(u)$ and $0^{\prime} s$ for every other index in the row.

If we start at the root of the compressed binary tree, then that node represents indexes 0 through $|V|-1$ of the adjacency matrix row. If the node is set to $T R U E$, then it has children to navigate to; i.e., the node leads to an arc. If it is set to $F A L S E$, then it contains no children; i.e., it does not lead to an arc.

As we traverse through the left or right children, the range of indexes that the current node covers strictly decreases based on which child we navigated to. If we reach the maximum depth, the range of the current leaf node targets a single index of the adjacency matrix row. Since Algorithm 2.3 produces trees with leaf nodes only where the target index is $v \in N(u)$, and Algorithm 2.4 uses it to actually compress the nodes, our compression is correct.

## Compressing directly from a gzip compressed arc list

During our experiments, we encountered such large graphs that even the raw arc list format required over 30 GB of RAM. Since most computers these days do not have access to large amounts of main memory, we devised a way to compress directly from a much smaller 8GB gzipped arc list. It is important to note that the gzipped file must also be sorted.

The technique uses the zLib library [34] that gzip is built on. This library allows us to partially inflate (decompress) the file in chunks. Since the file is sorted, we can decompress a single node before we re-compress it with our method. Obviously, this technique only affects compression time and memory required for compression. These differences are shown in Section 2.5.

### 2.4.6 Querying the compressed structure

We provide three operations that can be performed on our structure: checking arc existence, getting a node's neighbors, and adding/removing arcs. While these are all separate operation, they all involve knowing how to efficiently traverse the compressed tree in bit-string form.

Normally when traversing trees, the user has access to pointers. However, since this is a compressed tree, we must read bit-by-bit from left to right. We stored the tree as labels in preorder traversal, therefore we must start at the root and keep track of where in the tree we are as we traverse. Algorithm 2.5 demonstrates this through the arc query.

## Arc query

In this section, we present and describe the algorithm for checking arc existence in our structure. The process is formally given in Algorithm 2.5.

Like Algorithm 2.3, Algorithm 2.5 also uses the visitor pattern for traversing a tree in preorder. The current bit is read on line 5 . As before, the span function in lines 7 and 11 returns true if the current node ranges over the arc we are looking for. If the node spans our arc and is a leaf node, then the arc has been found. If we encounter a node that spans our arc but is labeled as 0 , then the branch has been compressed away and the arc does not exist. If it is only labeled 0 , then we simply notify the visitor to ignore the rest of that part of the tree.

## Neighbor query

The neighbor query completely reads through the compressed tree, returning any leaf nodes set to true. This can be done in one read, as we simply need to read

```
Algorithm 2.5: Array of Binary Trees (ABT) Compression - preorder Arc
Query
    Input: The compressed adjacency row as a bit-string s, v
    Output: True or False
    begin
        Node node \(=\) root;
        Visitor vtr \(=\) PreOrderTraversal(node);
        for \(i=0 ; i<\operatorname{s}\).Size(); do
            label \(=\) s.GetBit(j);
            if label \(==1\) then
                    if node.spans \((v)\) then
                        if node.isLeaf() then
                return True;
            else
                if node.spans(v) then
                return False;
                vtr.Ignore(node);
            node \(=\) vtr.VisitNext(node);
```

the entire tree.

## Streaming arcs

Adding an arc begins by finding the deepest node along its path that hasn't been pruned off. Once we find the proper location, we build the rest of the path by inserting the proper bits into the bit-string. This process is formally described in Algorithm 2.6.

Removing an arc is the mirror of adding, but it still begins by finding the highest node in the path that it can compress. Then every bit representing nodes below it in the path are removed. Finally, the highest node is set to false. Compression benefits will be better the farther away the arc to be removed is from the other arcs.

```
Algorithm 2.6: ABT Compression - Streaming an arc
    Input: The compressed graph as a bit-string, x, y
    begin
        Node node = root;
        Visitor vtr \(=\) PreOrderTraversal(node);
        for \(i=0 ; i<\operatorname{s.Size}()\); do
            label \(=\) s.GetBit(j);
            if label \(==0\) then
                if node.spans \((v)\) then
                if node.isLeaf() then
                        return;
            else
                if node.spans \((v)\) then
                        s.SetBit(j, 1);
                while !node.isLeaf() do
                        if node.spans(v) then
                                    s.AppendBit(1);
            else
                s.AppendBit(0);
                    vtr.Ignore(node);
                            node \(=\) vtr.VisitNext(node);
                                    s.AppendBit(1);
                vtr.Ignore(node);
            node \(=\) vtr.VisitNext(node);
```

The streaming operation of Algorithm 2.6 is a combination of the arc query in Algorithm 2.5 and the construction method used in Algorithm 2.4. That is, it must first traverse through the tree to find the compressed node that ranges over our arc. This first step completes at line 11. Immediately, the next thing to do is set this node to 1 as we are about to partially decompress it. A partial decompression means we only add children set to 1 on the path to our leaf node. All other children are left compressed and set to 0 . Since we are operating on a bit-string, this consists of inserting the nodes' bits into their proper position.

Now that we are using preorder traversal, all of these bits are guaranteed to be right next to each other.

## Alternate In-Memory Structure

Now that we are streaming using preorder traversal, our main speed inefficiency comes from the time it takes to shift bits around. A typical vector from the $\mathrm{C}++$ std library results in a copy of the underlying array after the maximum size is reached. Therefore, we introduce a structure for when the graph has been loaded into memory and is ready to have arcs streamed to it. The data structure is essentially an unrolled linked list adapted to using bit operations. We set $k$ to be $\log (n)$ since this is the maximum length of any path along the tree.


Figure 2.7: An unrolled linked list

In Figure 2.7, we illustrate our unrolled linked list. We can see that each node in the list contains three elements. First is a number $z$, indicating how much of the node has actually been used. Second, we have the actual vector of size $k$. Finally, we have the pointer to the next node in the list. We do not mind that the list is limited to sequential access, as we have to start from the beginning of the tree with each read anyway.

### 2.5 Experiments and results

Our experiments involve running ABT compression and our benchmark Backlinks compression [27] on the datasets given in Table 2.1. These datasets are available from snap.stanford.edu. Backlinks compression (BLC) was chosen as

|  | Directed? | $\|V\|$ | $\|E\|$ | \#Reciprocal arcs |
| :---: | :---: | :---: | :---: | :---: |
| Facebook | FALSE | 4039 | 88234 | 88234 |
| Friendster | FALSE | 65608366 | 1806067135 | 1806067135 |
| LiveJournal | TRUE | 4847571 | 68993773 | 26142536 |
| LiveJournal(com) | FALSE | 3997962 | 34681189 | 34681189 |
| NotreDame | TRUE | 325729 | 1497134 | 407026 |
| Pokec | TRUE | 1632803 | 30622564 | 8320600 |
| Twitter | TRUE | 81306 | 1768149 | 425853 |

Table 2.1: The dataset stats
the benchmark compression since it is the state-of-the-art technique for social networks [83]. We have also compared the bits-per-arc of these two techniques against Slashburn compression [84] and reported the results in Table 2.8. We chose to compare against Slashburn since they are technically a reordering algorithm that is subsequently compressed with gzip, which we also apply to our compressions as an additional step.

In this chapter, we have set BLC to use BFS for the reordering algorithm and we have set the window size to $k=10$. The datasets are stored as an arc list and the final output of the compressions is a bit-string.

We also provide side-by-side comparisons of ABT when using BFS versus preorder traversal.

We run all of our algorithms on a machine with an $\operatorname{Intel}(\mathrm{R}) \mathrm{Xeon}(\mathrm{R}) \mathrm{CPU}$ E5520 @ 2.27 GHz (4 cores) with 64GB of RAM.

### 2.5.1 Compression

Table 2.2 shows a comparison among the sizes of the raw graphs, our array of compressed binary trees (ABT) compression, the BLC benchmark, and all of their

|  | .txt | .txt.gz | ABT | ABT.gz | BLC | BLC.gz |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Facebook | 835 KB | 214 KB | 93.02 KB | 92 KB | 110.32 KB | 93 KB |
| Friendster | 31 GB | 8.2 GB | 5.5 GB | 5.2 GB | 5.7 GB | 5.2 GB |
| LiveJournal | 1.1 GB | 248 MB | 120.85 MB | 119 MB | 139.98 MB | 122 MB |
| LiveJournal(com) | 479 MB | 119 MB | 108.33 MB | 94 MB | 110.21 MB | 95 MB |
| Pokec | 405 MB | 127 MB | 66.40 MB | 64 MB | 70.59 MB | 64 MB |
| Twitter | 20 MB | 6.1 MB | 2.92 MB | 2.9 MB | 3.3 MB | 3.0 MB |
| Table 2.2: Compressed graph sizes |  |  |  |  |  |  |


|  | ABT | BLC |
| :---: | :---: | :---: |
| Facebook | 0.32 s | 1.1 s |
| Friendster | 4.1 h | 10 h |
| LiveJournal | 8.6 m | 18.1 m |
| LiveJournal(com) | 4.0 m | 11.4 m |
| Pokec | 4.3 m | 8.9 m |
| Twitter | 10.9 s | 26.3 s |

Table 2.3: Compression times

|  | txt $\rightarrow \mathrm{ABT}$ | $\mathrm{gz} \rightarrow \mathrm{ABT}$ | $\mathrm{txt} \rightarrow \mathrm{BLC}$ | $\mathrm{gz} \rightarrow \mathrm{BLC}$ |
| :---: | :---: | :---: | :---: | :---: |
| Facebook | 931 KB | 310 KB | 3027 KB | 2406 KB |
| Friendster | 39 GB | 15 GB | 58 GB | 36 GB |
| LiveJournal | 1324 MB | 366 MB | 1818 MB | 966 MB |
| LiveJournal(com) | 590 MB | 231 MB | 920 MB | 560 MB |
| Pokec | 516 MB | 183 MB | 711 MB | 433 MB |
| Twitter | 25 MB | 9 MB | 38 MB | 24 MB |

Table 2.4: Compression memory usage

| Confidence Level $=95 \%$ | ABT-BFS $(\mu \mathrm{s})$ | ABT-PRE $(\mu \mathrm{s})$ | BLC $(\mu \mathrm{s})$ |
| :---: | :---: | :---: | :---: |
| Facebook | $110.677 \pm 2.869$ | $76.453 \pm 4.410$ | $120.181 \pm 11.800$ |
| Friendster | $457.349 \pm 10.707$ | $293.589 \pm 19.777$ | $8353.309 \pm 1770.793$ |
| LiveJournal | $343.058 \pm 7.511$ | $156.454 \pm 9.367$ | $4335.078 \pm 873.965$ |
| LiveJournal $(c o m)$ | $179.324 \pm 4.100$ | $84.836 \pm 6.793$ | $2892.767 \pm 163.617$ |
| Pokec | $120.422 \pm 2.162$ | $42.571 \pm 3.490$ | $1618.460 \pm 153.371$ |
| Twitter | $440.113 \pm 4.915$ | $196.446 \pm 12.881$ | $864.995 \pm 87.509$ |

Table 2.5: Arc existence execution times

| Confidence Level $=95 \%$ | ABT $(\mu \mathrm{s})$ | BLC $(\mu \mathrm{s})$ |
| :---: | :---: | :---: |
| Facebook | $82.270 \pm 1.252$ | $148.547 \pm 8.076$ |
| Friendster | $301.553 \pm 8.102$ | $8802.230 \pm 1688.793$ |
| LiveJournal | $159.892 \pm 3.684$ | $4568.701 \pm 809.209$ |
| LiveJournal(com) | $85.897 \pm 2.512$ | $3059.430 \pm 137.012$ |
| Pokec | $46.760 \pm 1.133$ | $1765.696 \pm 122.169$ |
| Twitter | $200.461 \pm 3.385$ | $920.333 \pm 75.571209$ |

Table 2.6: Neighbor query execution times
respective gzipped files. The .txt files are the original arc list representations of the graphs. The .txt.gz are those files after being gzipped. This data is important because we have implemented a method of compressing the graph directly from the smaller gzip files.

The data in Table 2.3 shows the total run time of both the ABT and BLC algorithms on each graph. Clearly, the run-times depend on the size of the input graph.

In Table 2.4, we list the different memory requirements for running our algorithms. Not only does it show that ABT requires less memory than BLC, but it also shows the benefits of loading directly from a gzipped graph file.

Additionally, we provide Table 2.8 as a quick comparison with Slashburn [84]. The size metrics are in the traditional bits - per - arc.

When examining the compression sizes of ABT and BLC, we see that ABT outperforms BLC on every graph. Our new improvements involving better encoding of runs of ones as well as branches only containing one arc allows us to outperform BLC's use of differential encoding. This raises the question of whether ABT can be even further compressed with differential encoding.

BLC's process of building copy lists is also one of the reasons why their com-

| Confidence Level $=95 \%$ | ABT-BFS $(\mu \mathrm{s})$ | ABT-PRE $(\mu \mathrm{s})$ | ABT-ULL $(\mu \mathrm{s})$ | BLC $(\mu \mathrm{s})$ |
| :---: | :---: | :---: | :---: | :---: |
| Facebook | $676.265 \pm 112.029$ | $388.765 \pm 212.474$ | $77.472 \pm 4.632$ | - |
| Friendster | $4109.340 \pm 532.659$ | $2074.590 \pm 1389.989$ | $291.719 \pm 20.785$ | - |
| LiveJournal | $2256.770 \pm 309.552$ | $1294.901 \pm 719.367$ | $166.538 \pm 9.496$ | - |
| LiveJournal $(c o m)$ | $480.729 \pm 45.348$ | $232.235 \pm 140.790$ | $84.495 \pm 7.577$ | - |
| Pokec | $309.195 \pm 66.481$ | $186.863 \pm 104.001$ | $42.830 \pm 3.856$ | - |
| Twitter | $1003.675 \pm 115.175$ | $489.237 \pm 269.207$ | $192.524 \pm 13.748$ | - |

Table 2.7: Add arc execution times

|  | ABT | ABT.gz | BLC | BLC.gz | SB |
| :---: | :---: | :---: | :---: | :---: | :---: |
| LiveJournal | 15.7 | 15.4 | 16.2 | 15.4 | 16.5 |
| Barabasi | 14.2 | 8.3 | 20.8 | 10.3 | 8.5 |

Table 2.8: Comparison with Slashburn graphs (bits-per-arc)
pression times are so long. As previously mentioned, we have set the window size to a common $k=10$. This means that we actually examine each node 10 times. Additionally, since BLC requires an adjacency list intermediate structure, the query times for that list also affect compression run-times. ABT builds the structure directly from the arc list, therefore it compresses much faster.

Our reasoning for applying the additional gzip compression is a matter of in-memory querying versus storing on secondary memory. A non-gzipped compressed graph is easily queryable but takes up more memory. Once the user is done querying the graph, they may gzip the structure and store it in secondary memory.

Next, we report that ABT uses much less memory during compression than BLC. This is obviously because ABT does not require an intermediate structure in order to efficiently compress. This benefit is massive, as many techniques are restricted to smaller graphs due to the larger graphs requiring too much memory. This fact, coupled with our new ability to also compress directly from the gzipped arc list file, guarantees minimal memory overhead.

Finally, since we use gzip to improve our results, we also include a compression comparison with Slashburn [84]. This is because Slashburn is technically a reordering algorithm that uses gzip to compress blocks in the adjacency matrix that formed as a result of the reordering. For the sake of consistency with Slashburn's paper, we present the results using the traditional bits per arc metric.

### 2.5.2 Query operations

Table 2.5 shows the arc query execution confidence intervals, assuming a confidence level of $95 \%$. All times are in microseconds. Table 2.6 is the same as Table 2.5 , but for the neighbor query instead.

Our ABT structure facilitates two query operations, the arc query and the neighbor query. These are also the two queries supported by BLC. Since we have updated our query operations after switching to preorder traversal we include a comparison of query times between BFS and preorder.

Both BFS and preorder traversal have a worst case of reading the entire bit-string. This is because while BFS always has to go towards the end of the bit-string, preorder's first arc may be only $\log _{2}(n)$ bits deep into the tree. This is reflected in the experimental query times.

Since both compression techniques are node-centric, we can use indexes for fast access to each node. For ABT, once the node of interest has been navigated to, we immediately begin reading the compressed tree. If it is an arc query, we stop when we find the arc, or when we find a compressed node that indicates that the arc does not exist. If it is instead a neighbor query, we must read the entire tree.

Similar to ABT, BLC may also use indexes to jump to the node being queried. However, the decoding process is more complicated than reading our simple tree. It not only involves back-tracing the copy lists, but also many integer decodings. Thus, on average, ABT outperforms BLC on both the arc and neighbor queries.

The neighbor query is essentially the same as the arc query for both ABT and BLC. Just as ABT requires the entire tree to be read, BLC requires that the entire adjacency list be read. Though again, BLC's neighbor query suffers from
the same problem that its arc query has with the copy lists. Therefore, since the queries are so similar, we can see that their access times are nearly identical but with higher variance.

### 2.5.3 Streaming operations

Table 2.7 is the same as Table 2.5 but for streaming access times. Note that since BLC is not a streaming compression, it does not have any entries.

As described earlier, our compression method supports the streaming operation. That means that we are able to directly add/delete arcs into the compressed structure without having to completely re-compress the graph. Conversely, BLC does not support this operation, mainly due to its incorporation of copy lists.

In Algorithm 2.6, we state that the streaming process is identical to the arc query operation. The only difference is that once we have navigated to the correct node, we may decompress or compress it by adding or removing the appropriate bits respectively.

By comparing Table 2.5 and Table 2.7, we see that although the arc query times are clearly faster than the streaming times, there is still a direct relationship between them. Since both operations navigate the tree in the same manner, the gaps between times are due to the actual cost of moving bits in the bit-string.

Streaming operations are where benefits of the switch to preorder really shine. Before, the BFS ordering would cause all related bits to an arc to be scattered across the bit-string. This would cause us to navigate to and edit multiple places throughout the bit-string. Now, all bits relating to an arc are all grouped together, resulting in one localized edit.

We also observe the time savings introduced by our adapted unrolled linked
list. This speed-up is attributed to the linked list not needing to recopy the entire bit-string, as the previous vector implementation did.

### 2.6 Conclusions

In this chapter, we have improved upon our previous queryable, incremental network compression using an indexed array of compressed binary trees [100]. We build this structure directly from the graph's gzipped arc list text file without using any intermediate structure such as an adjacency list. These two techniques guarantee minimal memory overhead. Our compression also supports compressed queries, namely the arc and neighbor queries in addition to arc additions and removals (streaming operations) directly from the compressed structure.

Our improvements involve query and streaming speedups by massively improving the encoding scheme to better encode branches full of arcs and branches that only contain one arc, changing the traversal ordering from BFS to preorder, and by providing an in-memory structure to more quickly shift/insert bits. We also better encode reciprocal arcs for directed graphs, allowing us to only encode the upper triangular matrix.

We also provide various comparisons among our compression, Backlinks [27] (as a benchmark) and Slashburn [84] (as an addition). These comparisons use metrics such as compression size, time to compress, memory usage, and query times. Our experiments show that our improvements achieve better compression than BLC. Furthermore, our improved basic query operations run, on average, 20 times faster than our BLC benchmark. This combined with our improved capability for streaming makes our compression highly desirable. Lastly, we believe our compression technique can be used in the algorithms described in [92] and [84] to further reduce the number of bits per arc.

## Chapter 3

## Boolean matrix-vector

## multiplication on compressed

## static graphs

Billion-scale Boolean matrices in the era of big data occupy storage that is measured in 100s of petabytes to zetabytes. The fundamental operation on these matrices for data mining involves multiplication which suffers a significant slowdown as the required data cannot fit in most main memories. In this chapter, we propose new algorithms to perform Matrix-Vector and Matrix-Matrix operations directly on compressed Boolean matrices using innovative techniques extended from our previous work on compression. Our extension involves the development of a row-by-row differential compression technique which reduces the overall space requirement and the number of matrix operations. We have provided extensive empirical results on billion-scale Boolean matrices that are Boolean adjacency matrices of webgraphs. Our work has significant implications on key problems such as page-ranking and itemset mining that use matrix multiplication.

### 3.1 Introduction

Frequent itemset mining and page ranking are classical data mining problems that involve the use of Boolean matrices. A Boolean matrix is a matrix where each entry is either true or false, represented as 1 or 0 , respectively. For frequent itemset mining, with $n$ items we have an $n \times n$ matrix $M$ and $M(i, j)=1$ if items $i$ and $j$ occur in the same transaction, otherwise it is 0 . A variation of this involves a matrix whose column size is equal to the number of items and row size is equal to the number of transactions. If a transaction $i$ contains an item $j$, then the corresponding position of the matrix is set to 1 , otherwise 0 .

A web graph is then a graph $G=(V, E)$ where $V$ is the set of nodes (web pages) and $(u, v) \in E$ means that page $u$ has a link to page $v$. These graphs can be represented as a $|V| \times|V|$ Boolean adjacency matrix. That is, a cell $(u, v)$ in the matrix is a 1 if $(u, v) \in E$ and is 0 otherwise.

Let $n=|V|$ and $A$ be our $n \times n$ matrix representing $G$. Given a real-valued vector $x \in \mathbb{R}^{n}$, a matrix-vector multiplication is then $A \cdot x^{T}$. This operation is key in many algorithms such as association rule mining [82] and PageRank [107] [28], which are our main motivations and discussed in our experiments.

Most real-world matrices such as the transaction-item matrix and the adjacency matrix corresponding to the web graph are very sparse, i.e., most of the cells are 0 . Rather than running a brute force Matrix-Vector multiplication algorithm in $O\left(n^{2}\right)$ time, it would be preferable to reduce the number of operations to $O(m)$, where $m$ is the number of non-zero cells in the matrix which could be much less than $n^{2}$.

There have been a number of works that compress a graph's Boolean matrix [39] [40] [16] [12] [84] [101]. Out of these compressions, $k^{2}$-trees [16] and We-
bgraph [12] are generally considered to be state-of-the-art, with results in [16] showing that $k^{2}$-trees outperform Webgraph in all datasets. Although similar to $k^{2}$-trees, our work uses better compression, faster to query, supports streaming, and contains many other improvements. Additionally, only Webgraph [12] and our work involves differentially compressing the Boolean adjacency matrix row-by-row. Results show that these compression schemes are the most suited for matrix operations thus far.

Franciso et. al [50] used the compression algorithm of Boldi and Vigna [12] to perform matrix-vector multiplication directly on the compressed matrix. They found that because of the row-by-row differential compression technique, they could reuse a product $A_{i} \cdot v^{T}$ in the calculation of $A_{j} \cdot v^{T}$ if $j$ was compressed differentially from $i$. This reduced the total number of matrix-vector operations to being proportional to the size of the compressed graph [50].

Our contributions can be summed up as follows:

- We improve our previous compressed binary trees algorithm [100] [101] by adapting it for differential compression with an enhanced encoding scheme. The improved encoding allows us to better compress branches that only contain one maximum depth leaf node and branches that are full.
- We provide algorithms for fast matrix-vector multiplication that directly work on the compressed structure by reusing previously computed products.
- We extend this technique to perform fast Boolean matrix-matrix multiplication. Here there are no intermediate matrix presentations and the final resultant matrix is directly stored as the differential compressed binary trees.
- Our empirical results for matrix-vector multiplication demonstrate that this new technique outperforms the technique of Franciso et. al [50] on all datasets in terms of execution time.

The rest of the chapter is organized as follows. In Section 3.2, we discuss related work in data mining applications, compression algorithms, and other matrix-vector multiplication speedup techniques. In Section 3.3, we describe differential compressed binary trees with improved encoding. The matrix-vector multiplication is described in Section 3.4 and the matrix-matrix multiplication is presented in Section 3.5. In Section 3.6, we present our experimental findings with discussion, and we conclude in Section 3.7.

### 3.2 Related work

We know that many data mining algorithms require repeated matrix-vector multiplication. Most famously, we have the PageRank algorithm [107], which calculates a score that measures the importance of web pages. This can be done by repeatedly multiplying a Boolean adjacency matrix of the web graph with some real-valued vector. We initialize this vector to all ones, and we run our experiments on PageRank using differentially compressed binary trees.

In other data mining applications, we also have diameter calculation [71], which involves solving the all-pairs shortest paths problem via repeated matrixmatrix multiplication and returning the largest diameter [68]. Our technique would differentially compress the Boolean matrix that we use to repeatedly multiply. This not only saves space, but also improves calculation time by allowing the reuse of products.

We also provide compression algorithms for Boolean Matrix-Matrix multi-
plication, which is helpful for other data mining algorithms such as connected components [6] [62] [53] [127]. While the technique no longer benefits from the reuse of products, it still saves space and allows us to short-circuit the Boolean Matrix-Vector multiplication. This means we can return true as soon as a single $A N D$ term is satisfied.

This chapter is based on our previous work involving arrays of compressed binary trees [100] [101]. The compression concept is similar to $k^{2}$-trees [16], except we are the first to have each row of the matrix mapped to a compressed binary tree with our improvements (ours is a row-by-row compression technique). We also use different encoding schemes, and supply a technique to find the differential CBT between two CBTs with these same improvements.

In 2018, Francisco et al. [50] studied the Matrix-Vector multiplication benefits of the Webgraph Framework by Boldi and Vigna [12]. Their results show that speedup is indeed possible through computation-friendly compressions.

In 2014, Nishino et al. [105] used adjacency forests to speedup matrix multiplication. Their technique allows adjacency lists to share common suffixes. However, the authors consider matrices with real values instead of Boolean matrices. Although they are not a compression, they observed that computational results could indeed be reused. They also ran their experiments using PageRank and their results show that similar adjacency rows allows for better compression and Matrix-Vector multiplication speedups.

We note that this work is also relevant to the field of Online Matrix-Vector (OMV) multiplication. Given a stream of binary vectors, $x_{1}, x_{2}, \ldots$ if adjacent vectors are similar enough, the results of previous vectors can be reused to speedup computing later rows [61] [80]. However, none of the existing approaches preprocesses the graph to exploit its redundancies. Thus by using techniques such as
node reordering, we can achieve a better compression, and thus better computation times.

### 3.3 Differential compressed binary trees

In this section, we show how an $n \times n$ Boolean matrix can be represented as a series of differentially compressed binary trees $\left(\mathrm{CBT}^{\prime}\right)$. Note that our technique is very general and can be applied to matrices whose number of columns and rows can be different. We then improve $\mathrm{CBT}^{\prime}$ by introducing a new encoding scheme which allows us to better compress branches that are full and branches that only contain one maximum depth leaf node (Section 2.4.3).

In Figure 3.1, we have a Boolean matrix (a) and its series of CBT's (b). We see that each $\mathrm{CBT}^{\prime}$ in (b) represents a row of the adjacency matrix in (a). Figure 3.1 (c) is the complete bitstring of the trees output in preorder traversal.

These CBT's use the standard encoding where a one represents that the branch contains a change, and a zero indicates otherwise. A consequence of this standard encoding is that branches containing a change must travel to the maximum depth of $\log _{2}(n)$. What makes these $\mathrm{CBT}^{\prime}$ s differential, is that when a $\mathrm{CBT}^{\prime}$ encodes a node $u$, it only encodes the changes from node $u-1$, i.e., $\left|A_{u+1}-A_{u}\right|$, where $0<u<n$.

When we are encoding a node $u_{j}$, we may also maintain a window $W$ allowing us to choose any node $u_{i}$ to differentially encode from, where $0<j-i \leq W \leq n$ where $0 \leq i<j<n$ and $n$ is the number of nodes. Figure 3.1 has $W$ set to 1 .

In Figures 3.2 and 3.3, the rows that the CBTs represent are obtained from $\left|A_{i+1}-A_{i}\right|$. This means that an entry $v$ in the resulting row $A_{i}^{\prime}=\left|A_{i+1}-A_{i}\right|$ indicates that $A_{i+1, v} \neq A_{i, v}$. In a differential CBT, a zero indicates that the

|  | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 1 | 1 | 0 | 0 | 0 | 0 |
| 1 | 0 | 0 | 1 | 1 | 0 | 0 | 0 | 0 |
| 2 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 |
| 3 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 |
| 4 | 0 | 0 | 1 | 0 | 0 | 0 | 1 | 1 |
| 5 | 0 | 0 | 1 | 0 | 0 | 0 | 1 | 1 |
| 6 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 |
| 7 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 |

(a)


Figure 3.1: A Boolean matrix (a) and a series of differential compressed binary trees (b); bit-strings in preorder traversal (c)
branch does not contain any ones, and a one indicates that the branch does contain a one.

### 3.4 Matrix-vector multiplication

Assume we are given a $\mathrm{CBT}^{\prime}$ ( a differential CBT), $j$, the $\mathrm{CBT}_{i}$ it was differentially encoded from, where $i<j$, and $A_{i} \cdot x^{T}$. Now, when we calculate $A_{j} \cdot x^{T}$, we can simply calculate the product of the differential, $\left(A_{j}-A_{i}\right) \cdot x^{T}$, and add


$$
\begin{aligned}
& A_{i}^{\prime}=\left|A_{i+1}-A_{i}\right|=\begin{array}{|l|l|l|l|l|l|l|l|l|l|l|l|l|l|l|l|l|l|l|l|l|l|l|l|l|l|l|l|l|l|l|l|}
\hline 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline 0 & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 & 10 & 11 & 12 & 13 & 14 & 15 & 16 & 17 & 18 & 19 & 20 & 21 & 22 & 23 & 24 & 25 & 26 & 27 & 28 & 29 & 30 & 31
\end{array} \\
& \mathrm{~A}_{\mathrm{i}-1}=\begin{array}{|l|l|l|l|l|l|l|l|l|l|l|l|l|l|l|l|l|l|l|l|l|l|l|l|l|l|l|l|l|l|l|l|}
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline 0 & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 & 10 & 11 & 12 & 13 & 14 & 15 & 16 & 17 & 18 & 19 & 20 & 21 & 22 & 23 & 24 & 25 & 26 & 27 & 28 & 29 & 30 & 31
\end{array}
\end{aligned}
$$

Figure 3.2: A CBT of row $A_{i}$ at time $t$. The ones and zeros are both compressed.


Figure 3.3: $\mathrm{A} \mathrm{CBT}^{\prime}$ with a single arc at [28] being added to the CBT from Figure 3.2.
it to the result of $A_{i} \cdot x^{T}$, i.e., $A_{j} \cdot x^{T}=\left(\left(A_{j}-A_{i}\right) \cdot x^{T}\right)+\left(A_{i} \cdot x^{T}\right)$. Thus, we have a computation-friendly compression that is able to compute matrixvector multiplication in time proportional to the size of the compressed graph, rather than proportional to the number of non-zeros in $A$. We can then see that an appropriate node-reordering algorithm combined with larger values of $W$ will decrease the size of the compressed graph, and thus further improve the computation time for matrix-vector product.

We also slightly modify the encoding again to include an extra bit after each leaf node corresponding to a change. This bit will allow us to know whether
the change was a removal (0) or an addition (1) of an arc. This modification is needed for our multiplication algorithm to know whether to subtract or add to the product. We now describe Algorithm 3.1, which uses this new encoding to calculate $\left(A_{j}-A_{i}\right) \cdot x^{T}$.

```
Algorithm 3.1: CBT-Vector Multiplication
    Input: CBT a, int[] v
    Output: int av
    begin
        int av \(=0 ;\)
        Node node \(=\) a.Root;
        Visitor vtr \(=\) PreOrderTraversal(node);
        while !vtr.End() do
            if node.Label \(==1 \& \xi \operatorname{IsMaxDepth}()\) then
                \(\mathrm{av}=\mathrm{av}+\mathrm{v}[\) node.Index];
            else if node.Label \(==1 \xi \mathcal{G}\) node.Left.Label \(==0 \& \xi\)
                node.Right.Label \(==0\) then
                    if node.IsPathBit \(==1\) then
                index \(=\) node.RelativeBinaryPath () ;
                \(\mathrm{av}=\mathrm{av}+\mathrm{v}[\) index \(] ;\)
            else
                \(\mathrm{av}=\mathrm{av}+\operatorname{sum}(\mathrm{v}\), node.begin, node.end);
            else if node. Label \(==0\) then
            vtr.Ignore(node);
            node \(=\) vtr.VisitNext(node);
        return av
```

In Algorithm 3.1, we take CBT $a$ representing some adjacency row $A_{j}$ and the multiplying vector $v$, and we output $A_{j} \cdot v$ as an integer. For ease of reading, we use the visitor pattern with preorder traversal (lines 3-4). First we handle the standard encoding where we only add to our product when we reach arcs at the bottom of the CBT (lines 6-7). Then, we check our improved encoding cases where the node is labeled one, but followed by two zeros (line 8). If the
compression is a relative binary path (line 9 ), we get the index the path is pointing to and add the v's value at the index to the product (lines 10-11). If the branch contains all ones (line 12), then we add all values in the current node's range (line 13). If the CBT is pruned off with a zero, then we know that we can skip this entire branch (lines 14-15). We return the product on line 17 .

Note that with the improved encoding, we can process multiple arcs quickly if the branch is compressed with all ones. In other words, if the current branch spans [begin, end] and it contains all ones (as represented by a one followed by " 000 ") we no longer have to read any more of our tree and we can perform quick sums to add directly to our product $a v$. We now describe Algorithm 3.2 which uses Algorithm 3.1 to perform matrix-vector multiplication using our differential compression.

```
Algorithm 3.2: CBT Matrix-Vector Multiplication
    Input: CBT[] a, int[] v
    Output: int[] av
    begin
        int[] av \(=\) new int[n];
        for int \(i=0 ; i<n ; i++\) do
            CBT \(u=a[\mathrm{i}]\);
            if u.IsDiff() then
                \(\mathrm{uv}=\mathrm{u} . \operatorname{Multiply}(\mathrm{v})\);
                \(\operatorname{av}[\mathrm{i}]=\operatorname{av}[u\). Source \(]+u v ;\)
            else
                \(\mathrm{av}[\mathrm{i}]=\mathrm{u} . \operatorname{Multiply}(\mathrm{v}) ;\)
        return av;
```

In Algorithm 3.2, we take as input an array of CBTs representing the rows of our Boolean matrix $A$ and the multiplying vector $v$, and we output an array of integers that is the product $A \cdot v$. We start by looping through each CBT $u$ representing row $A_{u}$, for $0 \leq u<n$ (lines 3-4). If the CBT is a differential (line 5),
then there is a node source from which $u$ was differentially encoded and for which we have already calculated $A_{\text {source }} \cdot v$. We then calculate the differential product $\left(A_{u}-A_{\text {source }}\right) \cdot v$ (line 6), and add it to the source node's result $A_{\text {source }} \cdot v$. This step is one of the main contribution of the chapter where we achieve our speed-up by reusing products. If the CBT is not a differential (line 8), we perform a normal multiplication and set the result in its appropriate position (line 9). Finally, we return $A \cdot v$ on line 10 .

Theorem 3.1: Given an $n \times n$ matrix $M$ with $n=2^{k}, m$ number of 1 's, and average number of 1's in each row $\delta=m / n$, our CBT Matrix-Vector multiplication (Algorithm 3.2) runs with worst case time complexity $O\left(m \log _{2}\left(n^{2} / m\right)\right.$ ), or $O\left(m \log _{2}(n(n-1) / 2 m)\right)$ if we are only using the upper triangular matrix (where we assume $M(i, j)=M(j, i))$.

Proof: Given the matrix conditions above, we assume run-time is equal to the number of bits we must process. Thus, we refer to our space complexity given in Theorem 2.1, which gives $O\left(m \log _{2}\left(n^{2} / m\right)\right)$ bits. If we are only using the upper triangular matrix, then we substitute $n^{2}$ with $\left(n^{2}-n\right) / 2$, which leads to $O\left(m \log _{2}(n(n-1) / 2 m)\right)$ bits.

Note again that compression size determines Matrix-Vector multiplication time, and CBT's size is equal to the theoretic minimum of $m \log _{2}\left(n^{2} / m\right)+O(m)$ [18].

### 3.5 Matrix-matrix multiplication

In this section, we take the technique from Section 3.4 and adapt it to Boolean Matrix-Matrix multiplication. That is, we perform $A \times B=C$ where $A, B$,
and $C$ are matrices represented as CBTs. Using CBTs allows us to perform matrix-matrix multiplication with reasonable memory and that includes storing the output directly as CBT. Now, notice that this involves multiplying the rows of $A$ with the columns of $B$, and that we also want to reuse $C$ in place of $B$ for the next iteration. This means we must encode $A$ such that its CBTs are its rows, and $B$ and $C$ such that their CBTs are their columns. Thus, instead of multiplying to construct $C$ row-by-row, we instead want to multiply such that we can build $C$ column-by-column, top-to-bottom. This is as simple as looping through $B$ 's columns, then by $A$ 's rows, instead of vice-versa. Also, since this is Boolean multiplication, multiplying vectors involves switching the multiplication with the $A N D$ operator, and the addition operation with $O R$. Although we lose the benefit of reusing our products for calculation as in the cast of Matrix-Vector multiplication where the vector contains real values, we gain the ability to short circuit the multiplication and return true as soon as we find the first true $A N D$ term. We now describe Algorithm 3.3, which multiplies two CBTs.

In Algorithm 3.3, for the sake of brevity, we only describe multiplication using the standard encoding. As with Boolean vector multiplication, we take two CBTs representing our input vectors and we output true or false. We begin by traversing both trees at the same time using preorder traversal (lines 1-4). If either of the current nodes is labeled zero (line 5), then we know that they have no arcs in common and can thus ignore that entire branch for both trees (lines 6-7). However, if both nodes are labeled one and we have reached the bottom of the trees (line 8), then we short-circuit and return true for the multiplication (line 9). If we finish traversing either tree (line 4), then we have not satisfied any $A N D$ operator and we return false (line 12).

Lemma 3.1: Assume we measure time by how many bits (nodes) we must

```
Algorithm 3.3: CBT-CBT (Boolean vector-vector) multiplication
    Input: CBT a, CBT b
    Output: bool ab
    begin
        Node node_a \(=\) a.Root, node_b \(=\mathrm{b}\). Root;
        Visitor vtr_a \(=\) PreOrderTraversal(node_a) , vtr_b =
            PreOrderTraversal(node_b);
        while !vtr_a.End() \(\wedge!v t r_{-} b . E n d()\) do
            if node_a.Label \(==0 \|\) node_b.Label \(==0\) then
                vtr_a.Ignore(node_a);
                vtr_b.Ignore(node_b);
            else if node_a.Label \(==1 \mathscr{G} \mathcal{G}\) node_b.Label \(==1 \mathscr{G} \mathcal{G}\)
                    IsMaxDepth() then
                return true;
            node_a \(=\) vtr_a.VisitNext(node_a);
            node_b \(=\) vtr_b.VisitNext(node_b);
        return false;
```

traverse in the binary tree. Given two Boolean arrays $A$ and $B$ of size $n$, a single CBT-CBT multiplication (Algorithm 3.3) runs with a worst-case time of $O\left(\delta^{\prime}\left(\log _{2}\left(n / \delta^{\prime}\right)\right)\right)$, where $\delta^{\prime}$ is the maximum number of 1 s in $A$ or $B$.

Proof: Notice that even though we know to ignore the current branch when we encounter a zero in either tree, the other tree's visitor may still need to read through its branch to calculate where the next branch begins. Thus we know that the worst case must read through all the distinct arcs from both trees, i.e., $\delta^{\prime}$, which is the maximum number of 1 s in array $A$ or $B$. Also, notice that nodes near the root are double counted since we are reading two trees at the same time. We then adjust our logic in Lemma 2.3 for our unioned tree, and it gives us $\sum_{j=0}^{\left\lfloor\log _{2} \delta\right\rfloor}\left(2^{j+1}\right)+\delta\left(\log _{2} n-\left\lfloor\log _{2} \delta\right\rfloor-1\right)+\delta=O\left(\delta^{\prime}\left(\log _{2}\left(n / \delta^{\prime}\right)\right)\right)$.

Theorem 3.2: Given two matrices $M_{a}$ and $M_{b}$ and number of $\operatorname{arcs} m_{a}$ and $m_{b}$, respectively with $|V|=n=2^{k}$ and $\delta_{a}=m_{a} / n$ and $\delta_{b}=m_{b} / n$, the CBT Matrix-

Matrix multiplication in Algorithm 3.3 runs with worst-case time complexity of $O\left(m^{\prime} \log _{2}\left(n^{2} / m^{\prime}\right)\right)$, where $m^{\prime}=m_{a}+m_{b}$. If we are only using the upper triangular matrix then we have time complexity of $O\left(m^{\prime} \log _{2}\left(n(n-1) / 2 m^{\prime}\right)\right)$.

Proof: We use the same notion as in Lemma 3.1, where we realize we must traverse each 1 in the cell of each matrix , i.e., $m^{\prime}=m_{a}+m_{b}$. Our worst case is then $O\left(m^{\prime} \log _{2}\left(n^{2} / m^{\prime}\right)\right)$, and if we are using upper triangular matrix we substitute our $n^{2}$ with $\left(n^{2}-n\right) / 2$, which leads to $\left.O\left(m^{\prime} \log _{2}\left(n(n-1) / 2 m^{\prime}\right)\right)\right)$.

### 3.6 Experiments and results

We implemented all of our programs in C/C++ with an AMD FX(tm)-8350 Eight-Core @ 4.00Ghz and with 32 GB of RAM. We ran 10 iterations of matrixvector multiplication for the Web graphs in Tables 3.2 and 3.3, with $v$ initialized to all ones. We compare the time to calculate these multiplications against our benchmark, Web Graph by Boldi and Vigna (BV) [12]. We do not make any comparisons against the uncompressed matrix-vector multiplication since we would have to hold a 143.1 petabyte Boolean adjacency matrix in main memory.

|  | Size $_{B V}$ | Size $_{C B T^{\prime}}$ | $n$ | $m$ |
| :---: | :---: | :---: | :---: | :---: |
| eu-2015-hc | 9.7 GB | 9.5 GB | $1.07 \times 10^{9}$ | $9.17 \times 10^{10}$ |
| eu-2015-host-hc | 145 MB | 138 MB | $1.13 \times 10^{7}$ | $3.87 \times 10^{8}$ |
| gsh-2015-hc | 1.3 GB | 1.2 GB | $9.88 \times 10^{8}$ | $3.39 \times 10^{10}$ |
| it-2004-hc | 194 MB | 177 MB | $4.13 \times 10^{7}$ | $1.15 \times 10^{9}$ |
| uk-2014-hc | 5.7 GB | 5.6 GB | $7.88 \times 10^{8}$ | $4.76 \times 10^{10}$ |

Table 3.1: The datasets

Table 3.1 shows the Web crawl datasets used in the experiments along with their sizes in Webgraph [12] and $\mathrm{CBT}^{\prime}$. Table 3.2 contains the computation time results for Webgraph by Boldi and Vigna [12]. The column $m$ is the number of

|  | $m$ | $m_{B V}^{\prime}$ | $t_{B V}(\mathrm{~s})$ | $t_{B V}^{\prime}(\mathrm{s})$ | $S_{B V}=\frac{t_{B V}}{t_{B V}^{\prime}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| eu-2015-hc | $9.17 \times 10^{10}$ | $1.11 \times 10^{10}$ | 1715.5 | 591.8 | 2.9 |
| eu-2015-host-hc | $3.87 \times 10^{8}$ | $1.10 \times 10^{8}$ | 5.4 | 3.97 | 1.36 |
| gsh-2015-hc | $3.39 \times 10^{10}$ | $7.08 \times 10^{9}$ | 973.9 | 544.1 | 1.79 |
| it-2004-hc | $1.15 \times 10^{9}$ | $2.27 \times 10^{8}$ | 14.7 | 7.4 | 1.99 |
| uk-2014-hc | $4.76 \times 10^{10}$ | $6.26 \times 10^{9}$ | 1172.3 | 391.9 | 2.99 |

Table 3.2: Experimental results with Webgraph by Boldi and Vigna [12]

1 's, $m^{\prime}$ is the number of differential non-zeros, $t$ is the average time in seconds to compute matrix-vector multiplication without differential compression, $t^{\prime}$ is the time to multiply with differential compression, and $S$ is the observed speedup. Table 3.3 contains the same information as in Table 3.2, but using CBT. The results show that $S_{C B T}>S_{B V}$ and $t_{C B T}^{\prime}<t_{B V}^{\prime}$. The column $S_{C B T} / S_{B V}$ also show the speedup as a percentage of using CBT vs BV.

We start by compressing each graph to a sequence of $\mathrm{CBT}^{\prime}$ s. Then we calculate $m_{C B T}^{\prime}$ as the total number of nonzero entries represented by the compressed structure. This $m_{C B T}^{\prime}$ is different than $m_{B V}^{\prime}$ since one structure may find it beneficial to use its own differential compression, while the other may not. Note that we keep a $C B T_{j}$ when there is no $i$ such that $\operatorname{sizeof}\left(C B T_{j}\right)>\operatorname{sizeof}\left(C B T_{D i f f_{j, i}}\right)$ and $0 \leq j-W \leq i<j$. In other words, it takes less space to normally compress $A_{j}$ than to compress it differentially.

Examining the results in Tables 3.2 and 3.3, we see that although $m_{C B T}^{\prime}$ and $m_{B V}^{\prime}$ have very similar values, $m_{C B T}^{\prime}$ is slightly smaller. This is because the compression found it more beneficial to reuse more rows of the matrix, meaning that the ratio $C B T_{D i f f} / C B T$ is smaller on average than $B V_{D i f f} / B V$. This fact helps explain why $S_{C B T}>S_{B V}$.

Our approach outperforms BV in terms of computation speeds $t$ and $t^{\prime}$ in all

|  | $m$ | $m_{C B T}^{\prime}$ | $t_{C B T}(\mathrm{~s})$ | $t_{C B T}^{\prime}(\mathrm{s})$ | $S_{C B T}=\frac{t_{C B T}}{t_{C B T}^{\prime}}$ | $S_{C B T} / S_{B V}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| eu-2015-hc | $9.17 \times 10^{10}$ | $1.10 \times 10^{10}$ | 1502.9 | 480.7 | 3.13 | $8.0 \%$ |
| eu-2015-host-hc | $3.87 \times 10^{8}$ | $1.09 \times 10^{8}$ | 4.6 | 3.2 | 1.44 | $6.0 \%$ |
| gsh-2015-hc | $3.39 \times 10^{10}$ | $7.08 \times 10^{9}$ | 853.9 | 451.2 | 1.89 | $5.6 \%$ |
| it-2004-hc | $1.15 \times 10^{9}$ | $2.26 \times 10^{8}$ | 11.7 | 5.5 | 2.10 | $5.5 \%$ |
| uk-2014-hc | $4.76 \times 10^{10}$ | $6.25 \times 10^{9}$ | 1001.5 | 311.1 | 3.22 | $7.7 \%$ |
| Table 3.3: Experimental results with CBT |  |  |  |  |  |  |

graphs. It outperforms in terms of $t$ mainly due to a faster decoding method and better compression brought about by the improved encoding methods from Section 2.4.3. Additionally, it outperforms on $t^{\prime}$ because $m_{C B T}^{\prime}$ was smaller than $m_{B V}^{\prime}$, meaning we reused more computations.

### 3.7 Conclusions

We have adapted our previous work involving differential compressed binary trees to allow for matrix-vector multiplication. We have taken advantage of the techniques described in [50] to allow us to reuse results for later computation. This means that our computation time is now proportional to the compressed matrix size, rather than the number of non-zeros in the original matrix. Therefore, the better the compression is able to exploit redundancies, the faster the computation time will be.

Our experiments show that differential CBTs allow for faster Matrix-Vector multiplication than a similar adaptation of Boldi and Vigna. The first reason for this is because our differential compression is succinct enough that the overall compression allows for more reuses of encoded rows. We also massively improved the encoding scheme in Section 3.3. Secondly, Boldi and Vigna's technique also makes use of integer encoders, which is more complex than our tree traversals.

We also extend our technique to support Boolean Matrix-Matrix multiplication which is used to find connected components and transitive closures. This extension loses the ability to reuse products, but gains the ability to short-circuit and return early.

We also observe that an interesting future work would involve reordering the rows of the matrix in order to improve differential compression. Notice that we would also have to reorder the multiplying vector or matrix correspondingly.

## Chapter 4

## Compressing time-evolving graphs using binary trees

In this chapter, we propose to build a compressed data structure that has a compressed binary tree corresponding to each row of each adjacency matrix of a time-evolving graph. We do not explicitly construct the adjacency matrix, and our algorithms take the time-evolving arc list (i.e., differential contacts) representation as input for its construction. Our compressed structure allows for directed and undirected graphs, fast arc and neighborhood queries, as well as the ability for arcs and frames to be added and removed directly on the compressed structure (streaming operations). We use publicly available network data sets such as Flickr, Yahoo!, and Wikipedia in our experiments and show that our new technique performs as well or better than our benchmarks on all datasets in terms of compression size and other vital metrics.

### 4.1 Introduction

A time-evolving graph consists of a set of nodes in which the arcs among them change over time. If we had a time-evolving graph of a web or social network graph such as Facebook, we would be able to see how the graph evolved as nodes and arcs are added and removed. In other words, we would be able to examine the graph at any point in time, and directly see which nodes and arcs were active at that time.

While many structures already exist to model time-evolving graphs, few focus on implicitness and succinctness [11]. Now that networks such as web and social networks are reaching such large scales with dynamic lifetimes, we need both more main memory and compact yet fast time-evolving structures. If the user cannot fit the graph into main memory, then they must make access calls to disk, which incurs a high time penalty. During this work, we processed a Yahoo! network flow time-evolving graph that only spanned three days yet occupied 21.5 GB of space. This massive amount of data presents a clear problem to areas such as time-evolving graph pattern analysis.

When developing a queryable compression technique, it is usually designed to answer a certain set of queries. While one technique may be efficient at answering a query such as whether an arc is active at a particular time, it may be inefficient at a query such as getting all arcs at a given time. A common requirement for most compression algorithms is an intermediate structure, such as an adjacency list, that is built from this list of triplets and used to efficiently build a final compressed structure. Since we can incrementally build our compression, we do not require such an intermediate structure. This, combined with our previously developed technique of compressing directly from a gzipped text file, guarantees
minimal main memory overhead. For example, after preprocessing, our Yahoo! dataset was 21.5 GB as a raw text file. After gzipping, it shrunk down to 6.7 GB , giving us a main memory saving of 14.8 GB .

Our novel compression technique is based on our previous work of using indexed arrays of binary trees [100]. We adapt the original technique to timeevolving graphs by compressing each node's adjacency matrix row in each 2D matrix time slice with differentially encoded compressed binary trees (CBT). We also greatly improve the original definition of a compressed binary tree to better compress runs of zeros and ones, as well as branches that contain a single one. We also provide a method for aggregating a series of differential CBTs into a single time spanning CBT, if more space efficient.

Our contributions can be summed up as:

- We adapt the technique introduced in our previous work [100] to compress time-evolving graphs, in a queryable and streaming structure.
- We greatly improve the original notion of a compressed binary tree to compress runs of zeros and ones, as well as branches that only contain a single one.
- We provide a differential compression technique that saves space by only encoding the differences between a node's frames.
- We maintain minimal memory overhead by not requiring any intermediate structure (such as adjacency lists or matrices) to compress and by being able to compress directly from a gzipped file.
- We provided an in-depth space complexity analysis as well as a proof of correctness on our structure.
- We have developed algorithms to execute time-sensitive arc, neighbor, and streaming operations that directly work on the compressed file.
- We provide a detailed empirical study that uses real, massive time-evolving graphs and show that our technique performs as well or better than our benchmarks on all datasets.

The rest of the chapter is organized as follows. In Section 4.2, we better define time-evolving graphs and discuss the operations that can be performed on them. In Section 4.3, we examine existing structures and describe our benchmarks. We improve the notion of a compressed binary tree and apply it to time-evolving graphs in Section 4.4. We also provide an analysis, a proof of correctness, and supported operations with algorithms in this section. Finally, we report empirical results in Section 4.5 and conclude in Section 4.6.

### 4.2 Preliminaries

In this section, we better define time-evolving graphs and the operations that can be performed on them.

### 4.2.1 Time-evolving graphs

A time-evolving graph is a graph where arcs appear and disappear as time passes [103]. Additionally, it retains the history of the graph at each time frame. Therefore, we should be able to see the graph exactly as it was at each time frame. A perfect example of this phenomenon is the popular social network, Facebook, and how users are constantly adding/removing friendships.

Given a web or social network, it can be represented as a graph $G=(V, E)$, where $V$ is a set of nodes (individuals) and $E$ is a set of $\operatorname{arcs}$ (relationships). Thus, a time-evolving graph would be a series of graphs $G_{T}=G_{1}, G_{2}, \ldots, G_{\tau}$, where $\tau$ is the number of time frames, i.e., the lifetime. Since a simple graph $G=(V, E)$ can be represented as a 2 D matrix, then a time-evolving graph could be represented as a 3D matrix.

When downloading a time-evolving graph off the web, we usually find them represented as a contact list [23]. A contact is a 4 -tuple ( $u, v, t_{i}, t_{j}$ ) meaning that the edge $(u, v)$ existed (inclusively) between the time frames $t_{i}$ and $t_{j}$, where $0 \leq i<j<\tau$ and $\tau$ is the lifetime of the graph.

From here, we provide several definitions that will be helpful in understanding the different concepts surrounding time-evolving graphs. We denote $n=|V|$ as the number of vertices, $m=|E|$ as the number of arcs, and $\tau$ as the number of time frames, i.e., the lifetime.

Definition 4.1. An aggregated graph of a time-evolving graph $G_{T}$ is the static graph defined by all arcs that have been active during the lifetime of $G_{T}$. We can also aggregate the graph from a given time-interval $\left[t_{i}, t_{j}\right.$ ], where $0 \leq i<j<\tau$. Definition 4.2. An incremental graph is a time-evolving graph where once an arc has been activated, it remains so until the end of the lifetime.

Definition 4.3. An interval graph is a time-evolving graph where arcs exist in time intervals $\left[t_{i}, t_{j}\right)$, where $i<j$. An arc may exist in several intervals and intervals may not overlap.

Definition 4.4. A point-contact graph is a time-evolving graph where arcs only appear at a single time frame, i.e., $\left[t_{i}, t_{i+1}\right)$. arcs may appear at multiple points.

### 4.2.2 Operations on time-evolving graphs

Time-evolving graphs have many different applications, such as web and social network graphs, communication networks, citation networks, etc. In each area, the queries of interest are similar to those of static graphs, but with the addition of the time dimension. We can see that these queries can be divided into four categories shown in Table 4.1. Each of these queries can be targeted towards a particular point in time, or a time interval. First, we have queries about vertices, including retrieving the direct/reverse neighbors of a vertex. Next, we have queries about arcs, such as determining whether an arc is active or not. We also have queries about the graph as a whole, such as retrieving all active arcs. Finally, we have queries about changes in the graph. For example, return all arcs that changed state during the requested time period. We describe these operations in Table 4.1.

### 4.3 Related work

Intuitively, a time-evolving graph can be represented as a sequence of static graphs (snapshots), with each snapshot representing the graph at a particular point in time. Since a snapshot can be represented as a 2D matrix, a time-evolving graph can thus be represented as a 3D matrix, also known as a presence matrix [47]. Formally, a presence matrix is a 3D binary matrix of size $n \times n \times \tau$, where an entry $(u, v, t)$ represents whether the $\operatorname{arc}(u, v)$ is active at time $t$. The main problem with this 3D representation is its large space requirements, and that the arcs may remain unchanged for long time intervals. For example, as a 3D matrix, the Wiki-Links dataset would require $22608064 * 564224135 * 414347809=26.5$ zettabytes.
Table 4.1: Operations on time-evolving graphs

| Class | Time-evolving operation |
| :---: | :---: |
| Vertices | DirectNeighbors(u,t): returns active adjacent neighbors of $\mathbf{u}$ at time $\mathbf{t}$ |
|  | ReverseNeighbors(v,t): returns active reverse neighbors of $\mathbf{v}$ at time $\mathbf{t}$ |
| arcs | $\operatorname{arc}((\mathbf{u}, \mathbf{v}), \mathbf{t})$ : returns true if $\operatorname{arc}(\mathbf{u}, \mathbf{v})$ is active at time $\mathbf{t}$, false otherwise |
|  | $\operatorname{arcNext}((\mathbf{u}, \mathbf{v}), \mathbf{t})$ : returns the instant of the next activation of $(\mathbf{u}, \mathbf{v})$ after $\mathbf{t}$, or $\mathbf{t}$ if it is active; |
| Graph | Snapshot(t): returns all active arcs at time t |
| Changes | ActivatedArcs(t): return all arcs that were activated at time point $\mathbf{t}$ |
|  | DeactivatedArcs(t): return all arcs that were deactivated at time point $\mathbf{t}$ |
|  | ChangedArcs(t): return all arcs that were activated or deactivated at time point $\mathbf{t}$ |

In 2016, Caro et al. [23] developed $c k^{d}$-trees, which we use as our main benchmark. We do this not only because they have top compression rates, but also because their technique is similar to ours in that they also use compressed trees. They define a contact as a quadruplet $\left(u, v, t_{i}, t_{j}\right)$ and then compress the 4D binary matrix corresponding to the time-evolving graph defined by a set of these contacts. They do this by representing the 4D matrix as a $k^{d}$-tree and then distinguishing white nodes as those without any contacts, black nodes as ones that only contain contacts, and gray nodes as those that contain only one contact. This work was preceded by Brisaboa et al's $k^{2}$-trees [16] in 2014.

When compressing time-evolving graphs, two popular strategies are to either (i) store the events of activation/deactivation of arcs or (ii) store changes between snapshots by having representative snapshots and the log of events between them. These are often referred to as log and copy $+\log$, respectively.

Continuing on the snapshot representation idea, the $G^{*}$ database [78] is a distributed index that solves the space issue of the presence matrix by only storing new versions of an arc when its state changes, i.e., as a log of changes. They do this by storing versions of the vertices as adjacency lists and maintaining pointers to each time frame. If an arc changes in the next frame, they create a new adjacency list for that vertex's arc and add a pointer to the new frame. The DeltaGraph [75] is also a distributed index, but it groups the different snapshots in a hierarchical structure based on common arcs.

EveLog [22] is a compressed adjacency log structure based on the log of events strategy. It consists of two separated lists per vertex - one for the time frames and another for representing the arcs related to the event. The time frames are compressed using gap encoding, and the arc list is compressed with a statistical model. We can see that query times suffer because we need to sequentially scan
the log.
If we want to check if an arc is active at a particular time frame in the log strategy, we must sequentially read the log of events (possibly deactivating/reactivating the arc) until the time frame is reached. We can see that this approach is slow for large time-evolving graphs, as it is done in linear time. Ferreira et al. [47] follow this strategy by providing a quadruplet ( $u, v, t$, state) for each time an arc changes. In order to improve query times, in [20] the same authors also present a data structure of adjacency lists where each neighbor has a sublist indicating the time intervals when the arc is active. In arcLog [22], this idea is compressed using gap encoding.

When querying copy $+\log$ at a time $t$, we must select the snapshot closest to $t$ and process the log of changes that occurred from the snapshot to $t$. In [115], the authors develop the FVF (Find-Verify-Fix) framework which includes a copy $+\log$ compression that also supports shortest-paths and closeness centrality queries. More preliminary work is done in [10] [51], which describes three different methods to index time-evolving graphs based on the copy $+\log$ strategy.

Two log of events strategies, CAS and CET, are proposed in [22] to address the problem of slow query times when processing a log. CAS orders the sequence by vertex and adds a Wavelet Tree [54] data structure to allow for logarithmic time queries. CET orders the sequence by time, and the authors develop a modified Wavelet Tree called Interleaved Wavelet Tree to also allow logarithmic time queries.

In 2014, Brisaboa et al. [14] adapt compressed suffix arrays (CSA) [22] for use in temporal graphs (TGCSA) by treating the input sequence as the list of contacts. They use an alphabet consisting of the source/destination vertices and the starting/ending times.

### 4.4 Time-evolving graphs as differentially compressed binary trees with improved encoding

As described in Section 4.2.1, a time-evolving graph can be represented as an $n \times n \times \tau$ 3D matrix, where $n=|V|$. Additionally, it can be represented as a series of graphs $G_{0}, \ldots, G_{t}, \ldots, G_{\tau-1}$, where $G_{t}=\left(V_{t}, E_{t}\right)$ and $0 \leq t<\tau$.

Our compression represents each node $u(0 \leq u<n)$ at each time frame $t$ $(0 \leq t<\tau)$. In other words, we compress the adjacency row representing the neighbors of $u$ at each time frame, differentially. In Figure 4.1 (a), we have a graph of size $n=6$ with $\tau=5$. Then, for each $u$, we represent each $u_{t}$ with differential compressed binary trees (b). That is, the compressed binary trees only represent neighbor changes since the previous time frame. For the sake of brevity, only the first three nodes are compressed and illustrated with their respective CBTs. However, the reader can find the final bit-strings for all nodes at the bottom (c). We describe this more in Section 4.4.2. We can see that our structure requires 130 bits, whereas the 3D matrix representation needs 180 bits. For undirected graphs, our binary tree would only represent the 3D upper triangular matrix, giving 72 bits for our structure and $\left(\left(n^{n}-n\right) / 2\right) \times \tau=90$ bits for the 3D upper triangular matrix.

Our compression technique for time-evolving graphs is as follows:

- Compressed binary trees (CBT) are implemented with an improved encoding to better compress consecutive arcs and branches that only contain one arc. (Section 4.4.1).
- Given a node $i$ at time frames $t-1$ and $t$ where $1 \leq t<\tau$, the adjacency
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| $\mathrm{A}_{1,0}$ | $\mathrm{A}_{1,1}$ | $\mathrm{A}_{1,2}$ | $\mathrm{A}_{1,3}$ | $\mathrm{A}_{1,4}$ |
| :---: | :---: | :---: | :---: | :---: |
|  | $0^{[0,7]}$ |  | $\text { (0) }^{[0,7]}$ | $\text { (0) }{ }^{[0,7]}$ |


| $A_{2,0}$ | $A_{2,1}$ | $A_{2,2}$ | $A_{2,3}$ | $A_{2,4}$ |
| :---: | :---: | :---: | :---: | :---: |

(b)
$110101011101000011101001101010111100000111100010111100101110000111110000001101100011011001101100011011001011100101110000=120$ bits vs $\left(n^{*} n^{*}\right.$ * $)=\left(6^{*} 6 * 5\right)=180$ bits
Figure 4.1: A time-evolving graph with $n=6$ and $\tau=5$ represented as a series of differential compressed binary trees
row $A_{i, t}$ is encoded differentially from $A_{i, t-1}$. That is, a CBT is encoded to represent the absolute difference between the adjacency rows $\left|A_{i, t}-A_{i, t-1}\right|$. Only changes since the previous time frame are encoded. (Section 4.4.2)

- A window $W$ is examined to determine if a series of CBTs can be more efficiently represented as a single time spanning compressed binary tree (T-CBT) (Section 4.4.3).
- The structure is outputted as a series of CBTs and T-CBTs with indexes pointing to the beginning positions of each node (Section 4.4.4).

We also provide analysis in Section 4.4.5, a proof of correctness in Section 4.4.6, and supported operations with algorithms in Section 4.4.7.

### 4.4.1 Improved compressed binary trees

In this section, we introduce the compressed binary tree with the improved encoding techniques illustrated in Figures 4.2 and 4.3. In Figure 4.2, we have a row $A_{i}$ at a time $t$ compressed with a binary tree using our new encoding scheme. We can see that the branches containing only zeros are pruned off and compressed with a single zero bit as usual. Now, notice that if a node is marked with a one, it should normally never have its two children both marked with zero [23]. We take advantage of this fact by saying that if a node is followed by two children marked with zeros, then an additional bit must follow. If this next bit is zero, then the branch is filled with all ones. If the bit is one, then the branch leads to a single arc, as in Figure 4.3.

In Figure 4.3, we have row $A_{i}$ again, but at time $t+1$ with one additional arc at position 28. This row is encoded with a CBT differentially from the CBT of $A_{i, t}$
in Figure 4.2. We explain this more in Section 4.4.2. This example demonstrates when a node's two children are both marked zero, and the following bit is a one. In this case, it means that the current branch leads to a single arc to which we then provide a direct binary path, relative to the current branch. That is, while the example's change is encoded at the root of the tree $(d=0)$, it could occur at any depth $d<\log _{2}(n)-3$ with a saving of $\log _{2}(n)-2 d-d-3=\log _{2}(n)-d-3$ bits. We now describe Algorithm 4.1 which outputs a relative binary path given a target index $j$ and a node's beginning and ending range.


$A_{i, t}=\left|A_{i, t}-A_{\mathrm{i}, \mathrm{t}-1}\right|=$| 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 | 25 | 26 | 27 | 28 | 29 | 30 |

$$
\mathrm{A}_{\mathrm{i}, \mathrm{t}-1}=\begin{array}{|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline 0 & 1 & 2 & 3 & 4 & 6 & 7 & 8 & 9 & 10 & 11 & 12 & 13 & 14 & 15 & 16 & 17 & 18 & 19 & 20 & 21 & 22 & 23 & 24 & 25 & 26 & 27 & 28 & 29 & 30 & 31
\end{array}
$$

Figure 4.2: A CBT of row $A_{i}$ at time $t$. The ones and zeros are both compressed


Figure 4.3: $\mathrm{A} \mathrm{CBT}^{\prime}$ with a single arc at position 28 being added to the CBT from Figure 5.2

In Algorithm 4.1, we are given "begin" and "end" which represents the range of our current node, along with the target index j . We calculate the relative depth

```
Algorithm 4.1: A relative binary path
    Input: int begin, int end, int j
    Output: The relative binary path as a bit-string
    begin
        BitString s;
        depth \(=\left\lceil\log _{2}(\right.\) end - begin \(\left.)\right\rceil ;\)
        s.Initialize(depth);
        for \(i=0 ; i<\) depth; \(i++\) do
            mid \(=\lceil(\) begin + end \() / 2\rceil ;\)
            if begin \(\leq j<\) begin + mid then
                s.AppendBit(0);
                end \(-=\mathrm{mid}\);
            else
                s.AppendBit(1);
                begin \(+=\) mid;
        return s ;
```

in line 2 , which will be the length of our returned bit-string. In lines 5 through 12, we loop through each level of the remaining depth, and append a one or a zero, depending on which child the path should navigate to (left $=0$, right $=1$ ). We return the path's bit-string in line 13 .

### 4.4.2 Differential compressed binary trees

In Figures 4.2 and 4.3, the adjacency rows that the CBTs represent are obtained from $\left|A_{i, t+1}-A_{i, t}\right|$. This means that an entry $v$ in the resulting row $A_{i, t+1}^{\prime}=$ $\left|A_{i, t+1}-A_{i, t}\right|$ indicates that $A_{i, v, t} \neq A_{i, v, t+1}$. In a differential CBT, a zero indicates that the branch does not contain any change, and a one indicates that the branch does contain a change. We now describe Algorithm 4.2 which also includes the improved encoding scheme described in Section 4.4.1.

In Algorithm 4.2, we are given as input a node's compressed binary tree (CBT) and a list of arc targets. If a target is already a neighbor of the node, it is to

```
Algorithm 4.2: Differential binary tree compression
    Input: \(\mathrm{CBT}_{i, t}\), and a list of arc change targets
    Output: \(\mathrm{CBT}_{i, t+1}^{\prime}\) as a bit-string
    begin
        BitString s;
        Node node \(=\) cbt.Root;
        Visitor \(\mathrm{vtr}=\) PreOrderTraversal(node);
        while ! \(v t r\).End() do
            nodeTargets \(=\) targets. Where \((\mathrm{x}=>\) node.Spans \((\mathrm{x}))\);
            if nodeTargets. Count() \(>0\) then
                s.AppendBit(1);
                if node.arcs ()\(==\) nodeTargets then
                    s.AppendBitString('000');
                vtr.Ignore(node);
                    else if nodeTargets.Count() \(==1\) then
                s.AppendBitString('001');
                path \(=\) RelativeBinaryPath(node.begin, node.end, target);
                s.AppendBitString(path);
                    vtr.Ignore(node);
            else
                s.AppendBit(0);
                vtr.Ignore(node);
            node \(=\) vtr.Next();
            return s;
```

be removed. We use the visitor pattern and some LINQ notation [9] for ease of reading. We start by traversing through the CBT representing the node's current neighbors. On line 6, we get the list of target changes pertaining to the current node. If there are changes in this branch, we have three cases: (i) the branch is removed entirely, (ii) the branch has one change, or (iii) the branch has many changes. The last case is handled simply by line 8 . The first case makes use of our new encoding scheme in line 10 by appending ' 000 ', indicating that the entire branch has been removed. The second case handled in lines 12 through 16 also uses a new encoding scheme by appending '001', followed by the relative binary
path to the target change. If there were no changes for this node, then we simply append a zero, as in line 18. We return the differential CBT as a bit-string in preorder traversal in line 21.

The bit-strings for Figures 4.2 and 4.3 would be 110000 and 100111100 , respectively.

### 4.4.3 Time-spanning compressed binary trees

Over time, it may be more space-efficient to combine these differential binary trees into one T-CBT structure [101]. This T-CBT is not a differential, but a complete representation of the node during that time-span. The paper in [101] mainly mentions T-ABTs, so when we say T-CBT, we are referring to a node's single T-CBT out of the entire T-ABT. However, we use variants of our improved encoding scheme introduced in this chapter on the original technique [101].

We briefly describe a T-CBT. First, for some node $i$, we build a time-aggregated adjacency row $A_{i}^{\prime}$ which is the result of inclusively or'ing all $A_{i, t}$ where begin $\leq$ $t \leq e n d<\tau$ and [begin, end] is the desired time span. That is, $A_{i}^{\prime}$ contains all neighbors that node $i$ has ever had within that time-span. Then, we build a CBT representing $A_{i}^{\prime}$. However, once we reach a binary leaf node representing an arc $v$, we then begin another binary tree spanning the row $A_{i, v, t}$ where begin $\leq t \leq e n d<\tau$. In other words, this new CBT spans the arc's desired time dimension where a 1 indicates whether or not the arc was active at that time frame. We adopt the same concept involving both of a node's children having zeros from Section 4.4.1. If the third bit is a one, we build a relative binary path directly to the arc, as above, followed by another CBT representing the arc's time dimension. If the third bit is a zero, then the node contains all ones. We then
list all the arcs' time dimension CBTs in order, differentially.
In Figure 4.4, we can see that the space required for $C B T\left(A_{i, t}\right)+C B T^{\prime}\left(A_{i, t}, A_{i, t+1}\right)$ requires 7 more bits than $T$ - $C B T\left(A_{i, t}, A_{i, t+1}\right)$, which conveys the same information [101]. Thus, when compressing from $t_{i}$ to $t_{j}$, where $i<j$, we check to see if $\sum_{i}^{j}\left(\operatorname{Size}\left(C B T\left(t_{i}\right)\right)\right)>\operatorname{Size}(\mathrm{T}-\mathrm{CBT}(i, j))$. This trade-off can be explained by the fact that T-CBTs only encode arcs once, while a series of CBT's accrue extra space because arcs will get repeated. Therefore, we can see that our overall structure for a single node will be a series of T-CBTs, followed by a series of $\mathrm{CBT}^{\prime}$ s.

### 4.4.4 Overall structure

When describing our technique for compressing, we must first envision each time slice of the graph as its 2D Boolean adjacency matrix representation. For algorithmic simplicity, we expand the matrices to the next highest power of two.

We start by compressing each node entirely, including all of its time dimension. That is, for some node $u$, we are compressing $A_{u, 0}$ through $A_{u, \tau-1}$, where $\tau$ is the lifetime of the graph. The first instance of the node $u$ at time $t_{0}$ will be a regular $\operatorname{CBT}\left(A_{u, 0}\right)$. From there we append the node at each subsequent time frame with CBT's, as described in Section 4.4.2. Then, for some window $W$ and $t_{i}$ to $t_{j}$, where $0 \leq j-W \leq i<j$, we check to see if $\sum_{i}^{j}\left(\operatorname{Size}\left(\operatorname{CBT}\left(t_{i}\right)\right)\right)>\operatorname{Size}(\mathrm{T}-$ $\operatorname{CBT}(i, j))$. When this inequality is satisfied, we substitute $\mathrm{CBT}^{\prime} \mathrm{s} i$ through $j$ for a single $\mathrm{T}^{-\mathrm{CBT}_{(i, j)}}$, as described in Section 4.4.3. Thus, we can see that our overall structure will be a sequence of T-CBTs, with possibly different time-spans, mixed with $\mathrm{CBT}^{\prime}$ 's, for each node.

We then apply indexes coupled with a lifetime to each node for quicker node-


Figure 4.4: A CBT of row $A_{i, t}$ with two arcs (top), a $\mathrm{CBT}^{\prime}$ from $A_{i, t}$ to $A_{i, t+1}$ with an additional two arcs (middle), and a T-CBT from $A_{i, t}$ to $A_{i, t+1}$ (bottom)
centric queries throughout time. This is a common practice and sacrifices minimal space for a great speed increase on queries [83]. In our case, the space requirement is $O(n d \log (n))$, yet we gain a time complexity of $O(d \log (n))$, where $d$ is the contact degree of the graph.

## Input

As mentioned in Section 4.2.1, when downloading a time-evolving graph off the web, we usually find them represented as a contact list [23]. A contact is a 4 -tuple ( $u, v, t_{i}, t_{j}$ ) meaning that the edge $(u, v)$ existed (inclusively) between the time frames $t_{i}$ and $t_{j}$, where $0 \leq i<j<\tau$ and $\tau$ is the lifetime of the graph. Before we compress, we preprocess this input to be a list of 3 -tuples ( $u, v, t$ ) indicating that the edge $(u, v)$ changes state at time $0 \leq t<\tau$. Thus, every 4 -tuple contact $\left(u, v, t_{i}, t_{j}\right)$ becomes two triplets, $\left(u, v, t_{i}\right)$ and $\left(u, v, t_{j}\right)$. We call these triplets differential contacts. If an arc already exists and appears again in a later time frame, then the arc is to be deactivated (and vice versa). This list of triplets is to be sorted in ascending order, by $u$, then $v$, then $t$.

These assumptions are only necessary for a direct construction, rather than an incremental one.

## Direct construction

If we are given the sorted input graph all at once, we can construct each tree's preorder bit-string directly. This includes the T-CBT's neighbor and time trees, as well as every $\mathrm{CBT}^{\prime}$. This way, we can achieve an initial compression with a time complexity of $O(c \log (n))$. This process is the same as in Algorithm 4.3 and [101].

Algorithm 4.3 uses Algorithm 4.2 and the T-CBT technique from Section 4.4.3

```
Algorithm 4.3: Time-evolving compression using binary trees
    Input: The graph as a sorted list of triplets ( \(u, v, t\) )
    Output: The compressed graph as a bit-string
    begin
        diffSize \(\leftarrow 0\);
        for \(i=0\) to \(n-1\) do
            for \(t=0\) to \(\tau-1\) do
                node \(\leftarrow\) GetNeighborsForFrame(n, t);
            cbt-diff \(\leftarrow\) CompressToCBTDiff(node);
            tcbt.Add(node);
            if tcbt.Timespan() \(\geq W\) then
                tcbt.RemoveLastFrame();
                    if sizeof \((t c b t)<\operatorname{sizeof}(c b t\)-diff \()+\) diffSize then
                        bitstring.Remove(diffSize);
                        bitstring.Append(tcbt.ToBitstring());
                        diffSize \(\leftarrow 0\);
                tcbt.Clear();
            else
                bitstring.Append(cbt-diff.ToBitstring());
                diffSize \(+=\operatorname{sizeof}(\) cbt-diff \()\);
            indexes.Append(sizeof(bitstring));
        return indexes.ToBitstring() + bitstring;
```

(lines 6 and 7 , respectively) to compress each time frame into a $\mathrm{CBT}^{\prime}$ or a span of time frames into a T-CBT. Notice that while we appear to be running with complexity $n \times \tau$, the nested loops only perform real computation when there is a change from the previous frame. We have only written it this way because frames without any changes still require a zero bit. The window is maintained in lines 8 and 9 . Then, on line 10, it checks to see if the $W$ most recent $\mathrm{CBT}^{\prime}$ s could be more efficiently represented with the single T-CBT. If so, it removes the previous $\mathrm{CBT}^{\prime}$ s (line 11) and appends the already calculated T-ABT (line 12). Otherwise, on line 16, it appends the latest $\mathrm{CBT}^{\prime}$. While doing all of this, it also keeps track of the index position and lifetime of each T-CBT. Finally, it returns
the list of indexes appended with the list of compressed nodes on line 19. For our index's integer encoding scheme, we use Delta Encoding [41].

As described above, the first frame, $t_{0}$, will be a regular CBT representing the entire graph at time $t_{0}$. Then, while we are building and appending $\mathrm{CBT}^{\prime}$ 's, we are also maintaining the current T-CBT that spans those CBT's within some window $W$. Thus, when our inequality $\sum_{i}^{j}\left(\operatorname{Size}\left(C B T\left(t_{i}\right)\right)\right)>\operatorname{Size}(\mathrm{T}-\mathrm{CBT}(i, j))$ is satisfied, we already have the T-CBT ready and can replace the $\mathrm{CBT}^{\prime}$ 's with it. Note that this representation is also needed to know what the T-CBT's actual size is for the inequality. Otherwise, we would have to approximate.

## Compressing directly from a gzip compressed arc list

During our experiments, we encountered such large graphs that even the raw arc list format required over 20 GB of RAM. Since most computers these days do not have access to large amounts of main memory, we devised a way to compress directly from a much smaller gzipped file. It is important to note that the gzipped file must also be sorted.

The technique uses the zLib library [34] that gzip is built on. This library allows us to partially inflate (decompress) the file in chunks. Since the file is sorted, we can decompress a single node before we recompress it with our method. Obviously, this technique only affects compression time and memory required for compression.

### 4.4.5 Analysis

Recall that a graph has $n$ nodes, $m$ static arcs, and $c^{\prime}$ differential contacts. Each differential contact is stored as a 1 in the 3D Boolean matrix, with the rest of
the entries being 0 .

Lemma 4.3: Given a time-evolving graph with $n=2^{k}(k>0), c^{\prime}$ differential contacts, a lifetime of $\tau$, an average differential contact per frame $\delta=c^{\prime} / \tau$, and an average node-differential contact degree of $\alpha=\delta / n$, a single node in a frame from the time-evolving graph can be encoded with a total space of $\alpha\left(\log _{2}\left(\tau n^{2} / c^{\prime}\right)\right)+$ $O(\alpha)$ bits.

Proof: Using Lemma 2.2 and the graph conditions above, a compressed node would yield a total of $k \alpha+3 \alpha$ bits. However, not all of the paths to each differential contact may be unique. We can see that the worst case is when every node in the tree is present up to depth $\log _{2}(\alpha)$. After that level, the worst case follows with each path to the $\alpha$ differential contacts being unique, giving a total space of $\sum_{j=1}^{\left\lfloor\log _{2} \alpha\right\rfloor}\left(2^{j}\right)+\alpha\left(k-\left\lfloor\log _{2} \alpha\right\rfloor-1\right)+3 \alpha=\alpha\left(\log _{2}\left(\tau n^{2} / c^{\prime}\right)\right)+O(\alpha)$ bits.

Lemma 4.4: Given a time-evolving graph with $n=2^{k}(k>0), c^{\prime}$ differential contacts, a lifetime of $\tau$, an average differential contact per frame $\delta=c^{\prime} / \tau$, and an average node-contact degree of $\alpha=\delta / n$, a single frame can be compressed with $\delta \log _{2}\left(\tau n^{2} / c^{\prime}\right)+O(\delta)$ bits, or $\delta \log _{2}\left(\tau n(n-1) / 2 c^{\prime}\right)+O(\delta)$ bits if we are only using the upper triangular matrix.

Proof: Given the graph conditions above, we must use the formula in Lemma 4.3 for all $n$ nodes, giving $\left.n\left(\alpha\left(\log _{2}\left(\tau n^{2} / c^{\prime}\right)\right)\right)+O(\alpha)=\delta \log _{2}\left(\tau n^{2} / c^{\prime}\right)\right)+O(\delta)$.

Proposition: Given a time-evolving graph with $n=2^{k}(k>0)$ nodes, $c^{\prime}$ differential contacts, and a lifetime of $\tau$, the information-theoretic lower bound for storage is $c^{\prime} \log _{2}\left(\tau n^{2} / c^{\prime}\right)+O\left(c^{\prime}\right)$ bits [18].

Theorem 4.1: Given a time-evolving graph with $n=2^{k}, c^{\prime}$ differential contacts, a lifetime of $\tau$, an average differential contact per frame $\delta=c^{\prime} / \tau$, and an average node-contact degree of $\alpha=\delta / n$, the entire time-evolving graph can be compressed with $c^{\prime} \log _{2}\left(\tau n^{2} / c^{\prime}\right)+O\left(c^{\prime}\right)$ bits, or $c^{\prime} \log _{2}\left(\tau n(n-1) / 2 c^{\prime}\right)+O\left(c^{\prime}\right)$ bits if we are only using the upper triangular matrix, thereby achieving the information-theoretic lower bound.

Proof: Given the graph conditions above, we must use the formula in Lemma 4.4 for each of the $\tau$ time frames, giving $\left.\tau\left(\delta\left(\log _{2}\left(\tau n^{2} / c^{\prime}\right)\right)\right)+O(\delta)=c^{\prime} \log _{2}\left(\tau n^{2} / c^{\prime}\right)\right)+$ $O\left(c^{\prime}\right)$.

A 3D-plot of our upper bound for space requirements is given in Figures 4.5 and 4.6 with set values of $\tau$.


Figure 4.5: 3D-plot of space (bits) requirements given n (nodes) and c (differential contacts) with $\tau=414347809$


Figure 4.6: 3D-plot of space (bits) requirements given $n$ (nodes) and c (contacts) with $\tau=135$

### 4.4.6 Proof of correctness

Theorem 4.2: Given a time-evolving graph $G_{\tau}=G_{0}, G_{2}, \ldots, G_{\tau-1}$, Algorithm 4.3 provides a lossless compression of $G_{T}$.

Proof: If $G_{i}^{\prime}=G_{i}-G_{i-1}$ and $G^{\prime}{ }_{0}=G_{0}$, where $\tau>i>1$, then $G_{0}+G^{\prime}{ }_{1}=G_{1}$ and thus $G_{t}=\sum_{i=0}^{t} G_{i}^{\prime}$, where $\tau>t>1$. Therefore, $\left\{G_{i}^{\prime}\right\}=G_{\tau}$, where $\tau>i \geq 0$.

Now, since $\left\{A B T^{\prime}{ }_{i}\right\}=\left\{G^{\prime}{ }_{i}\right\}$ and $T A B T^{\prime}{ }_{i, j}=\left\{A B T^{\prime}{ }_{k}\right\}$, for all $\tau>j \geq k \geq$ $i \geq 0$, our algorithm is correct.

### 4.4.7 Supported operations

We provide four operations that can be performed on our structure: checking arc existence at a given time $t$, getting a node's neighbors at $t$, adding/removing arcs at $t$, and appending/removing frames. While these are all separate operations, they all involve knowing how to efficiently traverse the compressed tree in bitstring form, which we have described for regular ABTs in [100] and for T-ABTs
in [101]. In Algorithm 4.4, we describe how to decode a $\mathrm{CBT}^{\prime}$, which is the final tool needed to run our supported queries.

```
Algorithm 4.4: Differential CBT - Decoding
    Input: \(C B T_{t-1}\) and \(C B T_{t}^{\prime}\)
    Output: \(C B T_{t}\)
    begin
        Node node_tm1 \(=\) cbt_tm1.Root, node_t \(=\) cbt_t.Root;
        Visitor vtr_tm1 \(=\) PreOrderTraversal(node_tm1), vtr_t \(=\)
        PreOrderTraversal(node_t);
        while !vtr_t.End() do
            if node_t.Label \(==1\) then
                if node_tm1.Label \(==0\) then
                    node_tm1.Label \(\leftarrow 1\);
                    vtr_tm1.Expand(node_tm1);
                else if node_t.isLeaf() then
                    node_tm1.Label \(\leftarrow\) !node_tm1.Label;
            else
                vtr_tm1.Ignore(node_tm1);
            node_tm1 = vtr_tm1.VisitNext(node_tm1);
            node_t \(=\) vtr_t.VisitNext(node_t);
        return vtr_tm1.ToBitstring();
```

Algorithm 4.4 takes as input a CBT representing $A_{i, t-1}$ and a $\mathrm{CBT}^{\prime}$ representing $A_{i, t}^{\prime}=\left|A_{i, t}-A_{i, t-1}\right|$, for some $i \in V$. It outputs the CBT after its $\mathrm{CBT}^{\prime}$ is applied, thus representing $A_{i, t-1}$. For algorithmic simplicity, we assume that the CBTs are using the original encoding scheme. However, all of experiments use the improved version. We start by traversing both CBT and $\mathrm{CBT}^{\prime}$ at the same time. At each node in the preorder traversal we check to see if $\mathrm{CBT}^{\prime}$ indicates a change, as in line 5 . If so, we have two cases. If the current CBT's node is labeled with a zero, then we must set it to one and expand he node (lines 6-8). If the current CBT's node is a leaf node, we flip the node's label (lines 9-10). Line 11 means that $\mathrm{CBT}^{\prime}$ did not indicate a change in the node, and should therefore
be ignored. We return the new CBT in line 15 .

## Arc query

We shall describe Algorithm 4.5 for checking arc existence $(u, v)$ at a time $t$ in our structure. It begins with lines 2-4 loading the indexes and using them to navigate to $u$ 's starting position. Then, on line 5, we begin decoding each T-CBT (line 6) or each $\mathrm{CBT}^{\prime}$ (line 11) in chronological order while also maintaining the latest frame of the node on lines 4,10 , and 12 . If the current CBT is a T-CBT (line 6), then we check to see if it spans our selected time frame (line 8). If so, we return whether or not the arc is active on line 9. If the current CBT was a $\mathrm{CBT}^{\prime}$ (line 11), then we apply the $\mathrm{CBT}^{\prime}$ to the current CBT (line 12). Then, if the current CBT spans $t$ (line 13), we return whether the arc exists (line 14). This process is the same as in Algorithm 4.4, except we return true or false when we decode the node representing the requested arc.

## Neighbor query

The neighbor query is the same as the arc query, except that it decodes the entire node and returns the active arcs.

## Streaming arcs

Streaming arcs involve being able to activate or deactivate an arc in any time frame. Therefore, we present Algorithm 4.6 which assumes that $\mathrm{CBT}_{u, t-1}$ has already been decoded, given a time $t$ and an $\operatorname{arc}(\mathrm{u}, \mathrm{v})$. The algorithm also assumes that the streaming operation is an arc addition rather than a removal. This assumption is merely for ease of algorithmic reading, as the removal operation is the mirror of addition. Additionally for algorithmic simplicity, we again assume

```
Algorithm 4.5: Time-Evolving Differential ABT Compression - Arc-Time
Query
    Input: The compressed time-evolving graph as a bit-string \(\mathrm{s}, \mathrm{u}, \mathrm{v}\), and t
    Output: True or False
    begin
        indexes \(\leftarrow\) s.GetIndexes();
        position \(\leftarrow\) indexes. GetStart(u);
        currentCBT \(\leftarrow\) null;
        while true do
            if s.IsTCBT(\&position) then
                tcbt \(\leftarrow \mathrm{s}\).GetTCBT(\&position);
                if \(t c b t\).Spans \((t)\) then
                        return tcbt.Contains(v, t);
                currentCBT \(\leftarrow\) tcbt.LastFrame();
            else
                currentCBT.Apply(s.GetCBTDiff(\&position));
                if currentCBT.Spans \((t)\) then
                    return currentCBT.Contains(v);
```

that the CBTs are using the original encoding, rather than our improved one. However, our experiments are coded using the improved version.

Algorithm 4.6 is similar to Algorithm 4.4 in the sense that we must traverse multiple trees at the same time. We must additionally traverse and modify $C B T_{t+1}^{\prime}$ since a change in $t$ will affect our differential encoding for $t+1$. During this traversal, we only care about nodes that span over the targeted arc (line 5); we ignore them otherwise (lines 25-27). When we encounter a spanning node, we check if $\mathrm{CBT}_{t}^{\prime}$ or $\mathrm{CBT}_{t+1}^{\prime}$ needs to be expanded (lines 6-11), which we continue to do until we reach a leaf node (line 12). Once we reach the leaf nodes of both $\mathrm{CBT}_{t}^{\prime}$ and $\mathrm{CBT}_{t+1}^{\prime}$, we set our labels and recursively update/compress the branch if the label was a zero (lines 15 and 20). Finally, since we have reached the leaf node level, the algorithm is finished and we return the updated $\mathrm{CBT}_{t}^{\prime}$ and $\mathrm{CBT}_{t+1}^{\prime}$ on

```
Algorithm 4.6: Differential CBT - Streaming an arc
    Input: \(C B T_{t-1}, C B T_{t}^{\prime}, C B T_{t+1}^{\prime}\), and the arc to be added, y
    Output: The new \(C B T_{t}^{\prime}\) and \(C B T_{t+1}^{\prime}\)
    begin
        Node node_tm1 \(=\) cbt_tm1.Root, node_t \(=\) cbt_t.Root, node_tp1 \(=\)
            cbt_tp1.Root;
        Visitor vtr_tm1 \(=\) PreOrderTraversal(node_tm1), vtr_t \(=\)
        PreOrderTraversal(node_t), vtr_tp1 = PreOrderTraversal(node_tp1);
        while !vtr_t.End() do
            if node_tm1.Spans(y) then
                    if node_t.Label \(==0\) then
                        node_t.Label \(\leftarrow 1\);
                            vtr_t.Expand(node_t);
                    if node_tp1.Label \(==0\) then
                        node_tp1.Label \(\leftarrow 1\);
                        vtr_tp1.Expand(node_tp1);
                    if node_t.isLeaf() then
                        if node_tm1.Label \(==1\) then
                node_t.Label \(\leftarrow 0\);
                vtr_t.RecursivelyUpdate();
                        else
                        node_t.Label \(\leftarrow 1\);
                        if node_tp1.Label \(==1\) then
                node_tp1.Label \(\leftarrow 0\);
                vtr_tp1.RecursivelyUpdate();
            else
                        node_tp1.Label \(\leftarrow 1\);
                        return vtr_t.ToBitstring(), vtr_tp1.ToBitstring();
            else
                vtr_tm1.Ignore(node_tm1);
                vtr_t.Ignore(node_t);
                vtr_tp1.Ignore(node_t);
            node_tm1 = vtr_tm1.VisitNext(node_tm1);
            node_t \(=\) vtr_t.VisitNext(node_t);
            node_tp1 = vtr_tp1.VisitNext(node_tp1);
        return;
```

line 23.

## Streaming frames

Our final operation of streaming frames applies to adding/removing frames to/from the end of the time-evolving graph. The appending operation is a trivial modification of the construction process of Algorithm 4.3. That is, adding a frame includes inserting or appending a $\mathrm{CBT}^{\prime}$, and then converting the resulting series of CBT's to a T-CBT if needed. When removing a frame, if the frame is a $\mathrm{CBT}^{\prime}$, then we simply remove it and update the next frame. If the frame is spanned by a T-CBT, we break up the T-CBT into $\mathrm{CBT}^{\prime}$ 's and perform the same process.

### 4.5 Experiments and results

Our experiments involve comparing $\mathrm{CBT}^{\prime}$ compression sizes against various timeevolving compression techniques, particularly $c k^{d}$-tree [23]. We compare using the time-evolving graphs in Table 4.2. The original results in [23] were in bpc (bits per contact), but we have converted these compression rates to their final compressed sizes (e.g., megabytes). This is because their definition of a contact is not useful to us as we compress against a 3D representation rather than a 4D one. We now explain each dataset.

The Comm.Net* and Powerlaw* graphs are synthetic and recreated according to the specifications in [23]. Comm.Net* represents short communications between random vertices. Powerlaw* is a power-law degree graph, where few vertices have many more connections than other vertices, but with a short lifetime. We $\operatorname{star}\left({ }^{*}\right)$ these graphs because they are not exactly equal to the original graphs, but should yield comparable graphs.

|  | Type | $\|\mathrm{V}\|$ | $\|\mathrm{E}\|$ | Lifetime | Contacts |
| :---: | :---: | :---: | :---: | :---: | :---: |
| I-Comm.Net* | Interval | 10000 | 15940743 | 10001 | 19061571 |
| I-Powerlaw* | Interval | 1000000 | 31979927 | 1001 | 32280816 |
| I-Wiki-Links | Interval | 22608064 | 564224135 | 414347809 | 731468598 |
| I-Yahoo-Netflow | Interval | 103661224 | 321011861 | 114193 | 955033901 |
| G-Flickr-Days | Incremental | 2585570 | 33140018 | 135 | 33140018 |
| P-Wiki-Edit | Point | 21504192 | 122075170 | 304002801 | 266720840 |

Table 4.2: The dataset stats

|  | . txt | $. t x t . \mathrm{gz}^{\prime}$ | $\mathrm{CBT}_{\% \text { BEST }}^{\prime}$ | $\mathrm{CBT}^{\prime}$ | $c k^{d}$-tree | CAS | CET | TGCSA |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| I-Comm.Net* | 198.3 MB | 66.2 MB | $-3.2 \%$ | 60.1 MB | 62.0 MB | 117.2 MB | 131.0 MB | 145.8 MB |
| I-Powerlaw* | 611.5 MB | 157.6 MB | $-4.5 \%$ | 123.2 MB | 128.7 MB | 312.7 MB | 388.2 MB | 297.8 MB |
| I-Wiki-Links | 16.7 GB | 4.2 GB | $+0 \%$ | 3.2 GB | 5.6 GB | 3.2 GB | 5.3 GB | 6.1 GB |
| I-Yahoo-Netflow | 21.5 GB | 6.7 GB | $-4.1 \%$ | 4.9 GB | 5.1 GB | 5.8 GB | 7.5 GB | 7.5 GB |
| G-Flickr-Days | 776 MB | 81.0 MB | $-1.0 \%$ | 77.1 MB | 95.3 MB | 77.9 MB | 555.9 MB | 209.6 MB |
| P-Wiki-Edit | 6.6 GB | 1.7 GB | $+0 \%$ | 1.3 GB | 1.4 GB | 1.4 GB | 1.3 GB | 2.4 GB |

Table 4.3: Compressed graph sizes

| Confidence Level $=95 \%$ | Compression (hr) | $\operatorname{arc}_{t}(\mu \mathrm{~s})$ | Neighbor $_{t}(\mu \mathrm{~s})$ | Stream $_{t}(\mu \mathrm{~s})$ |
| :---: | :---: | :---: | :---: | :---: |
| I-Comm.Net* | 2.7 m | $152.782 \pm 132.706$ | $158.722 \pm 129.506$ | $185.050 \pm 140.876$ |
| I-Powerlaw* | 5.2 m | $121.231 \pm 99.310$ | $131.243 \pm 98.021$ | $156.661 \pm 104.384$ |
| I-Wiki-Links | 1.8 h | $463.242 \pm 337.237$ | $469.517 \pm 320.751$ | $478.380 \pm 343.446$ |
| I-Yahoo-Netflow | 2.1 h | $395.575 \pm 235.523$ | $402.236 \pm 200.662$ | $412.760 \pm 237.522$ |
| G-Flickr-Days | 5.1 m | $93.543 \pm 40.957$ | $95.399 \pm 36.004$ | $105.997 \pm 19.890$ |
| P-Wiki-Edit | 31.1 m | $225.734 \pm 196.512$ | $229.616 \pm 184.517$ | $245.673 \pm 203.357$ |

Table 4.4: $\mathrm{CBT}^{\prime}$ execution times

The Flickr-Days dataset is an incremental time-evolving graph with time granularity set to days from 11-02-2006 to 05-18-2007. It represents when users became friends in the Flickr Social Network and can be found at http://socialnetworks.mpi-sws.org/data-www2009.html.

The Wiki-Links (http://dumps.wikimedia.org/enwiki/) interval dataset shows the history of links among articles in the English version of Wikipedia. It has time granularity by second since 03-04-2014. Additionally, Wiki-Edit (http://konect.unikoblenz.de/) is a bipartite, point-contact graph indicating when a user edits a Wikipedia article. It has time granularity of seconds since the creation of Wikipedia.

Finally, we have the Yahoo-Netflow interval graph which contains communication records between end users in the large Internet and Yahoo servers. It has time granularity by seconds starting at 04-29-2008 and can be found at http://webscope.sandbox.yahoo.com/catalog.php?datatype=g.

All datasets are anonymized and require preprocessing. For example, the Yahoo-Netflow dataset contains timestamp, source IP address, destination IP address, source port, destination port, protocol, number of packets, and number of bytes transferred from the source to the destination. The IP addresses were already anonymized with a random permutation algorithm. We also only needed timestamp, source, and destination information, which were converted to frames and vertices, respectively. Additionally, since we pulled both of the Wikipedia dumps after the work in [23], we had to remove records until they matched the original graphs.

We run all of our algorithms on a machine with an $\operatorname{Intel}(\mathrm{R}) \mathrm{Xeon}(\mathrm{R}) \mathrm{CPU}$ E5520 @ 2.27 GHz (4 cores) with 64GB of RAM.

### 4.5.1 Compression

While examining the compression results, we refer to Table 4.3. The first three columns describe the dataset with its name, size as a raw text file, and size of the text file compressed with gzip. Note that these text file sizes are after we have performed our preprocessing on the graphs. The details of each dataset graph are reported in Table 4.2. The next column gives a percentage of $\mathrm{CBT}^{\prime}$ with the next best compression method, for easy reading. The following columns represent the size of the graph after each compression technique has been applied.

The results show that $\mathrm{CBT}^{\prime}$ compresses as well or better than the other techniques on all datasets. When examining this, we see that we achieve better space than the $c k^{d}$-tree in all cases. This makes sense, as our trees are similar, but our technique makes use of differential encoding throughout time, giving strictly better compression rates. This also explains why our technique outperforms CAS, even on Wiki-Links and G-Flickr-Days. These graphs contain more active arcs over time, which is a positive case for both CAS and $\mathrm{CBT}^{\prime}$. CAS no longer needs to store the neighboring changes that deactivate arcs at the end of the lifetime [23] [22], and our compression becomes mostly $\mathrm{CBT}^{\prime}$ s.

For P-Wiki-Edit, which is a point-contact graph, we adjusted our CBT's such that an arc is automatically assumed to disappear in the next frame unless repeated again. Similar to G-Flickr-Days and I-Wiki-Links, the P-Wiki-Edit graph also compresses to mostly these modified $\mathrm{CBT}^{\prime}$. It is only when users edit multiple pages many times that it becomes more space-efficient to use T-CBTs. This is because the entire branch has to be constructed each time, rather than once with a time dimension as in [101].

### 4.5.2 Operation times

Next, we examine the various operation times of $\mathrm{CBT}^{\prime}$. Since we did not have access to our benchmarks' code, nor an equivalent machine, we can only compare our operation times amongst themselves. When discussing these operation times, we refer to Table 4.4.

The first column indicates the time it took for our technique to compress the graph. We can see that this time is somewhat proportional to the size of the graphs in terms of contacts. Again, note that our technique does not require any intermediate structure to compress. Thus, our compression times are not affected by access times of these intermediate structures and only depend on the time it takes to read the file and build the trees.

The following columns represent running times of different operations on the compressed graph. These include the time to query an arc at time $t\left(\operatorname{arc}_{t}\right)$, retrieving all neighbors of a node at $t\left(\right.$ Neighbor $\left._{t}\right)$, and streaming/activating $\operatorname{arcs}$ at $t$.

Each of these operation times is the average of 1000 queries with random parameters. All these times are measured in microseconds with a confidence level of $95 \%$.

Before examining the times, realize that if we are searching through a T-CBT, regardless of whether we are interested in an arc, once we have reached it, we have no choice but to read its corresponding time tree before we can continue with reading the rest of the tree for the aggregated matrix. This explains why we have high variance on our $\operatorname{arc}_{t}$ and Stream $_{t}$ operations. This can be avoided by including a number to indicate how long the time tree is, but this increases space required.

We see that query times are mostly affected by $\tau$, which also results in higher variance. $\operatorname{arc}_{t}$ is inherently the fastest of the queries, as it returns as soon as it finds the requested arc at a given time frame. We also manage to keep $\operatorname{Stream}_{t}$ somewhat similar to $\mathrm{arc}_{t}$ by using a modified unrolled linked list to allow for faster bit insertion/deletion.

### 4.6 Conclusion

In this chapter, we have introduced a novel time-evolving web and social network compression using differential compressed binary trees. We also maintain minimal memory overhead while compressing and provide arc, neighbor, and streaming algorithms. We also provide analysis for our compression which proves that our technique requires $\left.c \log _{2}\left(\tau n^{2} / c\right)\right)+O(c)$ bits of space, which is asymptotically twice the theoretical minimum. We compare this technique using several realworld datasets against several benchmarks from [23]. We find that our technique performs as well or better than the best benchmark compression in every dataset, and we provide description and analysis of the results.

## Chapter 5

## Algorithms on compressed time-evolving graphs

Time-evolving graphs are structures that encapsulate how a graph changes over time. Thus, we not only have to deal with large graphs consisting of nodes and arcs in the billions, but we must also keep track of when these arcs activate and deactivate over long lifetimes. In this age of big historical data, we must make use of efficient time-evolving graph compressions, or we will find ourselves quickly out of main memory.

These time-evolving graph compressions must not only be space-efficient, but must also facilitate fast querying directly on the compressed graph. In this chapter, we define several novel time-evolving graph problems and develop algorithms to solve them directly on various, massive, synthetic and real-world time-evolving graphs compressed using our technique. Our experiments provide details of the compressed graph sizes, algorithm run-times, and other metrics.

### 5.1 Introduction

In this chapter, we adapt our time-evolving compression from Chapter 4 to run time-evolving algorithms. Our motivation is similar to that of Chapter 3, but we instead claim that it is also desire-able to run algorithms directly on the compressed time-evolving graphs. We compute the earliest arrival paths, transitive closure, incremental transitive closure, and our own novel definition of timeevolving transitive closure. We provide the definition and motivation for each of these problems in Section 5.2.2.

Our contributions can be summed up as:

- We compress time-evolving graphs in a queryable and streaming structure and provide different ways of ordering the structure to better accommodate certain algorithms.
- We define our novel problem of time-evolving transitive closure.
- We provide an algorithm to solve the existing problem of finding earliest arrivals paths.
- We provide an algorithm to solve our novel problem of time-evolving transitive closure. In doing so, we also provide algorithms for transitive closure and incremental transitive closure.
- All algorithms keep all data compressed to give efficient run-times and memory usages.
- We provide a detailed empirical study that uses real, massive time-evolving graphs and report the findings on our algorithms' run-times.

The rest of the chapter is organized as follows. In Section 5.2, we define time-evolving graphs and the problems that we will be solving on them. We describe our compression technique using compressed binary trees in Section 5.3. We define the algorithms to run directly on our compressed graph in Section 5.4. In Section 5.6, we discuss related work. Finally, we report empirical results in Section 5.5 and conclude in Section 5.7.

### 5.2 Preliminaries

In this section, we define time-evolving graphs and the operations that can be performed on them.

### 5.2.1 Time-evolving graphs

As described in Chapters 1 and 4, a time-evolving graph is a graph where arcs appear and disappear as time passes [103]. A static graph (snapshot) can be represented as a graph $G=(V, E)$, where $V$ is a set of nodes and $E$ is a set of arcs. Thus, a time-evolving graph would be a series of graphs $G_{T}=G_{1}, G_{2}, \ldots, G_{\tau}$, where $\tau$ is the number of time frames, i.e., the lifetime. Since a simple graph $G=(V, E)$ can be represented as a 2D matrix, then a time-evolving graph could be represented as a 3D matrix, also known as a presence matrix [47].

When downloading a time-evolving graph off the web, we usually find them represented as a contact list [23]. A contact is a 4 -tuple ( $u, v, t_{i}, t_{j}$ ) meaning that the edge $(u, v)$ existed (inclusively) between the time frames $t_{i}$ and $t_{j}$, where $0 \leq i<j<\tau$ and $\tau$ is the lifetime of the graph. Before we compress, we preprocess this input to be a list of 3-tuples $(u, v, t)$ indicating that the edge $(u, v)$ changes state at time $0 \leq t<\tau$. Thus, every 4 -tuple contact ( $u, v, t_{i}, t_{j}$ ) becomes
two triplets, $\left(u, v, t_{i}\right)$ and $\left(u, v, t_{j}\right)$.
We also notice that representing a time-evolving graph as a static graph (by union-ing all arcs) loses temporal information that is vital in understanding certain properties of the time-evolving graph. For example, if we have two temporal $\operatorname{arcs}(i, j, 1)$ and $(j, k, 0)$, a union-ed version of the graph would show that $i$ can reach $k$ through $j$. However, such a path is not actually possible in the timeevolving graph because it would require going backwards in time from frame $t=1$ to $t=0$.

### 5.2.2 Problems on time-evolving graphs

In this section, we define several problems of interest on time-evolving graphs. We address these problems by developing algorithms to run directly on the compressed time-evolving graph. In fact, we keep all data compressed throughout every algorithm, giving efficient run-times and memory usages.

## Earliest arrival paths

We start by defining what a path is on a time-evolving graph, since a path that travels through time does not translate directly from a path in a static graph.

Definition 5.1 (Time-evolving path). Note that given a time-evolving graph $G_{T}=G_{1}, G_{2}, \ldots, G_{\tau}$, each arc $e \in \bigcup_{i=1}^{\tau}\left(E\left(G_{i}\right)\right)$ can be represented as a triplet $e=(u, v, t)$, meaning that $u$ is connected to $v$ at time $t$. Thus, we define a time-evolving path as a series of $\operatorname{arcs}\left(e_{1}, e_{2}, \ldots, e_{k}\right)$, where $v\left(e_{i}\right)=u\left(e_{i+1}\right), t\left(e_{i}\right) \leq$ $t\left(e_{i+1}\right)$, and $1 \leq i \leq k$. In other words, the path can not go backwards in time.

We see that this definition preserves temporal information throughout the path.

Definition 5.2 (Earliest arrival path). A path $p \in P$ is an earliest arrival path if for all paths $p^{\prime} \in P, t_{\text {end }}(p) \leq t_{\text {end }}\left(p^{\prime}\right)$, for some time range $\left[t_{\text {start }}, t_{\text {end }}\right]$. Thus, we are given a source vertex $s$, and a time interval $\left[t_{\text {begin }}, t_{\text {end }}[\right.$ and we output a path to every other vertex in $G$.

A classic motivational example for the earliest arrival paths problem is to find the earliest at which you can arrive at any airport given some source airport. We provide an algorithm to solve this problem in Section 5.4.1.

## Time-evolving transitive closure

Definition 5.3. (Transitive closure). Given a static graph $G=(V, E)$ with $|V|=n,|E|=m$, we aim to output an $n \times n$ matrix where $C(u, v)=1$ iff $v$ is reachable from $u$.

Definition 5.4. (Time-evolving (dynamic) transitive closure). Assume we are given a time-evolving graph $G_{T}=G_{1}, G_{2}, \ldots, G_{\tau}$, where $\tau$ is the number of time frames. A time-evolving transitive closure is a structure that efficiently gives the transitive closure of $G_{T}$ at any time frame in the interval $\left[t_{\text {begin }}, t_{\text {end }}\right]$.

Not all graphs are just one massive strongly connected component (SCC) [35]. Time-evolving graphs that contain many SCCs may add edges over time which change the transitive closure. Thus, it would be useful to see how a graph's transitive closure changes over time.

Clearly, the graph at each time frame can have a different $C$ value. A naïve approach would be to calculate $C_{i}$ for each $G_{i}$. However, a more interesting and efficient approach would be to use $G_{j}-G_{i}$, where $i<j$, to update $C_{i}$, giving us $C_{j}$. Thus, our input is $G_{T}$ and a time interval $\left[t_{\text {begin }}, t_{\text {end }}\right]$. So we can see that not only do we have to develop efficient transitive closure algorithms, but we would also like to reuse a time frame's previously computed transitive closure
when computing the transitive closure for the next time frame.
Using the airport example again, time-evolving transitive closure shows us which airports are reachable to each other. While they may all be reachable to each other given an unlimited amount of time, airport B may not be reachable from airport A during the time frame $\left[t_{i}, t_{j}\right]$. We provide algorithms that address these problems in Sections 5.4.2, 5.4.3, and 5.4.4.

### 5.3 Time-evolving graphs as implicit differential compressed binary trees

As described in Section 5.2.1, a time-evolving graph can be represented as a $n \times n \times \tau$ 3D matrix, where $n=|V|$. Additionally, it can be represented as a series of graphs $G_{0}, \ldots, G_{t}, \ldots, G_{\tau-1}$, where $G_{t}=\left(V_{t}, E_{t}\right)$ and $0 \leq t<\tau$.

Our compression represents each node $u(0 \leq u<n)$ at each time frame $t(0 \leq$ $t<\tau)$. In other words, we compress the adjacency row representing the neighbors of $u$ at each time frame, differentially. In Figure 5.1 (a), we have a graph of size $n=6$ with $\tau=3$. Then, for each $u$, we represent each row $A_{i, t}$ with differential compressed binary trees as shown in Figure 5.1 (b). That is, the compressed binary trees only represent neighbor changes since the previous time frame. We describe this more in Section 5.3.2. We can see that our structure requires 90 bits, whereas the 3D matrix representation needs 108 bits. For undirected graphs, our binary tree would only represent the 3D upper triangular matrix; however we would need a larger example to illustrate the space benefits.

Our compression technique for time-evolving graphs is as follows:

- Compressed binary trees (CBT) are implemented with an improved encod-
ing to better compress consecutive arcs and branches that only contain one arc (Section 5.3.1).
- Given a node $i$ at time frames $t-1$ and $t$ where $1 \leq t<\tau$, the adjacency row $A_{i, t}$ is encoded differentially from $A_{i, t-1}$. That is, a CBT is encoded to represent the absolute difference between the adjacency rows $\left|A_{i, t}-A_{i, t-1}\right|$. Only changes since the previous time frame are encoded (Section 5.3.2).
- The structure is outputted as a series of CBTs in one of many possible orderings (Section 5.3.3).


### 5.3.1 Compressed binary trees

In this section, we describe compressed binary trees with the improved encoding techniques illustrated in Figures 5.2 and 5.3. In Figure 5.2, we have a row $A_{i}$ at a time $t$ compressed with a binary tree using an improved encoding scheme. Each node in the tree spans its corresponding range of indexes (e.g., the root spans $[0, n-1])$ and contains a bit indicating whether or not that index range contains a one.

We can see that the branches containing only zeros are pruned off and compressed with a single zero bit. Now, notice that if a node is marked with a one, it should normally never have its two children both marked with zero [23]. We take advantage of this fact by saying that if a node is followed by two children marked with zeros, then an additional bit must follow. If this next bit is zero, then the branch is filled with all ones. If the bit is one, then the branch leads to a single arc, as in Figure 5.3.

In Figure 5.3, we have row $A_{i}$ again, but at time $t+1$ with one additional arc at position 28. This row is encoded with a CBT differentially from the CBT of $A_{i, t}$

(b)
111010100000111010101110110011011100101111010011011010111111001010101011110100101011101100 90 bits vs $\left(n^{*} n^{*} t\right)=\left(6^{*} 6^{*} 3\right)=108$ bits
(c)

Figure 5.1: A time-evolving graph with $n=6$ and $\tau=3$ represented as a series of differential compressed binary trees
in Figure 5.2. We explain this more in Section 5.3.2. This example demonstrates when a node's two children are both marked zero, and the following bit is a one. In this case, it means that the current branch leads to a single arc to which we then provide a direct binary path, relative to the current branch. That is, while the example's change is encoded at the root of the tree $(d=0)$, it could occur at any depth $d<\log _{2}(n)-3$ with a saving of $\log _{2}(n)-2 d-d-3=\log _{2}(n)-d-3$ bits. We now describe Algorithm 5.1 which outputs a relative binary path given a target index $j$ and a node's beginning and ending range.


$\mathrm{A}_{\mathrm{i}, \mathrm{t}}=\left|\mathrm{A}_{\mathrm{i}, \mathrm{t}}-\mathrm{A}_{\mathrm{i}, \mathrm{t}-\mathrm{-}}\right|=$| 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 | 25 | 26 | 27 | 28 | 29 | 30 | 31 |

$$
\mathrm{A}_{\mathrm{i}, \mathrm{t}-1}=\begin{array}{|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline 0 & 1 & 2 & 3 & 4 & 6 & 7 & 8 & 9 & 10 & 11 & 12 & 13 & 14 & 15 & 16 & 17 & 18 & 19 & 20 & 21 & 22 & 23 & 24 & 25 & 26 & 27 & 28 & 29 & 30 & 31
\end{array}
$$

Figure 5.2: A CBT of row $A_{i}$ at time $t$


Figure 5.3: $\mathrm{A} \mathrm{CBT}^{\prime}$ with a single arc at position [28] being added to the CBT from Figure 5.2

In Algorithm 5.1, we are given begin and end which represents the range of our current node, along with the target index $j$. We calculate the relative depth

```
Algorithm 5.1: A relative binary path
    Input: int begin, int end, int j
    Output: The relative binary path as a bit-string
    begin
        BitString s;
        depth \(=\left\lceil\log _{2}(\right.\) end - begin \(\left.)\right\rceil ;\)
        s.Initialize(depth);
        for \(i=0\) to depth -1 do
            mid \(=\lceil(\) begin + end \() / 2\rceil ;\)
            if begin \(\leq j<\) begin + mid then
                s.AppendBit(0);
                end \(-=\mathrm{mid}\);
            else
                s.AppendBit(1);
                    begin \(+=\) mid;
        return s;
```

in line 2 , which will be the length of our returned bit-string. In lines 5 through 12, we loop through each level of the remaining depth, and append a one or a zero, depending on which child the path should navigate to (left $=0$, right $=1$ ). We return the path's bit-string in line 13 .

### 5.3.2 Differential compressed binary trees

In Figures 5.2 and 5.3, the adjacency rows that the CBTs represent are obtained from $\left|A_{i, t+1}-A_{i, t}\right|$. This means that an entry $v$ in the resulting row $A_{i, t+1}^{\prime}=$ $\left|A_{i, t+1}-A_{i, t}\right|$ indicates that $A_{i, v, t} \neq A_{i, v, t+1}$. In a differential CBT, a zero indicates that the branch does not contain any change, and a one indicates that the branch does contain a change. We now describe Algorithm 5.2 which also includes the improved encoding scheme described in Section 5.3.1.

In Algorithm 5.2, we are given as input a node's compressed binary tree (CBT) and a list of arc targets. If a target is already a neighbor of the node, it is to

```
Algorithm 5.2: Differential binary tree compression
    Input: \(\mathrm{CBT}_{i, t}\), and a list of arc change targets
    Output: \(\mathrm{CBT}_{i, t+1}^{\prime}\) as a bit-string
    begin
        BitString s;
        Node node \(=\) cbt.Root;
        Visitor \(\mathrm{vtr}=\) PreOrderTraversal(node);
        while ! \(v t r\).End() do
            nodeTargets \(=\) targets. Where \((\mathrm{x}=>\) node.Spans \((\mathrm{x}))\);
            if nodeTargets. Count() \(>0\) then
                s.AppendBit(1);
                if node.arcs ()\(==\) nodeTargets then
                    s.AppendBitString('000');
                vtr.Ignore(node);
                    else if nodeTargets.Count() \(==1\) then
                s.AppendBitString('001');
                path \(=\) RelativeBinaryPath(node.begin, node.end, target);
                s.AppendBitString(path);
                    vtr.Ignore(node);
            else
                s.AppendBit(0);
                vtr.Ignore(node);
            node \(=\) vtr.Next();
        return s;
```

be removed. We use the visitor pattern and some LINQ notation [9] for ease of reading. We start by traversing through the CBT representing the node's current neighbors. On line 6, we get the list of target changes pertaining to the current node. If there are changes in this branch, we have three cases: (1) the branch is removed entirely, (2) the branch has one change, or (3) the branch has many changes. The last case is handled simply by line 8 . The first case makes use of our new encoding scheme in line 10 by appending ' 000 ', indicating that the entire branch has been removed. The second case handled in lines 12 through 16 also uses a new encoding scheme by appending '001', followed by the relative binary
path to the target change. If there were no changes for this node, then we simply append a zero, as in line 18. We return the differential CBT as a bit-string in preorder traversal in line 21. The bit-string for Figures 5.2 and 5.3 would be 110000 and 100111100 , respectively.

Algorithm 5.2 is an implicit compression [11], and since it uses our list of triplets (described in Section 5.2.1), it gives us a differential compression of our time-evolving graph. Depending on which algorithm we want to solve, we can order these triplets by $u$, then $t$, then $v$ (for earliest arrivals) or by $u$, then $v$, then $t$ (for transitive closure). These orderings will give us either a node-by-node or a snapshot-by-snapshot compression, respectively.

We also notice that for graphs with many vertices, long lifetimes, and few arc changes, we might be spending too many bits to describe that a node's neighbors did not change for long intervals. For example, assume $|V|=\tau=10^{6}$, and most nodes' neighbors only have a few changes throughout time. Then we are essentially spending $10^{12}$ bits to say that the nodes did not change much throughout their lifetime.

We can handle this by layering another compressed binary tree spanning $\tau$ where each leaf node corresponds to the root of each differential. Thus, consecutive empty differentials as well as consecutive non-empty differentials are pruned off.

### 5.3.3 Ordering compressed binary trees

Our differential compressed binary trees technique supports many different ordering schemes. We now describe some orderings and how they are beneficial to our algorithms.

## Node-by-node

In this ordering scheme, we enumerate a node's neighbors throughout each time frame before enumerating the next node. We can do this either row-by-row or column-by-column.

In Figure 5.1, row-by-row would mean that we read the binary trees left-toright then top-to-bottom. In other words, we would have $A_{0,0}, A_{0,1}, \ldots, A_{1,0}, A_{1,1}, \ldots$ for our enumeration. Column-by-column would be the transpose of this, where the CBTs are encoded against the columns of the matrix.

This ordering technique lends itself to our earliest arrival algorithm in Section 5.4.1. If we were using the snapshot-by-snapshot ordering as in Section 5.3.3, we would either have to read irrelevant, unreachable nodes that might not be in the same temporal connected component or we would have to inflate the size by providing indexes to each node at each time frame.

## Snapshot-by-snapshot

As opposed to the node-by-node ordering, in Figure 5.1 snapshot-by-snapshot means that we would enumerate the trees top-to-bottom then left-to-right. In other words, $A_{0,0}, A_{1,0}, \ldots, A_{0,1}, A_{1,1}, \ldots$ Again, we can provide an equivalent column-by-column ordering on the transpose.

Both the row-by-row and column-by-column variants of this ordering facilitate our matrix multiplicaiton and transitive closure operations. If we were to use the node-by-node ordering in Section 5.3.3, then as we process the graph or increment the transitive closure, we would have to keep track of where the next time frame begins for each node.

### 5.3.4 Matrix-matrix multiplication

In this section, we describe an algorithm to perform Boolean Matrix-Matrix multiplication on our compressed binary trees. That is, we perform $A \times B=C$ where $A, B$, and $C$ are matrices represented as CBTs. Using CBTs allows us to perform matrix-matrix multiplication with reasonable memory and that includes storing the output directly as CBT. Now, notice that this involves multiplying the rows of $A$ with the columns of $B$, and that we also want to reuse $C$ in place of $B$ for the next iteration. This means we must encode $A$ row-by-row, and $B$ and $C$ column-by-column. Thus, instead of multiplying to construct $C$ row-byrow, we instead want to multiply such that we can build $C$ column-by-column, top-to-bottom. This is as simple as looping through $B$ 's columns, then by $A$ 's rows, instead of vice versa. Also, since this is Boolean multiplication, multiplying vectors involves switching the multiplication with the $A N D$ operator, and the addition operation with $O R$. This means we gain the ability to short circuit the multiplication and return true as soon as we find the first true $A N D$ term. We now describe Algorithm 5.3, which multiplies two CBTs.

In Algorithm 5.3, for the sake of brevity, we only describe multiplication using the standard encoding. We take as input two CBTs representing our input vectors and we output true or false. We begin by traversing both trees at the same time using preorder traversal (lines 1-4). If either of the current nodes are labeled zero (line 5), then we know that they have no arcs in common and can thus ignore that entire branch for both trees (lines 6-7). However, if both nodes are labeled one and we have reached the bottom of the trees (line 8), then we short-circuit and return true for the multiplication (line 9). If we finish traversing either tree (line 4), then we have not satisfied any $A N D$ operator and we return false (line

```
Algorithm 5.3: CBT-CBT (Boolean vector-vector) multiplication
    Input: CBT a, CBT b
    Output: bool ab
    begin
        Node node_a \(=\) a.Root, node_b \(=\mathrm{b}\). Root;
        Visitor vtr_a \(=\) PreOrderTraversal(node_a), vtr_b \(=\)
            PreOrderTraversal(node_b);
        while !vtr_a.End() \(\wedge!v t r_{-} b . E n d()\) do
            if node_a.Label \(==0 \|\) node_b.Label \(==0\) then
                vtr_a.Ignore(node_a);
                vtr_b.Ignore(node_b);
            else if node_a.Label \(==1 \mathscr{G} \mathcal{G}\) node_b.Label \(==1 \mathscr{G} \mathcal{G}\)
                    IsMaxDepth() then
                return true;
            node_a \(=\) vtr_a.VisitNext(node_a);
            node_b = vtr_b.VisitNext(node_b);
        return false;
```

12).

We use Algorithm 5.3 in Section 5.4.2 to perform matrix-matrix multiplication.

### 5.4 Compressed time-evolving graph algorithms

Now that we have defined our problems and our compression technique, we describe our algorithms that work directly on our compressed structure to solve the defined problems.

### 5.4.1 Earliest-arrival time

In this section we describe our algorithm to compute the earliest arrival paths and times.

```
Algorithm 5.4: Earliest-arrival paths and times
    Input: The compressed time-evolving graph \(G_{\tau}\), source vertex \(x\), and the
                time interval \(\left[t_{\text {begin }}, t_{\text {end }}\right]\)
    Output: A BFS tree parent array giving the earliest-arrival paths from \(x\)
                to every vertex \(v \in V\) within \(\left[t_{\text {begin }}, t_{\text {end }}\right]\)
    begin
        Initialize \(t[x]=\left(-1, t_{\text {begin }}\right), t[v]=(-1, \infty)\) for all \(v \in V \backslash\{x\}\), and a
            Queue \(Q\) with one element, \(x\);
        while! Q.Empty() do
            \(\mathrm{y} \leftarrow Q\).Dequeue();
            yNode \(=G_{\tau}\).GetNodeStart (y);
            for \(t=0\) to \(t_{\text {end }}\) do
                foreach \(v\) in yNode do
                if \(t \geq t_{\text {begin }}\) and \(t[y]\).Second \(\leq t\)
                and \(t<t[v]\).Second then
                        \(t[v] \leftarrow(t, t) ;\)
                        if \(t[v]\). First \(==-1\) then
                            \(Q\).Enqueue(v);
                yNode \(\leftarrow\) yNode.NextFrame();
            return \(t[]\);
```

In Algorithm 5.4 we are given as input the complete time-evolving graph $G_{\tau}$, a source node $x$, a time range $\left[t_{\text {begin }}, t_{\text {end }}\right]$, and we output a BFS tree as a parent array representing the earliest paths from $x$ to all other nodes. For this algorithm, $G_{\tau}$ is ordered node-by-node. In other words, it starts with node 0 and all its time frames, then node 1 and all its time frames, and so on. This is opposed to the ordering needed in Algorithm 5.7, where we order snapshot-by-snapshot.

We begin in line 2 by initializing a parent array where each entry $v$ is a pair containing the parent node $u$ and the time-frame $t$ of the arc used. Line 2 also initializes a queue $Q$ starting with $x$, and line 3 begins looping over $Q$ until it is empty. Thus, we are going to perform a variant of BFS such that once we dequeue a node $y$, we then process all of $y$ 's time dimension, up to $t_{\text {end }}$ (lines 46 ). Since $G_{\tau}$ is a differentially compressed time-evolving graph, we must start at $t=0$ (line 6) so that we can differentially compute $y$ at time $t_{\text {begin }}$. In lines 8 and 9 , when we reach $t_{\text {begin }}$, we are now considering an $\operatorname{arc}(y, v, t)$ as candidate in the earliest-path BFS. Thus, we must have a parent $y$ that has already been reached at time $t$ and $t$ must be less than our previously selected arc for $v$. If we select the arc, then we update it in the parent array and enqueue $v$ if it hasn't already been reached (lines 10-12). Finally, when $Q$ is empty, we return the parent array $t[]$ in line 13.

### 5.4.2 Transitive closure

Recall that Algorithm 5.3 from Section 5.3.4 multiplies two CBTs together to output a 1 or 0 (true or false). In this section, we will apply Algorithm 5.3 and an addition algorithm to calculate the transitive closure of the graph.

While it has been shown that the transitive closure of a graph can be calcu-
lated in $O\left(n^{2.81}\right)$ time by performing some preprocessing [96], we start this work using a version of the $O\left(n^{3} \log _{2}(n)\right)$ repeated multiplication algorithm [49]. The $O\left(n^{2.81}\right)$ algorithm must be carefully considered in compressed graphs and we save this as a future work. Our algorithm also calculates the transitive closure in time $O\left(\operatorname{Min}(\delta, n-\delta) n^{2} \log _{2}^{2}(n)\right)$ which is already much faster than $O\left(n^{2.81}\right)$ in extremely sparse and dense graphs.

Also notice that although when calculating the transitive closure, matrix multiplication and addition are repeated up to $\log _{2}(n)$ times, we can also short-circuit this logic if the current iteration's result is the same as the previous iteration.

```
Algorithm 5.5: Transitive closure
    Input: CBT[] A, CBT[] B
    Output: CBT[] C
    begin
        Initialize a column-by-column CBT[] C;
        for }k=0\mathrm{ to }\operatorname{log}(n)\mathrm{ do
            for j=0 to n-1 do
                for }i=0\mathrm{ to n-1 do
                product }\leftarrow\operatorname{Multiply(A,B);
                if product then
                        C[j].Stream(i);
            C\leftarrow\operatorname{Add}(B,C);
        return C;
```

In Algorithm 5.5, we take as input the matrices A and B as CBT[] s and we output C as a CBT[] . We use a version of the $O\left(n^{3} \log _{2}(n)\right)$ repeated multiplication algorithm, but with compressed binary trees. On line 6, we use Algorithm 5.3 and on line 9, we use a similar algorithm that simply ORs two CBTs together. Line 8 is the same as building the CBT from left-to-right since all incoming arcs are in order. Finally, we return our product matrix on line 10.

### 5.4.3 Incremental transitive closure

In this section, we describe our algorithm for updating an already calculated transitive closure given the addition of arcs to the underlying graph. While Algorithm 5.5 in Section 5.4.2 already outputs a compressed transitive closure, we need a differential compression. This can be done in a simple preprocessing step which merges equivalent rows. We now describe the algorithm.

```
Algorithm 5.6: Incremental transitive closure
    Input: The compressed transitive closure \(C\) of a graph \(G=(V, E)\), and
                differential containing the arcs to add \(G^{\prime}\)
    Output: The updated compressed transitive closure as a differential, \(C^{\prime}\)
    begin
        Initialize a new differential graph \(C^{\prime}\) with size \(n=|V|\);
        foreach new arc \((u, v)\) in \(G^{\prime}\) do
            ccNodeU \(\leftarrow C\). GetCCNode \((u)\);
            ccNodeV \(\leftarrow C\).GetCCNode \((v)\);
            if ccNodeU \(!=\) ccNode \(V\) then
                \(\mathrm{ccMin} \leftarrow \operatorname{Min}(\mathrm{ccNodeU}, \mathrm{ccNodeV})\);
                ccMax \(\leftarrow \operatorname{Max}(\mathrm{ccNodeU}\), ccNodeV);
                newMaxRef \(\leftarrow C^{\prime}\).GetCCNode(ccMax);
                if \(c c M i n==\) newMaxRef then
                    continue;
                    ccRowMax \(\leftarrow C\).GetCCRow(ccMax);
                \(C^{\prime}[\mathrm{ccMin}] . S t r e a m(c c R o w M a x) ;\)
                \(C^{\prime}[\mathrm{ccMax}]\). SetCCNode(ccMin);
        return \(C^{\prime}\);
```

In Algorithm 5.6, we take as input a differentially compressed transitive closure $C$ of a graph $G=(V, E)$ and a graph differential $G^{\prime}$ representing the arcs to add, and we output a differential $C^{\prime}$ which represents the changes to $C$ after $G^{\prime}$ was added. Thus, we would have to add $C+C^{\prime}$ to see the complete resulting transitive closure. Note that since $C$ is a static graph, we can only order node-bynode, as opposed to Algorithms 5.4 and 5.7. Additionally, since $C$ is a transitive
closure, we notice that nodes within the same connected components will have the exact same rows in the adjacency matrix of $C$. Therefore, we encode rows within the same connected component differentially. That is, if $(u, v) \in C$, then we encode $u$ using our compressed binary trees, but only point $v$ to $u$ so that we do not repeat the exact same data multiple times.

We begin in line 2, where we initialize our differential $C^{\prime}$. We then loop through each new arc $(u, v)$ in $G^{\prime}$ (line 3). Since rows $u$ and $v$ may be differentials, we determine which nodes are the representatives for their respective connected components, ccNodeU and ccNodeV (lines 4 and 5). If they are the same representative node for the same connected component, then we know this arc does not change the transitive closure and we can ignore it (line 6). We want to only have $y$ point to $x$ if $x<y$, so we determine whether ccNodeU $>\mathrm{ccNodeV}$ or ccNodeU $<\mathrm{ccNodeV}$ (lines 7 and 8). We also check if these two connected components have already been merged together by checking if ccMax has already been pointed to ccMin in $C^{\prime}$ (lines 9-11). If not, we get ccMax's row (line 12), stream it into $C^{\prime}[\mathrm{ccMin}]$ (line 13), and point $C^{\prime}[\mathrm{ccMax}]$ to ccMin (line 14) (signifying that the two connected components have been merged). Finally, we return $C^{\prime}$ in line 15.

We can see that this algorithm runs in time $O\left(s_{C C} n \log _{2}(n)\right)$ per arc, where $s_{C C}$ is the size of the largest strongly connected component. This is because we must find the representative rows of the SCCs for the arc's source and destination (which costs $O(n)$ ), and we must add a differential equal to $s_{C C}$ which costs $\log _{2}(n)$ per node in the SCC if the arc connects them.

### 5.4.4 Time-evolving transitive closure

In this section, we describe an algorithm which processes a time-evolving graph and calculates its time-evolving transitive closure given some time interval.

```
Algorithm 5.7: Time-evolving transitive closure
    Input: A compressed time-evolving graph \(G_{\tau}\), and a time range
            \(\left[t_{\text {begin }}, t_{\text {end }}\right]\)
    Output: The compressed time-evolving transitive closure \(C_{\left[t_{b e g i n}, t_{e n d}\right]}\).
    begin
        Initialize a new time-evolving graph \(C_{\left[t_{\text {eegin }}, t_{\text {end }}\right]}\) and a static graph of
        the current snapshot \(G\);
        for \(t=0\) to \(t_{\text {end }}\) do
            \(G_{t}^{\prime} \leftarrow G_{\tau}\).ReadNextFrame();
            if \(t \geq t_{\text {begin }}\) then
                if \(t==t_{\text {begin }}\) then
                \(C \leftarrow\) TransitiveClosure \((G)\);
                \(C_{t} \leftarrow C ;\)
                continue;
                \(C_{t} \leftarrow\) IncrementTransitiveClosure \(\left(C, G_{t}^{\prime}\right)\);
                \(C . \operatorname{Stream}\left(C_{t}\right)\);
            else
                \(G . \operatorname{Stream}\left(G_{t}^{\prime}\right)\);
        return \(C_{\left[t_{\text {begin }}, t_{\text {end }}\right]}\);
```

In Algorithm 5.7 we are given as input the complete time-evolving graph $G_{\tau}$ and a time range $\left[t_{\text {begin }}, t_{\text {end }}\right]$, and we output the differentially compressed time-evolving transitive closure $C_{\left[t_{\text {begin }}, t_{\text {end }}\right]}$. For this algorithm, $G_{\tau}$ is ordered snapshot-by-snapshot. In other words, it encodes nodes 0 through $n-1$ at $t_{0}$, then nodes 0 through $n-1$ at $t_{1}$, and so on. This is opposed to the ordering needed in Algorithm 5.4, where we order node-by-node.

We begin in line 2 by initializing a compressed time-evolving graph $C_{\left[t_{\text {begin }}, t_{\text {end }}\right]}$ and a static graph representing the current snapshot of $G$. Similar to Algorithm 5.4, we must begin reading at time $t=0$ in order to apply our differentials to
compute what the graph is at time $t=t_{\text {begin }}$ (line 3 ). We do this by grabbing the current differential (line 4) and streaming it into the current snapshot (line 13). Once we reach $t_{\text {begin }}$ (line 6), we no longer need to maintain the current snapshot. We compute the transitive closure of $G$ at $t_{\text {begin }}$ (line 7) and set it as the base frame for the differential frames to be followed (line 8). Once we have our starting transitive closure $C$, we now only need to use the current differential $G_{t}^{\prime}$ to calculate the transitive closure differential for the entire frame (line 10). Additionally, we must apply the transitive closure differential to $C$ in order continue incrementing with the latest transitive closure (line 11). Finally we return $C_{\left[t_{\text {begin }}, t_{\text {end }}\right]}$ on line 14.

### 5.5 Experiments and results

Our experiments involve running the algorithms described in Section 5.4 on the various real-world and synthetic graphs given in Table 5.1. For each graph we provide the number of vertices $|V|$, the number of $\operatorname{arcs}|E|$, the lifetime $\tau$, the number of contacts, the number of connected components, and the largest diameter. Our experiments include compressed graph sizes, algorithm run-time, and other metrics. We now describe our datasets.

The Comm.Net* graph is synthetic and represents short communications between random vertices. This results in many disconnected components, and thus a short diameter. Powerlaw* is also synthetic and is a power-law degree graph, where few vertices have many more connections than other vertices, but with a short lifetime. Both graphs have a constant number of active arcs at any given time frame.

The Flickr-Days dataset is an incremental time-evolving graph with time gran-

|  | Type | $\|\mathrm{V}\|$ | $\|\mathrm{E}\|$ | Lifetime | Contacts | Size(CBT') | Time(CBT') |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| I-Comm.Net* | Interval | 10000 | 15940743 | 10001 | 19061571 | 60.1 MB | 2.7 m |
| I-Powerlaw* | Interval | 1000000 | 31979927 | 1001 | 32280816 | 123.2 MB | 5.2 m |
| I-Wiki-Links | Interval | 22608064 | 564224135 | 414347809 | 731468598 | 3.2 GB | 1.8 h |
| I-Yahoo-Netflow | Interval | 103661224 | 321011861 | 114193 | 955033901 | 4.9 GB | 2.1 h |
| G-Flickr-Days | Incremental | 2585570 | 33140018 | 135 | 33140018 | 77.9 MB | 5.1 m |
| Table 5.1: The dataset stats (including the compressed size and the time to compress) |  |  |  |  |  |  |  |


| Confidence Level $=95 \%$ | $t=0(\mathrm{~s})$ | $[t=1, t=\tau](\mathrm{s})$ | Earliest Arrival $_{x=10}(\mathrm{~s})$ | Earliest Arrival $_{x=100}(\mathrm{~s})$ |
| :---: | :---: | :---: | :---: | :---: |
| I-Comm.Net* | 157.289 | 3.174 | $0.015 \pm 0.006$ | $0.019 \pm 0.008$ |
| I-Powerlaw* | 299.515 | 3.591 | $1.503 \pm 0.047$ | $2.262 \pm 0.108$ |
| I-Wiki-Links | 472.941 | 5673.228 | $133.914 \pm 3.611$ | $192.330 \pm 7.119$ |
| I-Yahoo-Netflow | 116.307 | 7102.003 | $88.275 \pm 2.918$ | $95.043 \pm 3.881$ |
| G-Flickr-Days | 26.045 | 42.745 | $4.455 \pm 0.240$ | $4.861 \pm 1.320$ |
| Table 5.2: Algorithm run-times |  |  |  |  |


| Confidence Level $=95 \%$ | $\mathrm{TC}(\mathrm{s})$ | $\mathrm{TC}_{I N C}(\mathrm{~s})$ | $\mathrm{TC}_{T E, x=10}(\mathrm{~s})$ | $\mathrm{TC}_{T E, x=100}(\mathrm{~s})$ |
| :---: | :---: | :---: | :---: | :---: |
| I-Comm.Net* | $20.581 \pm 1.278$ | $0.075 \pm 0.053$ | $29.445 \pm 0.483$ | $34.445 \pm 0.494$ |
| I-Powerlaw* | $291.344 \pm 2.215$ | $1.509 \pm 0.022$ | $368.117 \pm 10.498$ | $475.989 \pm 12.476$ |
| I-Wiki-Links | $9359.146 \pm 162.648$ | $0.084 \pm 0.073$ | $12247.086 \pm 375.751$ | $13413.209 \pm 667.124$ |
| I-Yahoo-Netflow | $4838.398 \pm 243.843$ | $1.746 \pm 0.012$ | $6828.252 \pm 997.631$ | $7744.206 \pm 1631.115$ |
| G-Flickr-Days | $33.684 \pm 0.205$ | $0.022 \pm 0.008$ | $42.881 \pm 8.246$ | $58.874 \pm 11.275$ |
| Table 5.3: Algorithm run-times (continued) |  |  |  |  |

ularity set to days from 11-02-2006 to 05-18-2007. It represents when users became friends in the Flickr Social Network and can be found at http://socialnetworks.mpi-sws.org/data-www2009.html.

The Wiki-Links (http://dumps.wikimedia.org/enwiki/) interval dataset shows the history of links among articles in the English version of Wikipedia. It has time granularity by second from 03-04-2014 to 01-01-2015.

Both Flickr-Days and Wiki-Links are one connected component throughout time, and thus had to be disconnected in order to run our transitive closure algorithms.

Finally, we have the Yahoo-Netflow interval graph which contains communication records between end users in the large Internet and Yahoo servers. It has time granularity by seconds from 04-29-2008 to 01-01-2015 and can be found at http://webscope.sandbox.yahoo.com/catalog.php?datatype=g.

All datasets are anonymized and required preprocessing. For example, the Yahoo-Netflow dataset contains timestamp, source IP address, destination IP address, source port, destination port, protocol, number of packets, and number of bytes transferred from the source to the destination. The IP addresses were already anonymized with a random permutation algorithm. We also only needed timestamp, source, and destination information, which were converted to frames and vertices, respectively.

We run all of our algorithms on a machine with an $\operatorname{Intel}(\mathrm{R}) \mathrm{Xeon(R)} \mathrm{CPU}$ E5520 @ 2.27 GHz (4 cores) with 64GB of RAM.

### 5.5.1 Differential processing

In columns $t=0$ and $[t=1, t=\tau]$ of Table 5.2, we have times related to our differential processing.

Before examining our earliest arrival execution times, we must mention that even though the desired time frame for the algorithm is $\left[t_{\text {begin }}, t_{\text {end }}\right]$, we must still process the time-evolving graph from time $t=0$ to $t_{\text {begin }}$. This is because our compression is differential, and we must read and process the previous frames to know what the graph's active arcs are at $t_{\text {begin }}$.

We also must note that some graphs may already be large at $t=0$ (e.g., Powerlaw and Flickr-Days), and subsequent frames are smaller changes to the graph.

These two facts are why we have included the time to process the graph at $t=0$ and from $t=1$ to $t=\tau$.

These processing times are necessary for all our algorithms and thus are kept separate from the algorithms' actual running times. In other words, the algorithm run-times assume the graph has already been read up to $t_{\text {begin }}$.

### 5.5.2 Earliest arrival

In columns Earliest $\operatorname{Arrival}_{x=10}$ and Earliest Arrival $_{x=100}$ of Table 5.2, we provide times to solve the earliest arrival paths problem directly on our compressed structure.

The running times for our earliest arrival algorithm are the average of 100 iterations with randomly chosen source vertices and time intervals of size 10 and 100. Again, these times assume the graph has already been processed up to time $t_{\text {begin }}$.

From Algorithm 5.4, we know that we perform a variant of BFS where we always have to read a given node's time frames to $t_{\text {end }}$. Thus, the main cause of variance is from the size of the strongly connected component of which the source vertex is a member. The larger the SCC, the bigger the BFS tree and the more nodes we have to process.

### 5.5.3 Transitive closure

In Table 5.3, we provide various times associated with transitive closure, incremental transitive closure, and time-evolving transitive closure.

In our experiments for transitive closure, the running times assume that the left side (row-by-row) and the right side (column-by-column) of the multiplication are already processed and allocated. Thus, the times only reflect the time to repeatedly multiply and add the two matrices.

Before discussing our transitive closure experiments, notice that although transitive closure is repeated up to $\log _{2}(n)$ times, we can also short-circuit this logic if the current iteration's result is the same as the previous iteration.

In the results we can indeed see that the denser versions of the graphs calculate more quickly than their smaller time frames. The exceptions to this are the synthetic graphs, which contain a constant number of active arcs at any given time frame. These times are essentially the same, but slightly varied most likely because arcs changed locations in the compressed binary trees. Yahoo-Netflow also took longer in its larger time frame. This is because the graph is disconnected enough that the extra arcs did not help the short-circuiting and only added to navigation time.

### 5.5.4 Incremental transitive closure

Using the transitive closures calculated earlier, we average the time required to stream in 1000 random arcs which connect two strongly connected components (possibly of size 1). Since the number of SCCs does not change between the smallest and largest versions of the graphs (except Yahoo-Netflow), we only have to consider one transitive closure per graph. Graphs which are already one SCC won't change given any arc, but must still determine that the source and vertex are in the same SCC.

We see this fact reflected in the results, where the average time to stream an arc into Powerlaw*, Wiki-Links, and Flickr-Days is only the time needed to check if the source and destination are in the same SCC.

In Comm.Net* and Yahoo-Netflow, the algorithm still has to determine the SCCs for the source and vertex, but must also merge the components by adding differentials for the transitive closure.

### 5.5.5 Time-evolving transitive closure

Now, with the incremental transitive closure algorithm, we can process a compressed time-evolving graph and give the transitive closure of each time frame as another compressed time-evolving graph. We do this by using the transitive closure and developing a time-evolving transitive closure for the next 10 and 100 frames. The running times begin after the initial transitive closure has been calculated.

In this experiment, we must not only merge connected components and create differentials, but we must also apply these differentials to our current running copy of the transitive closure. The results show that this operation is actually quite
cheap, as our differentials are efficient and our streaming operation is fast with the use of an unrolled linked list for our underlying bit-string data structure.

### 5.6 Related work

Time-evolving graphs have been extensively researched with many structures [15] [16] [20] [22] [23] [47] [78] and problems/algorithms [24] [63] [65] [133] [135] already defined.

In 2016, Caro et al. [23] developed and tested several time-evolving data structures including the $c k^{d}$-tree. They define a contact as a quadruplet ( $u, v, t_{i}, t_{j}$ ) and then compress the 4D binary matrix corresponding to the time-evolving graph defined by a set of these contacts. They do this by representing the 4D matrix as a $k^{d}$ tree and then distinguishing white nodes as those without any contacts, black nodes as ones that only contain contacts, and gray nodes as those that contain only one contact. This work was preceded by Brisaboa et al.'s $k^{2}$-trees [16] in 2014. However, not only did they not reach compression rates and query times as good as our technique, but their compression is not suitable for most node-centric algorithms.

Time-evolving path problems have also been thoroughly defined [24] [63] [65] [133] [135]. However, none of these works have run their algorithms on compressed graphs.

Transitive closure has also been well studied with many improvements over the years [3] [49] [76] [90] [106] [137]. However, none use compressed structures to calculate the transitive closure and none address our novel problem of a compressed time-evolving transitive closure, although a few [26] [66] do examine the benefits of compressing a pre-computed transitive closure.

### 5.7 Conclusion

In this chapter, we developed a differential time-evolving graph compression and applied algorithms on it. We found that not only were we the first to solve such problems on compressed time-evolving graphs, but that our structure was particularly efficient at doing so. We solved the earliest arrival paths problem, incremental transitive closure problem, and our novel problem of time-evolving transitive closure.

## Chapter 6

## Conclusion

Finally, we conclude by summarizing the concepts we covered in this dissertation. Aftter summarizing each chapter, we give some closing remarks in Section 6.6.

### 6.1 Chapter 1

We began in Chapter 1, by introducing the concept of networks and the problems we face when performing analysis on them. When networks become too massive (billions to trillions of nodes and arcs), even basic data structures such as adjacency lists end up requiring petabytes to zettabytes of memory. If we store these networks in secondary memory (rather than main memory), any analysis will require I/O access (i.e., disk access), thus drastically slowing analysis time. Therefore, if we want to perform analysis on massive networks, we must either provide enough main memory or supply some data structure which sufficiently compresses the data while still allowing fast access times.

In Section 1.1, we described many real-world social, information, technological, and biological networks to give the reader more context for the dissertation.

Each category of network was also supplied with sample networks and references to relevant works.

After our context of real-world networks was established, we continued in Section 1.2 by formally defining how graphs represent networks, including timeevolving networks. Tables 1.1 and 1.2 listed out some real-world network graphs and their properties. We also provided a discussion of basic representations such as the Boolean adjacency matrix, adjacency lists, and arc lists in Section 1.2.2. Common properties and queries of static and time-evolving graphs were enumerated in Sections 1.2.3 and 1.2.4.

After defining all of our graph concepts, we familiarized ourselves with some basic compression concepts in Section 1.3. This included a formal definition of lossless compression, Kolmogorov complexity, and information-theoretic lower bounds (Section 1.3.1), as well as formal definitions of queryable compression (Section 1.3.2) and incremental compression (Section 1.3.3).

We then moved on to graph-specific compression in Section 1.4. We discussed some common exploitable structural properties (Section 1.4.1), node reordering techniques (Section 1.4.2), and the popular CSR technique (Section 1.4.3).

Prior work was discussed in Section 1.5. Here, we not only defined what it means for a compression to be implicit, succinct, and compact, but we also provided Table 1.4 which summarized many succinct arbitrary graph representations.

Finally, we outlined the rest of the paper in Section 1.6.

### 6.2 Chapter 2

In Chapter 2, we split a quadtree compression of a static graph's 2D Boolean adjacency matrix into its adjacency rows and compress them with compressed binary trees. Adding indexes to this technique greatly sped-up access times while only barely increasing space. We provided our motivation and exact contributions in Section 2.1.

In Section 2.2, we discussed related work and justified our benchmark selection. We also referred to our previous work using quadtrees and a similar work with $k^{2}$-trees. Preliminaries were covered in Section 2.3, where we discussed network properties, compression concepts, and queries.

We described our novel technique in Section 2.4, where we represented each row of the Boolean adjacency matrix with a compressed binary tree. We achieved the information-theoretic lower bound (Section 2.4.4), and we can optionally add indexes to our structure to gain a query complexity proportional to the maximum degree of the graph.

Normally, compression starts with the uncompressed graph in a raw text file as an arc list. A normal technique would then load the arc list into some intermediate structure (such as adjacency lists) for faster compression. Finally, the technique outputs the compressed graph as a bit-string. We not only provided a way to compress the graph without any intermediate structure (Algorithms 2.3 and 2.4), but we can also compress directly from a text file that has been compressed using some general technique such as gzip.

In Section 2.5, we presented our datasets and metrics. We saw from the results that our compression outperforms our benchmark in every metric. Our results also showed that our streaming times were nearly identical to the query times
while using the custom in-memory structure. Finally, we concluded the chapter in Section 2.6.

The results in this chapter were published and presented at the 2017 IEEE International Conference on Big Data (Big Data 2017) in Boston, MA.

### 6.3 Chapter 3

In Chapter 3, we applied differential compression to the technique introduced in Chapter 2. We found that this differential static graph compression allowed us to reuse previously computed products when performing matrix-vector multiplication. Thus, algorithms such as PageRank are now no longer bound by the size of the graph's 2D Boolean adjacency matrix, but by the size of the compressed graph. We discussed this motivation and outlined the rest of the chapter in Section 3.1. We also discussed related work and chose our benchmark in Section 3.2.

In Section 3.3, we described how to apply a differential compression between compressed binary trees. Once we obtained a differential representation, we showed how to perform matrix-vector multiplication and we proved that its runtime is proportional to the size of the compressed graph (Section 3.4). We also extended this technique to matrix-matrix multiplication and again proved that the run-time is proportional to the size of the compressed graph (Section 3.5).

We presented our datasets and metrics in Section 3.6. We saw that not only are our base query speeds faster than the benchmark, but the speed-up gained from reusing products is greater as well. Finally, we concluded the chapter in Section 3.7. Here, we proposed future work by using matrix-matrix multiplication for transitive closures and by reordering the rows of the matrix to improve
differential compression.
These results were published at the 2019 IEEE International Conference on Information Reuse and Integration (IRI 2019) in Los Angeles, CA.

### 6.4 Chapter 4

In Section 4.1, we adapted our differential compression technique from Chapter 3 to compress time-evolving graphs, rather than static graphs. We used this differential compression to only encode the differences between a node's time frames. Time-evolving graphs are interesting because they store a graph's complete state at each time frame, and thus, we can run analyses that study patterns throughout time. We discussed this motivation and outlined the rest of the chapter in Section 4.1.

We more formally defined time-evolving graphs and the operations performed on them in Section 4.2. We showed that time-evolving graphs could be incremental, interval, or point, and that the basic operations performed on them were time-evolving versions of the arc existence query, neighbor query, and streaming query. We discussed related work in Section 4.3, including ck $^{d}$-trees, suffix arrays, and various $\log$ and copy $+\log$ techniques.

Our time-evolving technique was defined in Section 4.4, where we apply differential compression between each node's time frames. We also provided an extension that allows us to combine multiple differential compressed binary trees into one T-CBT (Section 4.4.3). We did all of this using only minimal memory overhead again by compressing directly from a gzipped time-evolving arc (contact) list (Section 4.4.4). We also proved that our compression reaches the information-theoretic lower bound, with respect to the 3D Boolean adjacency ma-
trix and the number of contacts (Section 4.4.5). A suite of supported operations was also provided including time-evolving arc existence, neighbors, streaming arcs (throughout any time-frame), and streaming time-frames themselves (Section 4.4.7).

We then ran experiments on our new technique in Section 4.5. The metrics included the compressed graphs' sizes (among many benchmarks), compression time, and supported operation run-times. We saw that our technique compressed to sizes better than or equal to any of our benchmarks. Our compression times also ended up being proportional to the number of contacts in the time-evolving graphs. The supported operations were not run with our benchmarks, but arc existence and neighbor queries ran at nearly identical times, with the streaming operation only slightly slower (while using our custom in-memory structure). We provided discussion of all these topics in Section 4.5.

Finally, we concluded the chapter in Section 4.6.
The results in this chapter were published and presented at the 2018 IEEE International Conference on Big Data (Big Data 2018) in Boston, MA.

### 6.5 Chapter 5

In Chapter 5, we adapted our time-evolving graph compression technique for solving the earliest arrival paths problem and for our own novel definition of time-evolving transitive closure. We found that not only were we the first to solve such problems on compressed time-evolving graphs, but that our structure was particularly efficient at doing so.

We briefly discussed motivation and outlined the chapter in Section 5.1. After that, we formally defined time-evolving graphs (Section 5.2.1), the earliest-
arrival paths problem (Section 5.2.2), and time-evolving transitive closure (Section 5.2.2). Again, note that our definition of our time-evolving transitive closure is novel, to the best of our knowledge.

In Section 5.3, we began by describing our compressed binary trees, differential technique, and ways that we can order them to achieve different representations of a time-evolving graph. That is, we can order them node-by-node or snapshot-by-snapshot. We then provided Algorithm 5.3 which is the basis of Boolean vector-vector multiplication using our technique.

In Section 5.4, we described how to apply our technique to solve many problems. We used our snapshot-by-snapshot ordering to solve the earliest-arrival problem in Section 5.4.1. Using this ordering allowed us to use a time-evolving version of BFS to find the earliest-arrival paths and times in one pass. Next, we provided Algorithm 5.5, which used repeated multiplication to find the transitive closure of the compressed graph. Continuing with transitive closure, in Section 5.4.3 we provided Algorithm 5.6, which can increment a compressed transitive closure graph matrix given a set of arcs to add (stored as a compressed differential). Finally, we provided Algorithm 5.7 in Section 5.4.4, which used node-by-node ordering and calculated (while keeping everything compressed) the time-evolving transitive closure given a time-evolving graph and a desired time interval.

After developing all of our algorithms, we ran experiments on them in Section 5.5. Our metrics included the time to process different intervals of the graph and run-times for each algorithm. We discovered amazing run-times due to our clever ordering techniques and the fact that our algorithms run in time proportional to the size of the compressed graph. Thus, the smaller we can compress the graph, the better our run-times become. We discussed these results in detail.

Related work was discussed in Section 5.6. We found that we had no appro-
priate benchmarks to compare against, as our novel problem definitions had not yet been adapted by any other technique. Finally, we concluded in Section 5.7.

These finding were published in the 2019 IEEE International Conference on Big Data (Big Data 2019) in Los Angeles, CA.

### 6.6 Closing remarks

In this dissertation, we developed several succinct representations for both static graphs and time-evolving graphs. This included a suite of supported operations for each technique. Each chapter explored relevant work from which we chose our benchmarks. We provided a detailed analysis showing we achieved the information-theoretic lower bound, and we ran experiments that empirically that showed that we outperformed our benchmarks (where applicable). We believe that these improvements are great contributions to the fields of compression and massive network analysis.
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