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CHAPTER I
INTRODUCTION

Studies in the area of gas-solid interactions have
been numerous in recent years. This development'steMS from
the many important applications‘that depend on gas-surface
interactions, the recent advances in technology that have
opened the way for new experimental results, and the use
of computers to develop theories that give a realistic
molecular view of experiments.

In many areas.of application the importance of gas-
surface interactions is realized. Nevertheless, due to a
lack of quantitative understanding, they are usually
accounted for by rough empirical.rel'ations° An important
problem in aerospace dynamics, for example, is determina-
tion of the free molecule drag coefficient, CD” for a
- vehicle in motion in a rarefiéd gas. This number repre-
sents the momentum transferred between the vehicle surface
and the gaseous pafticles with which it collides. Its
vaiue depends upon the initial and final velocity of/gas—
eous molecules relative to the satellite surface.” Un-
fortunately, the final relative velocity is not known a
priori. For earth satellites approximate methods based on

present experimental data and theoretical knowledgeﬁfix the
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limits for C, between 1.9 and 2°7ol’ A thorough knowledge

D
of t@e interaction of gaseoug;particles with s0lid surfaces
woﬁld permit more accurate defefminations»of CD’ In}thé
process of gaseous heterogeneoﬁs cataiysisy the'first step
of reaction is the collision of. gaseous molecules with the
catalytic‘suffaoe or with particles adsorbed on that sur-

face. A microscopic uﬁderstanding of this type of reaction

will require a knowledge of the initial s-’cep,3 Hetero-

A

e

genedliy Hlicleationj.oxidation, corrdsion, vapor depésition

of materials in thin film formation; growth behavior of

4

crystals at low saturation,  sound propagation in rarefied

o 0 .
gasesg5 free molecule recovery temperatures, and effusion

7

ffom Knudsen cells’ are all processes.that depend upon the
eﬁefgy transfer occurring in gas=solid interactions°
Gasésurfape,interaction experiments began in 1911

when Knudsen8 interpreted his results on the conduction of

thermal energy from a fine wire in terms of an accommoda-

tion coefficient (AC) fof thermal energy. It is defined by
| A0 = (B - B))/(Bg - ). (1)

The numerator, which represents the mean energy transfer

agssociated with the gas-—surface interaction, equals the

mean energy of reflected particles Eg minus the mean energy

of incident pafficles Eéo Since the interaction is, in
general, incomplete, Eg has a value between Eé and ES;
o

Eg is the mean energy of a beam of particles that interacts

completely and attains thermal equiiibrium with the surface.



The denominator of Eq. (1) represents the energy transfer
for the case in which the incoming particles attain equiii—
brium. Thus, the AC is a measure of the‘degree to which
gae meleeules attain thermal equilibrium with the surface.
The AC can be ekpfessed in terms of temperatures by rep-
resenting the mean translafional energy as

E = 2KT I (2)
where k is Boltzmann's constant. Equation_(Z)Lrepresents
the mean translational energy of particles issued from a
body of gas in equilibrium at temperature T. These sub-
stitutions allow Eg. (l) to be written as

AC = (T3 - T,)/(1 - 1), o (3)
In some cases the AC is found to be a strong function of

(TS --_Tg')y and it is then more convenient to use the mod-

ified expreSéion of Jackson9
AC = lim (7% - 1_)/AT (4)
HT>0 & g ‘

where AT = TS - Tg° In effect, the ACfis an expression for
the average efficieney of energy exchanged per collision
between a gas af temperature Tg and a surface at tempera-
ture TSn The AC and the spatial scattering distribu}ion
of reflected particles are the experimentally measurable
quantities fthat describe gas-solid interaetion phenomena.
The majority of experimental work in the area of gas-~
s0lid interactions can be classified as conductivity cell
meaeurements or molecular beam experiments. Althoﬁgh

Knudsen8 reported the first conductivity cell experiments,

the critical importance of a clean metallic surface was not



realized until the work of Roberts'®

in the early 1930's.
Most conductivity cell measurements havekbeen ébtained by
the low pressure method. A wire filément is enclosed in-
side a glass tube filléd with‘a gas at low pressure. The
tube is held at a temperature TW by‘a temperature‘bath°

At low preséures the gas inside the tube is in thermal
equilibrium with the tube walls so that TW = Tge The fila-

ment is kept at a temperature TS by an électric current.

The power input to the filament, which equals the actual

f
g

measured. The limiting expectation value for the power

poWer loss from the filament to the gas (Wg = T_ = Tg), is

conducted away by the gas (WKT-= Ty - Tg) is calculated
from kinetic thebry‘and the measured pressure and tempera-
tures. . Then, the AC is readily calculated from the ratio
of,Wg to WKTo The thermal jump method has also been em-—
ployed to determine the AC in conductivity cells. For this
method the gas pressure in the tube is between 10 and 100
mm, As a result, Tg is not equal to the temperature of

the wall., Also a temperature discontinuity exists at the
gas-solid interface —~- the so-called temperature ,jump° The
temperature jump difference can be obtained from a series
of measurements of the thermal conductivity at different

1 The

pressures; the results are used to determine the AC.
underlying fheery,is not established although the results
seem to be consistent with those of the low pressure:
method. 1

Systems which have been studied in conductivity cells



include various combinations of the noble gases; Ny, and

1, 11-20

H, on W, Mo, Al, Be, Ni, Fe, Pt, Li, Na, K. The

2
AC’s of He and Ne on absorbed layérs of K, Cs, Hys D2,

029 Nzy COZ’ CH49 02H69 and 02H4 on W and Mo have also been

14, 15, 19, 20

determined. Some general results are as

followsze

(a) The AC's approach unity at low T_, decrease to

g
a minimum at moderate Tg, and then increase again

as Tgtbeoﬁmes largeol6

(b) The AC*s are larger for larger heats of adsorp-

tion if the mass ratios are approximately the

16
.s awme o

(c) The AC's decrease as the ratio (Mg/Ms) decreases;

Mg and MS are the masses of the gaseous and sur-

face particles, respectively°l4

4

(d) The AC for "He is greater than that for 3He, but

the two values approach each other as Tg

14

decreases,
(e) The AC's increase considerably when adsorbed
particles are present on the lattice sur-~
faceols” 16, 20
(f) The AC's approach a maximum at a half monolayer
of adsorbed alkali atom coverage, and then
decrease as a full monolayer formsol4’ 15

Although the data gained from conductivity cells have



made a significant contribution to our knowledge of gas~-
surface interactions, the method has several inherent dis-
advantages. Bﬁlk AC's for all possible incidence angles
and velocities aré measured. Therefore, the dependence of
the AC on incidence angle and veloeity cannot be determined.
The method is alsc restricted té the condition of Tg less
than T . For accurate measurements the gas must show little
tendency to adsorb on the surface so most experiments have
been limited to noble gases. Another problem is determina-
tion of the smoothness and crystal structure of the‘metallic
surfaceor The conductivity cell experiments also faii to
yield scattering distributions for given incidence angles.
Molecular beam experiments are, by their Very nature,
more complicated than conductivity cells, but they are
capable of giving the data needed for accurate theoretical
analysis. The method involves producing a collimated
molecular beam that strikes a surface at any given spheri-

cal polar incidence angles & and~Qbi for which -the z

i
axis is oriented normal to the surface. A movable detector
is employed to determine the resulting scattering distri-
butions. The initial state of the interaction, which in-
cludes the gaseocus beam temperatureng or parﬁicle velocity
V19 the surface temperature Tég the incidence anglestBiA
and@bis.and the c;ystél structure of the surface, can be
specified. The effects of these conditions on the inter-

action can be independently studied.

The greatest difficulty in the molecular beam
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experiments is surface contaminaticn. Several methods have
been employed in recent years 1o obtain clean surfaces.

21

Crews™™ has cleaved LiF crystals in vacuum and observed

diffraction peaks 1in scattered He beams. The scattering of

He, Hy, Dy, and Ar from LiF has also been studiedozz’ 23

-26

Hinchen24 “has employed conventional ulira high vacuum

techniques and observed quasi-specular spatial distribu~
tions for noble gases from Pt. Saltsburg and smitn? 3%
have utilized the method of continuous deposition of the
metal surface at a rate faster than the contamination re-
sulting from the background gas adsorption. The substrate
material and temperature were controlled so as to insure
epitaxial growth of single crystals. The scattering dis-
tributions of the noble gases, -He, NHy, CHy, Hy, HD, and
D2 from Au, Ag, and Ni surfaces have been studied. The
results also include velocity-selected beams°32
An importénf experiméntal extension, which allows

estimation of the energy’transfer'as well as the-spafial
disfributionsg has been introduced by Smith and Fite35 and

36 They have roughly estimated the

Datz, Moore, and Taylor,
mean final velocity, ny at each angular position of a
detector by employing modulated beam techniques with syn-—
chronous detectibno Although surface contamination was a
problem in the early experiments, development of the method

was an important step. Also, both Ts‘and Tg were varied

s0 the conductivity cell restriction of Tg less than Ty was



24-26 has used modulated molecular beams

removed. Hinchen
and phase sensitive detection techniques to obtain accurate
data for the average velocities of noble gas atoms scattefed
from Pt.‘ The AC's calcuiated from the vélocity determina-~
tions are consistent with conductivity cell measurementso
A major experiméntal advancement would be #elocity selec-
tion of the reflected beam.‘ The distribution of final
Velocities rather than the average final velocity for each
angle of reflection could then be determined.
Some generally observed results of molecular beam ex-
perimenté are as follows:
| (a) Spatial distributions of reflected gaseous par-
ticles tend to be specular (the reflection angle
equals the inc¢ident angle) for clean, large
crystal surfaces.3o’ 37
(b) sSpatial distributions from contaminated surfaces
tend %o be diffuse (cosine type scattering)c3o
(c) Scattering distributions tend to become more
diffuse as thé-heat_of adsorption increaseso29
(d) Scattering distributions shift -away from the sur-

face normal and become narrower as the ratio

(Tg/TS) increases. This trend is least prominent A

30,38

in He.
(é)~ Bimodal distributions have been observed for He,

H2, and D2 bgams scattered from Ag,31 for He

scattered from Pt,3 for Ar scattered from LiF,23

and for Ag scattered from Mo.39 The extent of



the fine structure generally decreases as Tg or
Ts increase and increases as €9i increases.,
(f) Rotational energy accommodation apparently must
be considered in order to compare the scattering
of He with H, and D, from Ag and LiFeQZ? 31
(g) One eV Ar particles scattered from partially
contaminated siver, mica, and brass surfaces
give multiple lobes that have been called “back-
scatter™, 'guasi-normal”, and "quasi-specular®
1obeso4o
(h) Velocity-selected beams give scattering dis=
tributions that are similar to those from the
corresponding Maxwellian beams¢32’ 4L
(i) Interaction with a surface causes broadening
of the gaseous particie velocity distribu-
tion, s 42
(i) Particles scattered in the specular direction
have lower AC's than those scattered closer to the
norma1°26
(k) In molecular beam experiments the AC is not
limited to values between zero and unitya26

(1) sSpatial scattering distributions become tempera-—

345 43
qu

Conductivity cell and molecular beam experiments have

ture independent at large Ty or

contributed greatly to our knowledge of gas-sclid inter-
~acticns. At the same time, expefiments have introduced

many new problems. The origin of the bimodal distributions,
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the reason for the unusual behavior of the AC as a function
bf increasing alkali atom coverage, the nature of the inter-
action potential, the gimpilarity of velocity-selected and
Maxwellian beam scattering, and the origin of fhe scatter-
ing patterns from contaminated surfaces are observations
that are only partially understood. As is the caée in

many areas of current reéearch9 the best method for under-
standing gas-surface processes is a judicious combinatibn

of experimental méasurements and theoretical interpretation.

Bau.le44

introduced the first theoretical tireatment of
gas-surface interacﬁions in 1914, 1In his classical model,
the surface is assumed to be composéd of nonmintéracting,
hard spheres‘df mass Mg initiallyﬂat rest. They interact
With the gaseous atom of‘mass Mg according_to the law of
hard spheres. The ;esulting expreséionnis

AC = 2M M /(M £ M)° (5)
This simple theoreﬁicai result is only useful for rough
calculations.

In the 1930's several attempts employing the new
guantum tnedry were proposed. The early one-~dimensional
(1D) models compute the probability that a surface atom
in a vibration state i will ﬁndergo transition to a state
i

h
g The

J when struck by a gaseous atom with energy E
exiting gas atom then has energy Eg = (i = j)ho . Jackson

and Mottg have considered two types of interactions == a

rigid, elastic spheres model and a repulsive exponential
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- ,
field., Devonshire4j has employed the more realistic Morse
potential tc represent the molecular interaction. Adjust-

ment of the Morse potential parameters gave results that

46

seem to agree with experiment. However, as Goodman ~ has

noted, the resulting parameters are not realistic.

Shin47'49 has employed a more recent 1D model. Jackson

51 52

and Howarth»5o_fiampuu9 and Feuer have extended their

theories to include diatomic gaseous molecules and the
effect of internal degrees of freedom on the AC. The early
quantum theories are generally unsuccessful becauée of two
shortcomings; they have difficulty in treating 3D motion
over a realistic lattice, and they are unable to success-

fully treat the interacti@nANhen heavy gaseous particles

are involved. The recent theories of Beder,53 Howsmong54

56

Gilbey,Sb and Allen and Feuer have made progress toward

Qvercaming these difficulties. The results oquuantum

theories can be summarized by the statement of Trilling57

in a recent review articles

If any conclusion can be drawn from the guantum
calculations, it is that they are more complex
by far than the classical calculations; +that the
trends which they suggest appear consistent with
experiment, but that considerably more work is
required before a satisfactory fthecry can be
claimed to be in existence.

Classical theories have been more common because they
are inherently simpler, give better physical insight, and

58 59

have generally been successful. Cabrera and Zwanzig
have included the dynamics of the surface in the inter-

action process by treating the sclid as a linear system of
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masses and springs slightly displaced from equilibrium.

46, 60-65 has extended this model in a series of

Goodman
papers. The gaseous atoms were always required to strike
perpendicularly to the surface and to impinge directly
upcen a surface atom. In the first paper unrealistic inter-
action potentials were used, but the imporfance of a 3D |
lattice, as compared to 2D and 1D lattices, was establish-

edo60 In the second paper impurity atoms in the lattice

were considered.,f’l The third paper adopted realistic

interaction potentials of the Morse type and used classical

46

perturbation theory. The extension of the next paper was

to a simple treatment of thermal motion in the 1atticeo62
In the fifth paper quantitative agreement with the AC’s for
several gases on tungsten wag achieved by adjusting the
Morse parameterso63 It should be noted, hqwever, that the

model was again restricted to Ty = 0°K while for the corre-

sponding experiments Ts was greater than Tgo In a recent

~ paper Goodman64nhas retained the unrealistic assumptions

of 1D gasg particle motion normal to the solid, head-on atom
surface collisions only, and a cold lattice. The form of
potential function allowed removal of the usgalwperturﬁa-
tion theory restriétion“fo small AC’s. The known imﬁoru
tance of a 3D lattice wés réiterated; surface impurities
were inclu@edg and the "eritical initial effective tem-
perature for trapping®™ was estimated. However, satisQ
factory compariscn with experiment was impossibley due to

the many restrictions. Chambers66’ 67 has applied a similar
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model. In general, these theories, which are extensions
of the Zwanzig model, are capable of’calcuiating AC's,
However,‘as Tril.ling57 has‘hoted, it is probable that the
AC is a coarse criterion that doeé nét test detailed fea~
tures of the modeis; Also, sinée these models require that
gaseous atoms gtrike perpendicularly to the surface and
impinge_directiy upén a surface atom, they cannot predict
scattering distributioﬁs° |

Several classical models that attempt to account for
scattering distfibutions have been proposed. Goodman68 ‘
has presented an extension of the Baule model. The surface
waé represented by an array of hard spheres initially at
regst. The gas paiﬁicley which ié also a hard spﬁere,
could approach the lattice with any given incidence:angle
and could strike the lattice at impacf points between
lattice spheres. The interéction was assumed to obey the
law of hard spheres. To cbtain smooth scattering distribu-
tions, 22,500 trajectories aimed at points distributed over
fhe unit cell were required. This number of trajectory
calculations were possible béeause df the simplified nature
of the interaction. 'The resulting scattering distributions
agreed qualitatively with'experiment, but the lobes were
too broad. The resulting energy transfer was fit by a
parametric equation° The AC was found to be rather in-
sensitive to impact peoint, azimuthal incidence angle, and
surface structure. Due to the nature of the assumptions

(impulsive interactions and a cold 1attiée)9 the model is
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only applicable in the limit of large (Tg/TS)o

69? 7Ohave suggested a simple

Logan, Stickney, and Keck
scattering model that includes lattice motion. The surface
was represented as a set of indé?endentg oscillating hard |
cubes, The gaseous atom was ihcident‘on a surface cube at
an angleeai° The normal component of momentum exchange
was assumed to:obey the law of hard spheres; the tangential
momentum was assumed to bebunchamged‘0 With these assump-
tions the probability that the pafticle would be emitted
at an‘angleéaf with a velocity Vy could be calculated. The
final expression for the lobe shape is a function ofeai,
(Mg/Ms)9 and ._(.Tg/%)? The distribution of final velocities
is predicted to narrow with increasingeaf° The results of
the hérd cube model are in surprising agreement with ex-
periment considering the natufe of the assumptious. Logén

k7l have recently refined the model by replacing

and Kec
the impulsive interaction with a stationary well attractive
potential and an exponential repulsive potentiél° Thus,
the soft cube model allows for the effects of collision
time;and the natural vibrational frequency of the surface
atoms. The interaction parameters were fit to experimental
‘Scatfering digtributions with realistic;‘resuﬂltso Good
‘gqualitative agreement was'obtained'for the variation of
thé angular‘positiqn of the maximum of the scattering dis-
tribﬁti@no Médix and Korus72 have attempted to extend thé

hard-=cube model to include the effect of trapping on the

angular distribution of scattered particles. Neglect of
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internal energy accommodation and tangential'momentum com=
ponent changes make the attempted comparison with the ex-

perimental_results for Ne, CH49 and NH3 scattered from Ag

29

extremely qualitative.
o 73=17

QOma and his co=workers have introduced a new
model of gas=splid interactions in an excellent series of
papers. }The surface was assumed to consist of mass points
arranged in a given crystal configuration. The movable
mass points were connected to fixed sites by harmonic
springs. A LennardeJonés (12=6) potential was assumed to
interact_befween the gaseous atom and the atoms of the
crystal lattice. Trajectories were followed by numerical
integration of the classical motion equations. Arbitrary
initial conditions of velocity, impact point, lattice
vibrational-phase angle, and azimuthal approach angle were
specified. The model was established in the first paper
and the results of a few random trajectories were pre-

13

Sentedo In the second paper the assumption of an in-

dependent oscillator lattice was studiéd; it gives essent-
ially the same results as a c@uple& oscillator 1atticeo74
Trajectories of He, Ne, and Ar on Ni were studied, and
unusually large percentages of gas particles were trapped.
The third paper studied the effect of crystal structure,
surface layer, and lattice thermal motion on the energy
transfero75 For the high incident particle energies of
the early papers (0.1 = 15 eV), thermal motion‘of the

lattice was found to be unimportanto A simple parametric
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interaction model for momentum and thermal accommodation
coefficients based on the detailed calculations was also
‘developed. In a fourth paper fhe model was extended to

diatomic gaseous moleculeso76

Again, the energy range was
restricted to epithermal energies., Vibrational energy
changes were small exgept at high energy, and rotational
energy change varied iiﬁeafly with incident translational
energy. A fifth paper studied the scattering of noble

gases from the FCC (111) silver surface. !

The energy
range was reduced (0.06 to T7.8eV), and lattice thermal
métion was incorpdraﬁed° Averaging over iaftice phase was
accomplished by replacing each trajectory result with a
Gaussian distribution of trajectories centered at that
point.. In‘generalg the predicted scattering distributions
were 100 brbad and the trapping probabilities wére.too -
large°  Multiple peaké in the scattering distributions
were observed although their origin remained uncertain.

In a sixth paper the scattering of Ne, Ar and Xe from Ag

(111) surfaces was studied furthero78

It was found that
excessively large values of the interatomic bindiﬁg energy
had been responsible for the broad scattering patterns
observed in the previous work. Thé author also concluded
that sfatistical fluctuations were the major cause of the
multiple peaks. Of the many models that have been proposed,
thé type suggested by Oman seems tc require. the minimal

number of restrictions and is thus, the best-suited for

studying gas-solid interaction phenomena.
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Recently, a 2D model was employed by Raff, Lorenzen,
and McCoy79 to investigate both the energy transfer and
scattering phenomena. In this work the crysital lattice was
assumed t0 consist of three movable mass points connected
to five fixed sites by harmonic springs while the incident
gaseous atom was represented by a single mass point. Morse
type potentials were assumed to operate between the gas-
eous atom and each movable lattice site, All particle mo-
tion was calculated by numerical solution of the classical
Hamiltonian equations for the system.

By the use of Monte Carlo trajectory analysis, the
dependence of the energy transfer coefficient (ETC) and
spatial distribution of reflected particles upon various
interaction parameters, incidence angle, gaseous beam vel-
ocity, and surface temperature was investigated. In gen-
eral; the results indicated that the ETC increases with
increasing beam temperature and beam velocity; decreases
with increasing lattice force constant; increases with
increasing attractive interaction between gas and surface;
decreases with increasing incidence angle; and decreases
as the surface temperature approaches and exceeds the
gaseous temperature. The calculated SPatiai distributions
were found-to depend strongly upon incidence‘angle, at-
tractive well depth, and surface temperature. Sub-
specular shifts (toward the surface normal) of the scatter-
ing maximum were predicted for increasing attractive well

depth and surface temperature. Each of the above resﬁlts
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was ' observed to be in qualitative to semi-quantitative
agreement with available experimental data.

Although it was concluded that the general approach
wag“well=suited to the study of such heterogeneous inter-
actions, it was found that the 2D model employed was in-
adéquate with regard to predicting the actual shape of the
scattering patterns. The calculated distributions were
consistently too diffuse in character with half-widths in
exdéSS'Qf exper%mehtal curves by almost an order of magni-
tude. Eufthermorev the positions of the calculated maxima
were consistently too subspecular in character., It was
suggested that these effectg might Ee artifacts due to the
2D nature of the model, and the ﬁeed for extension to 3D
wag indicated.

The purpose of the present study is to formulate a
realistic 3D, classical model that reproduces the results
of molecular beam experiments and hence, leads to a mole-
cular level understanding of the collision process. The
crystallsurface of the model is represented by nine movable
mass points that are connected to all nearestmneigthrsv
by harmonic springs. The mass and force constants for each
of the nine lattiee atoms can be varied so that a pure
1éttice or a lattice with surface impurities is represented.
Adsorbed particles can also be represeﬁted by including
movable mass points above the crystal surface. The poten-
tial acting between the adparticles andithe lattice par-

ticles is assumed to be of the Lennard-Jones (12-6) type.
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The interaction between the incident gaseous particle and
the surface atoms is represented by a Morse potential. The
initial conditions, which include the surface geometry,
incidence angles, and particle momenta, are specified.
With the assumption of eléseical mechanics the motion
equations for the system can be solved numerically to give
trajectories for the particles of the system. From the
final state of the system the energy transfer is easily
calculated. The results of many trajectories aimed at
different points within the unit cell of the crystal sur-
face‘give spatial seattering distributions. The effects
that result from varying the interaction potential para-
meters, 1ncldence angles, incident particle velocity and
mass, surfaee particle mass, crystal orientation, surface
temperature, lattice purity, and adsorbed particle cover-
age and mass are calculated and compared with experiment.
Careful analysis of the model explains the origin of
eeveral observed ftrends in terms of the molecular dynamics.
" A survey of classieal mechanics is presented, and
the“releVant'equatiehs for‘the classical model are‘derived
in Chapter II. In Chapter III a ten-body, 3D model is |
formulated and applied to investigate the (He/Ni) inter-
action. In Chapter IV this model is employed to study
the effects of both the velocity distribution in the in-
cident beam and surface temperature. The gas-solid model
is extended in Chapter V fo treat adsorbed particles and

lattice impurities. The results are summarized, and
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suggestions for future theoretical work in the area of gas-

solid interactions are included in Chapter VI.



CHAPTER IT
SURVEY OF CLASSICAL MECHANICS

Classical mechanics is the study of the laws governing
the dynamics of macroscopic bodies. In many cases the séme
laws can successfully treat atoms and molecules, even
though microscopic particles properly belong in the realm
of quantum mechanics. The division between claséicél and
gquantum mechanics is not precise, but a rough criterion
for fhe validity of claséical mechanics is that the reduced
wavelength of the particles be much less than the character
istic:length in which the potential changes appreciablyoao
For molecular problems this length can be taken as the
Bohr radius.. Calculations then indicate that all particles
with masses greater than hydrogen and with energies greater
thanﬂ0¢01~ev can be reascnably treated by classical mech-
anicsosl fGlassical calculations on energy exchange in the
gas phase and chemical reaction kinetics indicate that
classical mechanics is, in fact, valid well into the dbmain
of qUantum'mechanicsg particularly when averaging of the .

resultsfiS'appreciable“82m84

Thus, the classical assump-
tion for a gas—surface interaction model is reasonable and

can be expected to give realistic results.

- 21
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Since the gas-solid model of this work is based upon
classical mechanics, it is appropriate to réviéw the basic
concepts that are useful in the treatment of atomic probm
lems., Newton’s Second Law applied to a system of N point

particles gives

oo

MX; = P
Moty = Fyy Ti=1,2, 0 o ey N (6)
JMgdy = Fog

where Xi” Yig and“%igare the Cartesian éoordinates of the
ith particle with mass M., and in? Fy
three force c@mponegts acting on the ith particles By

i0 and Fﬁi are the

definition' the kinetic energy T Qf'the system is
. N 2 .2 2 | '
T =3 QZlMi(Xi + Y o+ By (7)
. iE _

Partial differentiation with respect fo X; gives

om0
BT/ BX; = WX, . (8)
Taking the total time derivative of Eq. (8) yields

8/g4( BT/ BX) = MK . (9)
For congservative systems the potential energy V is defined
by the relation '
F . = = @V/‘—’*@'ﬁ:%o . 1 | (10

xi
Combination of Egs. (6)9 {9), and (10) and generallzatlon

to the Y and & c@ordlnates yleldb the’ Newtonlan motion

equations,
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d 3T +86V _
—aF e = Q
aXi éSXi |
d Q“T; +a.-—\£*:.:0 >i=lg 29 °© o o9 No (ll)
at .
4 9T +8V _
T \
\
0%, OJg; ) -

This system of 3N coupled, second-order differgntial}equan
tiqns determines the motion of the Népartiole system.

The Newtonian ‘equations are restricted to Cartesian
coordinates. It is often more convenient to employ other
coordinate systems to specify the configuration of a syé~
tem. For this reason it is common to introduce the
Lagrangian function,

L=T-V, ' (12)

Since T is a function of the particle velocities only,
and V is assumed to be a funetion of the coordinates only,

Eq. (11) can be written as

aeL _ 8L _, |
% Q -
X 6xi
d 8L _ 8L _ 0 &1 = 1y 25 ¢ o o5 No (13)
‘a% ao -
Y, 63{1
8L _ 3L _,
IT S =
g2, O8; i

Newton'’s equations in this form can be shown to be valid
for any choice of coordinate system. However, for the gas-
so0lid model of this work, a Cartesian coordinate system is

preferable, and it is unnecessary to transform to-
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generalized coordinates,

The system of 3N second-order differential equations
represented by Eg. (13) can be transformed to a more read-
ily solvable set of 6N first-order differential equations.
Since V is a function of position only, the Cartesian

momenta coordinates in the X direction can be written as

Pr, =9%ax, = 9 g% - (14)

i
Introducing this relation into Eg. (13) gives the system

of equations,

L]

Py = @L/@Xi

"1
Py = DL/ . L1, 2, o o o 5 No (15)
Yj, @ ”{i >’ 9 ? 9 (

The second step in the transformation is introduction of
the Hamiltonian function

o] L]

N .
H= Z:W<Pxixi + Pys¥y + Pyo2:) = Lo (16)

L
For comnservative systems this relation is equivalent to
H = T <+ Vo (17)
Total differentiation of the X components of Eq. (16)

yields

N o o a
: : L dL .
dH = (P_,dX, + X 4P . = 2% dX, = ==
12;12 xi-Hi itxi T 9%y i _@XidXiL(IS)

Substitution of Eqs. (14) and (15) gives
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©

N
dH = > l(XidPXi = P, i8%X; )0 (19)
1 =

By regarding H as a function of Xi9 Yy P Pxi” Pyig

and P%i one obtains the relations

JH o oH " ]
e = X, o ] = P .
OF, 4 1 9% X1
OH ° JH .
e = Y oo 3T b P . 1l = .l 2 o © ‘o No 20
OH , OH .
= &, = - P_.
ani i a%i &1 _

These are the 6N Hamiltonian equations of motion.

Solution of this system of coupled, first—ordef dif-
ferential equatiéns uniquely determines the motion of each
of the N ~ particles. The requirements for solution are
(2) the potential of the system as a function of the
coordinates must be known so that H can bebdetermined;

(b) the 6N initial position and momenta coordinates must
be specified, and (c) the 6N differential eqﬁétions must
be solvable, either analytically or numerically. In the
following chapters models will be formulated in a manner
that allows the Hamiltonian and the 'initial conditions to
be Spec;ﬁiedo Then, numerical solution c¢f Eq. (20) yields
trajectories that are used to study the characteristics of

gas-solid interactions.



CHAPTER III

THREE-DIMENSIONAL GAS-SOLID
INTERACTION MODEL

« Ao Introduction -

In this chapter the classical, 3D model originally
suggested in Ref. 79 is formulated and employed to study
the interaction of gaseous pafticles with a clean surface.
Spatial distributions of reflected particles and ETC's
are calculated as a function of incidence‘angle,_gaseous
- beam velocity and temperature, suffacé temperature, gaseous
atom mass, lattice force constant, and attracti&erell
depth and curvature by nﬁmerical solufion of the differ-
.ential motion equations represented by Eq. (20). The 3D
model removes fhe gross deviations of calculated scatter-
ing patterns from experiment that were found with the 2D
model; and in general, semi-quantitative reproduction of
existing molecular beam data is obtained. Section B out-
lines the mathematical formulation of the ﬁddel. In
Section C the results afe given, discussed and, where pos-—
éible, compared with experiment. The resulté and conclus-

ions are summarized in Section D.
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B. Formulation

FPigure 1 illustrates the general outline of the 3D
model employed to study the interaction process. The lat-
tice face is assumed to consist of nine movable s;tes ih
the (x - y) plane indicated in Fig. 1 by theishaded circles.
The gaseous afom, A, repfesented by the open circle, is
incident on the lattice face at some random point, P; with
initial velocity'Vi at spherical polar inbidenqé angles,
ei énd q%v The scattering occurs at spherical polar angles

£ All

represented by ek and.¢%-at a reflected velocity V
particle motion is assumed to be classical.

Iﬁ the surface model the nine movable lattice sites
are connected to fixed sites by harmonic springs. The or-
ientation of these fixed sites depends upon the crystal
face being investigated. In the present work both the
face-centered cubic (100) and (111) crys%al planes have
been studied. Figure 2 shows the'arrangementvemployed to
represent the (111) plane while Fig. 3 diagrams the ar-
rangement of the (100) plane. In each case the movable .
lattice sites are represented by the symbol O while X in-
dicates a fixed site in the (x - y) plane and @ a fixed
site below the lattice surface.

As can be seen, the representation of the (111) plane
contains 65 pairwise harmoﬁic potentials while the (100)
representation involves 60 such terms. The overall in-

teraction potential, i), for the system is constructed

from a sum of the harmonic potential terms plus nine
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Figure 1.

Three-Dimensional Gas-Solid Interaction
Model for the (100) Crystal Plane.
® Represents a Movable Iattice Site.

O Represents the Incident Gaseous
Atom,

28
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Figure 2. Model for the (111) Plane of Ni. .O~Movable
: Lattice Site; X~Fixed Lattice Site in thej

. Surface Plane ® - Fixed Lattlce Slte
Below the Surface Plane. »
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Figure 3, Wodel for the (100) Plane of Ni.
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pairwise Morse type interaction terms operating between

the incldent gaseous atom and each movable lattice point.

That is
{) 9 65 H
ITRIED) RS (21)
i=1 j=1
and 6
Dy 3 :
_ H
00 D > v (22)
S i=1 j=1 J
where
v. 0 D[exp{zot(ﬁ - Re}-zexp (R . —Re}]
ia ia
and
2
Vi o= (1/2)(Ry~Rg D) » (23)
In the above, R;  represents the interparticle distance

1a

between movable lattice site

j and gaseous atom A, Rj the

interparticle distance in the harmonic pair -potential
denoted by V?, Rel the equilibrium lattice spacing, while

D, Re, and & are parameters of the Morse interaction

) M
potential, Via

The system motion is determined from the Hamiltonian
equations given by Eq. (20) with i =1, 2, . . ., 9, and
A. The required 3D Hamlltonian has the form:‘

- %—Z ,[PXi2 * Pyiz + Pziz]/mi v 9 (24)
for i =1, 2, 3, ¢ =« « 9, and A. Thus, in the classical,
3D gas-surface model the motion is determined by the sol-

‘ution of the 60 coupled‘differential equatibns represented

31
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by Eq.. (20),

The solution requires the specification of all initial
position and momentum coordinates for lattice points 1-9
and for atom A. The initial lattice coordinate selection
for the (100) ﬁlane was performed according to the follow-

ing prescription:

Z, =0 for i =1, 2, « « « 9 (25a)
Xy = X5 =%5 =0 (25b)
X, = X = Xy = Re® (25¢)
7 - %8 T 9 T 7F

X. = X, = X, =~Re® (25d)

1~ #2743 ”‘ € 2
Y, =Y, = Y, = Re' (25e)

37547 f9 = |
Y, = Y5 =Yg =0 (25F)
a Y, =Y, = Y. = -Ret (25.¢)
an 1 =Yg =Y, = -Re", 25.8

The modification Egs. (2%a) - (25g) required to represent
the (111) plane is obvious from Fig. 2.
The initial lattice momenta selection is performed as

follows for both crystal planes;

1

- ) r.
fomfk o] [-1]*

P‘V‘ =
e
. . r.t .
PYi = [a2mk Ts] [-1]°1 i=1,2, « « 9 (26)
and Pzi = [am;k TS] [-17]°1 ,

where k is Boltzmann's constant, Ty the surface temperature

and Tso ril, and rill are randomly chosen integers, either
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even or odd. Equations (25a) ~ (25g) place each lattice
site initially at its equilibrium position so that alli
iﬁitial lattice energy is kinetic. Equation (é6) thén
equipartitions, in a random manner, the lattice energy,
3k Ts’ between the three_available momentum components
of each lattice atom.

The initial variables for the gaseous atom are

given by
Xy, =R sin63i>cosgbi
Yo = R sin@; sin 9§i
Z, = R cos ei @.7)
an =M, V; sin®; cos(y
Pya =¥, V; sin®; sin d;
and” P, =M, Vi cos Qs

where R is the initial distance from atom A to the aiming
point P on the surface. The initial value for R is chosen .

as

s ,

R = + 2 V. T (28)
cos Oy + P

where &' represents a number such that 0 £ gl= 1, and Tﬁ

is the vibration period of the lattice, i. e.
_%_
’[‘jp e 211(»/1:) o (29_)

In effect, the specification of %l determines the initial

lattice~phase angle., These choices completely specify
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the initial étate of the system.

A trajectory is considered to have been completed
whenever, after striking the surface, particle A finds it-
self once again at a distance R from the surface. At this
point the integration of Eq. (20) is terminated, and the
final variables of interest are calculated. These variables
include the scattering angles 6&, which is given by

1

ef = Cos_l[Pga/(Pia + P§a + Pia)fj, (30)

and ¢f, which is given by

-1
Bp = tan” [P /P ], (31)
and the ETC which is defined to be
i bl i
Ryl 050 By) = (B - E)/E (32)

The initial and final energies appearing in Eg. (32) can
be obtained from
5= (22 +22 +p,.)/ 2n (33)
a =~ \fxa * ya t Faa a .
since the potential energy of A will be essentially zero

whenever A is located a distance R from the surface.
Cs Results and Discussion

. 1. Numerical Analysis

The integration of the motion equations represented
by Eq. (20)Twas accomplished using a variable step, Adams-
Moulton (AM) procedure85 on an IBM 7040. Since the AM
method is not self-starting, a Runga-Kutta program was em-
ployed to provide the initial points required. Whenever

there was no latticé energy'initially present
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(1o €a,y Ty = 0,0°K), the integration step size was.varied
and made as large as possible consistent with the criteria
of energy conservation and coordinate conéistency,' Uhder
these conditiqns each trajectory took an average of about
60 sec of méchine time. For trajectories in which
T, # 0°K, variatioh of step size helped very little since
the requirement that iattice energy be conserved kept the
step‘size small throughout: the integration. For this rea-
son a fixed step was employed in tfajectories of this type,
and the machine time réquired consequently increased'fo
about 120 sec/trajectory. ﬂ

The need for properly averaging over vibrational phase
and aiming point has previously_been pointed oﬁt in Ref. 79
where such averaging was carried out by a random Monte Carlo
process. To conser#e machine time this proéedure has been
‘replaced by a s&stematic averaging over 7t in Eg.!(28) and
over surfaée aiming points. The averaging over aiming
points was accqmplishéd by scanning byer the unit‘qeil with
approximately 50 trajectories. For example, in Fig. 4 the
unit_éell is shown as the area within the rhombus. The -
49 small bhoxes indiéate the aiming point a?eas employed for

the specific case qubi = 0°

on the (1ll)p1ane°v Within
each small box the aiming poinf.was randomly selected. The
results for aiming‘points within the unit cell not coveréd
by boxes can be 6Bfained by reflection symmetry. The

- statistical convergence of the results was checked by ex-

amining additional trajectories in specific cases. In



Pigure 4. '"Aiming Point'" Regions on the (111) Ni Surface.
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general, it was found that all major features were essen-
tially unaltered by an increase in the size of the statis-

tical sample.

2,0 Thé:PotehtialiSurface

The (He/Ni) systeﬁ was chosen as the basis for the
present calculations, .The specific choice of a particular
system is not extrémely important here since the principal
aim has been an investigafion of the depéndénce of the
scattering and ETC on various péfameterse Reproductién
of experimental data for any one particularvsystem wquld
requife accurate values of thg_inferaction potential para-
meters. ‘Unfortunately, these are not availabieo The choice
df theﬂﬂHe/Ni)lsystem, however, does allow fof a comparison
of the present\fesulﬁs with those obtaiﬁediby Oman, Bog;n,
and 1174 and with those of Ref. 79.

The interaction potential represented by Eqs° (21),
(22), and (23) reqﬁires the spécification of five para-
metéréﬁ D, GQ, Re, k, and Rel; The significance of k énd
}Rel has been discussed previously. The mégnitude»oftthe
'attractive well depth in an interactioﬁ between a surface
atdm and He is represented by D; X is related to the
curvature of‘the attractive well; Re defines the position
of the well with respect to the surface atom. The values

of D, A, k, and Ret 46

are taken from the work of Goodman
while the value of Re is obtained from the Lennard-Jones

(12-6) parameters employed by Oman, Bogan, and Li°74 The
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values used, which are the same as those of Ref. 79, are

summarized in Table I.

TABLE I
(He/Ni) POTENTIAL SURFACE PARAMETER VALUES

| Surface Paraﬁeﬁer R ‘-Value
D . 0.00564 eV
o 1.6 & 7L
Re | 3.11 &
X 5.36 ev/R °
Ret 3.517 %

If the lettice atoms are held fixed in their equili-
brium positions, contouf maps of the pqtential surface
representing the (He/Ni) interaction can be plotted.
Figure 5 shows a compafison of the 2D eontour lines ob-
tained in Refo‘79 and the 3D contour lines obtained from
the present model. The shaded aree shewn in the inset
illﬁstrates the portion of the surface being considered. .
Solid lines represent the three dimensional contour lines
while the dashed curves represent the 2D surface. As can

be seen, two major differences are present:
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(a) Corresponding contour lines fdf thg 3D case ex-
hibit less ecurvature than that presgntlon the 2D surface.
For cher planes through the lattice the difference is
smaller, _ |

(b) The well depth is a factor of 2.5 larger on the
3D surface than for the 2D case. This increased well depth,
which results from a multi-dimensional model, can have
significant conseqﬁences. For example, an examination of

46

the surfaces for (Ar/Ni) using Goodman's Morse para-
meters shows that‘the 3D well depth is =0.41 eV while that

for the 2D surface is only -0.11 eV, These are the para-

meters employed by Oman;vBogan, and Li74

in their 3D cal-
culations which predict that Ar atomé at ingiaenf energies
of 0,125‘eV and 0.5 eV are almost completeiy trapped,- This
discrepancy with experimenthOuld éeem not to result from
thé modelbitself, but rather from the parameters which
wfig® ah'over-simplified, lD type intérgction model to ex-

perimental data. Further significances of these differ-

ences are pointed out in Sections C.3. and C.4.

3. . Energy Trarnsfer

The dependence Of(tE@ai’géi) upon incidence angle,
various Morse interéction parameters, atomic mass, out-
of~-plane scattering angle, aiming point, surface tempera-
ture, and lattice-vibrational-phase angle have all been
examined. In general, the results are in reasoﬁéble agree-—

ment with those obtained for the 2D lattice of Ref. 79,
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Such agreement is not unexpected since it has previously
been shown that 2D models reproduce energy tfansfer and
petitioning data reasonabiy well.,86

Figure 6 shows the variation of QE(ei, 0°) with ©; on
the (111) plane of Ni for a surface temperature of 0°K and
an incident velocity of 1.12 x 10° cm/sec, the most prob-
able  He velocity for a beam effusing from a gas at 170°K.
Eech calculated poinf was obtained by averaging the re-
sults of 49 trajectories that scan over surface aiming
points in the manner previously described. As can be seen,
the ETC is a rapidly decreasihg function of€5i in semi-
quantitative agreement with the experimental results of
Devienne, Souquit and Roustan,87 The present calculations
further indicate that QE(ei,Oo) is a more rapidly decreas-
ing function oféai than previously indicated by the 2D
resﬁlts of Ref. 79, which are shown as the solid_line of
Fig. 6§ This behavior then lends stronger support to the

'normal-component model" proposed by Datz, Moore, and

36 70

Taylor and explicitly assumed by Logan and Stickney
and by Keck and Logan'® than that provided by the 2D re-
sults. In fact,cQE@ai, O°) very nearly approaches zero
as€5i - 90°indicating that the energy present in the nor-
'.mal momentum component is by far the dominate factor in
determining the ETC.

In essence the behavior illustrated in Fig. 6 is a

manifestation of the decreased curveture of the surface

contour lines shown in Pig. 5. That is, the x or y
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components of force exerted on the gaseous atom depend upon
(83)/Qx) and ©9/Dy) respectively, and both of these deriva-
tives are smaller for the 3D surface than for the 2D case.
‘Consequently, energy transfer from the parallel momentum
components becomes smaller, resulting in the behavior shown
in Fig. 6. ‘
The variation Of(tE(EE’¢%) with the Morse' interaction
parameter D and with the lattice force constant k are as
indicated in Ref. 79. A monotonic increase of the EIC with
increasing attfactive well depth and with decreasing lat-
tice force constant is calculated. This behavior is in
quélitative agreement with the available experimental data

14 20

of Thomas™ ' and Wachman“ . Figures 7 and 8 show the cal-

culated variation Of(xE(EH’¢ﬁ) with D and k respectively

for E; = 0.0288kY;, 9-1 = Oo, ¢i = OO, and 'E[‘S‘ ='.O°K. Fach
calculated point represehts an ensemble average over sur-
face aiming points as described above.

The dependence of(xE(E%,Qa) upon the steepness of the
repulsive potential Wall has been investigated by‘vdrying
the Mbrse parameter, ®{, of Eq. (23); Essentially, R
determines the curvature of the attractive well. As X in-
creases, the curvature increases, and coﬁsequently the
repulsive wall becomes steeper. In the limit as O{—>00

a’hard’sphere_interactioh is. approached.

Figure 9 shows the variation of QE(ei,qSi) with .C( on

(o]
the (111) face of Ni for €, = 37.5°, ¢ = 0°, T_ = 0 X,

S
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and Vi = 1,58 x lO5 cm/sec, the most probable velocity for
a»beam of He effusing from a gas at 339°K. As caﬁ be seen,
CKE(GH’¢E) is a monotonically increasing funct;on of X. The
arfow in Eig° 9 indicates'the value used to represent the
(He/Ni) interaction. These results seem to imply that hard
sphefg, impact models will, in general, tend to over- |
‘estimate the extent of energy transfer unless modified in
some compensating manner.
The extent of energy transfer has been found to be
virtually independent of the crystal face employed. For

example, the average value of &IE(ei,d)i) for el = 37.59

¢i = 0°, V; = 1.12 x 105 cm/sec, and Ty = 0°K was calbulated
to be 0.11 for the (100) face of the Ni crystal while a
value of 0.12 was obtained when the (111) representation |
was used. '

The detailed interdependence of QE(ei,cpi), aiming

point, and scattering angles ef and qbf has been examined
. o o
on the (111) crystal face with ©; = 37.5 P =0,

v, = 1.12 x 10° cm/sec, and T, = OOK., The general results
are shown in Fig. 10, which illustrates the resulting values
ofC{E(ei,¢i~), O and ¢y for an ensemble of trajectories
aimed at various points within the shaded region shown in
the upper in\séto \ The'origin of each vector shown repre-
sents the aiﬁing point of the trajectory; thé direction of
the vector gives the out-of-plane ’scatfer_‘ing angle ¢f,

where a horizontal position indicates ¢f = 1800; the
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length of the vector giVes Gf according tp the scale shown
in the lower inset; and the numerical value listed at the
head of each vector is the computed value of(KE(E%}¢E) for .
that trajectory. ngefal general features make themselves
apparent in this figure:

(a) Atoms aimed near a lattice sife are generally
reflected at near riormal ©; angles and are associatéd with
large values for the ETC. |

(b) Atoms aimed at points between lattice sites tend
to exhibit large scattering angles G& and cbnsiderably
sﬁaller transfer co‘efficients° _Thése results are in accord
with the experimental observations of Hinchen and Malloy26
‘who found that the velocity of atoms scattered in the nor-
mal direction was less than that for atoms reflected néar
the surface.

(c) Most trajectories will result in "in-plane"
scattering ’(.ioeo ¢f ¥ 180°),

(d) Energy transfer coefficients tend to increase as
eif moves away from the "in—plane"Aangle; More detailed
investigatioh indicates that this effect varies in magni-
tude between a 50-~100% increase depending upon the con-
ditions, |

It should be noted that the above results indicate
that serious distortions may result from employing models
which require direct impact upon a lattice site. The in-
applicability of such models to scattering has already

been pointed out in Ref. 79. The résults of Fig. 10
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suggest that a similar situation may exist with regard to
energy transfer.

Calculations ofOQE(EE,¢&) at differentgbi angles in-
dicate that the energy transfer coefficient is essentially

independent of @§;. Thus, when(RE(EE,¢E) was examined on
g . o
a (111) Ni face with E& = 37.57, V; = 1.12 x 10° cm/sec,
o
and TS = 0 K, an average value of 0.12 was obtained for

bothC(E(GH,OO) and(KE(Gg, 450)0 Direct comparison of this
result with experiment is impossible due to the lack of
velocity-selected, molecular beam daﬁé.

The dependence ofGlE(GE,Qﬁ) upon isotopic mass of the
gaseous atom has been investigated by a series of calcula-
tions employing 3He as the gaseous atom. The results are
shown in Fig. 11 as a function of incident gaseous energy

Ei‘, Curves 1 and 2 represent calculated CKE(Gi,d)i) values
5

on the (111) crystal face for 4He and 3He respectively

) o} .
with ©; =¢b; = 0° and T, = O°K. TFor higher incident

energies one has BKE(Eﬁa¢a)]4He :>EKE(€E»¢%)]3HG with the

calculated ratios varying between 1.0 and 1030; At low
incident energy an inversion of the above inequality is
predicted with the general curve shape exhibiting what
might be termed a "turn-up" phenomenon, which was not ob-
served in the 2D calculations of Ref. 79. The crossover
of the 3He and 4He curves and the "turn-up'" are manifesta-

tions of the deeper attractive well depth of the 3D surface
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mentioned above., This is shown clearly in curves 3 and 4
of Pig. 11, which illustrate the behavior of OQE(ei,cpi)

for 4He and 3He respectively when the‘well depth para-
meter D is reduced from 0.00564 eV to 0.00282 eV. As can
be seen, no "turn-up" occurs, and the general character of
the_results approaches thosé reported in Ref. 79.

Since the attractive well accelerates the gaseous atom
as it approaches the surface, its presence Will increase
the magnitude of the energy transfer which forms the numera-
tor of Eq. (32). This accelerating effect will be greater
on SHe than on *He due to the mass difference, hence a
crosgsover occurs between the two curves at low incident
energy. The "turn-up" phenoménon results for much the
same reason. The presence of the well prevents the numer-
ator of Eg. (32) from approcaching zero as Eé approaches
zero. Thus, the mathematical form of Eq. (32) insures
such a ”tgrnuup” phenomenon. = As the well depth decreases,
the magnitude of this effect decreases, and the curve
shapes revert to that shown by curves 3 and 4 of Fig. 11l.
It should be noted that curves 3 and 4 approach curves 1
and 2 at large Eg values since attractiVe"well effects
become negligible at large incident energy.

A partial comparison of the calculéted isotope effect
with experiment is possible. Thomas and Kruegerl4 have
measured isotope effects on the thermal accommodation
coefficient for a (He/W) system and find that

. o
gﬁT(4He)AXT(3He) = 1,09 for a temperature of 308 XK. Further
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investigation on (He/K) systems indicates'that the above
ratio tends to decrease as the. gaseous temperature de-

créases°l4 Such behavior is clearly in line with that

predicted by the reéults shown in Fig. 11 where the ratio
i
23
to~orie correspondence does not exist between the thermal ac-

(KE(4He)/GE(3He) decreases as E, decreases. Although a one-
commodation and energy transfer coefficients, it is in-
teresting to note that the direction of the experimental
isotope effect in the (He/W)'system is the same as that
calculated for the (He/Ni) systemf To this extent the
results can be said to agree with experiment.

Figure 12(a) shows the calculated variation of

o (6, ,P,) with T on the (111) Ni face for both & = 0°

and @, = 50° with ¢, ‘=.o° and V; = 1.12 x 10° cm/sec. As
can be seen; there is little change in the predicted be~-
havior between 2D and 3D fnodels° The 3D points cannot be
expected to fall directly on the 2D line sinée the surface
details differ. The important features,'howevér, are
identical., The ETC is a strong function of Ty indicating
clearly that models which ignore lattiée‘energy must be

viewed with .caution. As Ts becomes greater than T_, the

g

ETC becomes negative indicating that, on the average, energy

is being transferred from the lattice to the gaseous atom.
The 3D’“LE(EE’dﬁ) curves of Fig. 12(a) can be con-

verted to effectiveyenergy accommodation coefficients by

the relation
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EAC(6) ;) =%(6y sy )/ (1-Ey/E}) (34)
where ES 1s the energy of a gaseous particle‘at the tempera-
ture of the surface. In Fig. 12(b) the variation of these
energy accommddationvcoeffiqients with Tq is shown. The
curve for EAC (50°, 63 agrees qualitatively with the ex-

26 for an (Ar/Pt)

perimental results of Hinchen and Malloy
system with 91 = 67.5°. Because of the higher polariz-
ability of’Ar, the curve for (Ar/Pt) is ﬁﬁderstandably
shifted towards higher EAC values in accord with Fig. 7.
The presence of the discontinuity and infinity at Tg = TS
indicates that for molecular beam experiments an ETC,

which is both well-behaved and continuous at all points,

is the most convenient quantity to measure and calculate.
This differs from the case of thermal conduétivity cells
where equilibrium exists, and the AC necessarily approaches
a limit as (TS - Tg) approaches zero. It is interesting

to note that integrating the results of Fig. 12(b) over
all incident angles and velocities would give a result
representative of conductivity cell measurements. If one
approximates the velocity integration by the use of the
most probably velocity, the angular integration of the
results shown in Fig. 12(b) would give an EAC of approxi-

mately O0.15 that would then be essentially independent of

TS° The conductivity cell measurements of Thomas and

88

Schofield and Menzel and Kouptsidisl7 have shown the

AC for (He/W) to be independent of (T4 - Tg),
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It should be pointed out that proper averaging over
o
lattice phase is essential whenever Ts # 0 K. This is
clearly shown in Fig. 13 where the variation of({E(EE,¢%)
is shown as a function of lattice~phase angle. The cal-
culations here were carried out on the (111l) crystal plane

©
of Ni with @, = 37.5°% @, = 0", V; = 1,12 x 10° cm/sec,

° . ~
and T = 600 K. The parameter plotted.on the abscissa is Zl
of Eq. (28) by which the lattice-phase angle is varied.

The extreme variation of(XE(Gh, L) with 2% is obvious.

This situation is diametrically opposed to that existing
when classical trajectory models are applied to the study
of reactions occurring in crossed molecular beams. There
it has been shown that vibrational-phase averaging for
molecular vibrations can be ignored without appreciably
altering the final result°86 Figure 13 makes 1t clear that

such is not the case for gas-—surface interactions.

4. Spatial Distributions

It has been pointed out in the introduction that the
2D calculations were grossly inadequate with regard to pre-
dicting detailed shapes for experimental scattering pat-
terns. The dashed line of Fig. 14 is representative of
predicted 2D patterns in that they are uniformly too sub-
~specular in character and far too broad. Both of these
2D artifacts are removed by the present generalized Bb
treatment, and the resulting spatial distributions are in

reasonable agreement with experiment.
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The histogram plot shown in Fig. 14 represents a
typical, "in-plane", 3D scattering pattern. The plot
shown was obtained on the (111) plane of Ni with TS = OOK,

(]

v, = 1.12 x 102 cm/sec, Eﬁ = 37050, and ¢E =0 . Only
particles scattered such that 16023¢f<2000are incorporated
into the histogram to produce what might be regarded as
the "in-plane" E% distribution. Aiming point averaging
was carried out as previously described. It is obvious
that all two-dimensional artifacts have been removed. The
predicted half-widths are now much smaller and are approach-
ing those observed experimentally, and the distribution is
now peaked at a supraspecular angle (between the specular
angle and the surface) as it should be since the surface
temperature is OoKa

A more quantitative comparison of the model with ex-
periment is shown in Fig. 15. Here the circles represent
the experimental in-plane scattering pattern obtained by
Saltsburg, Smith, and Palmer31 for a (He/Ag) system while
the triangles represent the data of Smith and Saltsburg28

©
for o (He/Aw) system with T_ = 300°K, T = 560 K, and

GE = 500o The histogram plot represents the predicted
(He/Ni) results under similar circumstances. Three tra-
jectories evenly distributed over lattice-vibrational-
phase for each of 25 surface aiming points were calculated.

As can be seen, the agreement between theory and experiment
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is excellent both with regard to the position of the peak
maximum and half-width.

It should be noted that the agreement between theory
and experiment both here and elsewhere in the present work
is the result of a totally unadjusted model. At no point
hés an effort been made to."fitﬂ data by empirical adjust-
ment of parameters. |

Tt is interesting to note that the 3D distribution
shown in Fig. 14 is "bimodal" in character in that there
are two distinct peaks observed. Similar bimodal distri-
butions have been experimentally observed as was noted in
Chapter I.

Figure 16 represents a polar plot of the calculated
scattering patterns for He from the (111) plane of Ni with
Gi = 37°5°,<¢i = Oo, and Ty = OOK. The dashed curve is a
smoothed polar representation of the histogram plot of

Fig. 14 where Vi was representative of a gaseous beam tem—

perature of 17O°Ko The bimodal structure of the distribu—
tion is clearly apparent. vThe‘solid,curve’shown in the
figure represents the resulting distribution when Vi is
increased to the most probable velocity for a He beam at
-339°Ko As can be seen, the bimodal structure vanishes in
correspondence 1o the experimentai results of Saltsburg,

31 and Moore, Datz, and Taylor3°

Smith, and Palmer
Figure 17 shows the variation of the spatial distri-

butions with eia As before, Vi.= 1.12 x 1O5 cm/sec,
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¢i = Oo, and Ts = OOK° In each~case; the overall scatter-

ing 1is supraspecular as would be expécted for a surface
temperature of OOK. Furthermore, the relative prominence
of the bimodal structure tends to decreése with decréaSing
EH in correspondence to the results obtained by both

saltsburg, Smith, and Palmer-T

3

and by Datz, Moore, and
Taylor.
| The variation of the spatial distributions with at-
tractive well depth is illustrated in Fig. 18. The curves
shdwn are for He scattered on a (111) Ni plane with
O; = 37°5°,¢%_==O°, T, = OOK, ana v, = L.12 x 10° cm/sec.
The dashed curve represents the results for a Morse D
parameter of 0.00564 eV while the solid curve gives the
results for a D of 0.00282 eV. <Clearly the extent of the
structure decreases with decreasing attractive well depth.
Variation of the surface temperature is predicted in
the present work to have a significant effect upoh measured
gscattering patterns. Figure 19 illustrates this point.
The dashed curve is a reproduction of the dashed curve of
Fig. 18 while the solid curve represehts the predicted
scattering pattern when T, is increased to 600°K. Six
trajectories evenly distributed over lattice-vibrational-~
phase Were calculated for each of 49 surface aiming points.
As can be seen, a sub-specular shift is predicted in corres-
pondence both to the prediction of Ref. 79 and to experi-
28

ment. In addition, the bimodal structure is seen to

decrease considerably in agreement with the results of
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3

Moore, Datz, and Taylor.

As far as the model is concerned, it is a simple
v métter to show that the calculated struéture effects re-
sult largely from the attractive wells which are present
about 2.5X from the surface. As the;gaseous atoms approach
the surface, their trajectories are bent toward the éﬁr-
face normal as a result of the accelerating effect of the
well, By examining in detail trajectories aimed at dif-
ferent surface points, it becdmes apparent that the above
bending effegt generally leads to scattering patterns.
which exhibit twé favored directions. This is illusfrated
in Fig. 20 where projections of three trajectories on the-
shaded plane of the inset are shown. The dotted lines
indicate the original trajectory direction while the solid
curves give the ‘actual scéttering results.’ The accelérat-
ing effect of the well is.clearly}demonstratéd here. Since
the contour lines are rélatively flat on this portion of .
theksurface, one might expect near specular reflection if
the dotted line path were followed. The change in incidence
angle induced by the well, however, yields results which
exhibit scattering in two general directions which differ
widely from one another. It is such behavior as this which
produces the bimodal patterns discussed above.

Once it is recognized thaf the bimodal structurg‘bref
dicted by the present model results from attractive ngl
effeqts, the qualitative variation of the structure with

Vi GE, D, and T  can be explained. As V; increases, the
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thg relative accelerating effect of the well will decrease,
and hence, the relative prominence of the structure will

decrease. As G& increases, thé bending effect illustrated
in Fig° 20 will likewise increase. Thus;'one would expect
the bimodal structure to be most prominen; at relatively

large ei; However, as ©, approaches 9OQ the scattering of
all particles would be domihated by the wells and thus the
upper lobe would be expected to disappear. As D decreases,

so does the well depth, which will in turn reduce the .ef-

fect. As Ts is increased, the final scattered energy of

the gaseous atom, Ef, is increased as in Fig. 12 and again

‘ g
the effects of the attractive well are reduced.

Figures 21(a) and 21(b) show the calculated ¢p dis- .
tributions for the (111) plane with ©; = 37.5?,<pi = 0°,

' o
Ts =,O°K, and V; the most probable velocity at Tg = 170 K

for 21(a) and T =f339°K'for 21(b). The smooth curves are

g
obtained by fitting Lorentz functions by least square tech-
nique to thé'histogram plots. As can be seen, the distri-

butions are peaked at the in-plane angle of 180° and fall-
off rapidly in accord with experimental observationse25
Comparison of Fig. 21(a) and Fig. 21(5) indicates that a
narrowing effect should occur at elevated temperaﬁures.

The histograms indicate the presence of some structure

which disappears with increasing Tgo
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The present model also predicts that the general shape
of the<¢f distribution should be a rather insensitive func-
tion of ¢ and that it should become narrower as ©; in-
creases and as D decreaseso

The dependence of the in-~plane ef'distributions upon
¢H have been examined, and the results predict a small
subspeculer shift of the lobe maxima and a general broaden-
ing of tne distribution as ¢i increases from 0° on the
(111) Ni plane. Experiment on (He/Ag; systems indicates
the in-plane Of distributions to be 1ndependent of‘¢ﬁ 31
On the other hand, (Ar/LiF) systems show a distinct O

Sy

dependence on ¢io 23
D.  Summary and Conclusions

The calculations of Ref. 79 have been extended to 3D
by representing the (100) and (111) planes_of Ni with nine
movable lattice sites connected to fixed points by harmonic
springs in a geometry chosen to simulate that present for
.the two crystal planes. The gaseous atom-surface inter-
action is constructed from nine pairwise Morse potentials
operating_between the gaseous atom and the nine movable
lsttide points. The dynamics of the system have been in-
vestigated under the assumption of classical motion, and
relevant energy transfer coefficients and spatial distribu-
tions have been calculated as a function of incidence |
angles, beam velocity and temperature, surface temperature,

gaseous atom mass, -lattice force constant, and attractive
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well depth and curvature. In general, the results indicate
the following:

(1) Three-~dimensional potential surfaces tend to ex-
hibit deeper attractive wells than the'cdrresponding 2D
surfaces due to the added interactions of adjacent lattice
atoms. Corresponding potential contour lines on a 3D sur-
face exhibit less curvature than on the 2D surface.

(2) The ETC should be‘a decreasing function of in-
cidence angle. In general, the rate of décrease‘of
oQE(ei,qsi) with ©; seems to be sufficiently large to justify
the "normal component model."

(3) The ETC should increase monotonically with in-
creasing attractive well depth.

(4) The ﬁTC should increase rapidly with decreasing
lattice force constant.

(5) The ETC should increase as the steepness of the
répulsive potential wall increases. This result implies
that hard sphere models will tend to overestimate the
energy transfer unless compensated in some manner.

(6) The extent of energy transfer is a rather insen%
sitive function of the crystal‘plane being attacked.

(7) Energy transfer and normal scattering are favored
for collisions which occur near é surface lattice site.

(8) The ETC is virtually independent of ¢E but is
predicted to increase asj¢% moves away from the "in-plane"

angle.
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(9) The isotope effect yields
[o(6; 5P, )] by > [ocE(ei,¢i)J3He provided E

i
g»;s in excess of

the attractive well depth. For E; values less than the
well depth an inversion of the above isotope effect is
seen due to the enhanced accélerating effects of the well
upon the lighter atom.

(10) The BIC is a strong function of T  and decreases

mopotonically as T, - T, decreases. When T =t OOK, lat-
tice phase averéging becomes‘very important in systems of
this type.

(11) The~broadness and shbSpecular'character of the
scattering patterns‘obtained in Ref°.79 are artifacts of
the 2D model ahd are completely removed by the extensidn
to‘3Do‘ |

_(12) The scattering angle is strongly dependent upon
aiming point. |

(13) Bimodal spatial distributions result in part
from the accelerating effect of the attractive well upon
‘the incident gaseous atom. The prominence of this bimodal‘
étructure is prédicted to decrease with increasing Tg and
Ty increase with inéreasing-eh, and decrease with decreas-—
ing attractive well depth. Although this behavior is in
accord with observation, it is felt there are étill enough
‘quantitative discrepancieS'present to make a one~to-one
correlation between experimental bimodal distributions and

the present calculations somewhat hazai"dous° This topic
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is discussed further in Chapter V.

(14) A subspecular shift of the spatial distribution
should occur with increasing T, |

(15) The ¢s distributions are peaked at the in-plane
angle and decrease rapidly on either side of it. |

(16) The(;bf distributions arevvirtually independent
of ¢i and Become narrower as 91 and Tg increase and as D
decreases.,

(17) The Gf_distributions exhibit a small subspecular
shift of the lobe méxima and generally become‘mpre diffuse
as<¢i iﬁcreases from 0° on the (111) nNi planéa‘

(18) Whenever comparison with experiment is possible,
all of the above results are found to be in qualitative
to semi-quantitative agreement with experiment.

The final conclusion reached in Ref. 79 that the gen-
eral approach is Well sﬁitedvto the study of such heter-
ogeneous interaction phénomena seems justified by the pre-
sent calculations. In the next chapter the model is
employed to study the effects related to lattice dynamics

and temperature.



CHAPTER IV

VELOCITY DISTRIBUTIONS AND
SURFACE TEMPERATURE

A, Introduction

Recent gas-surface experiments have revealed some in-
teresting effects that seemingly are related to lattice

32

dynamics and temperaturéa Smith, Saltsburg, and Palmer

41>have observed that mdnoenergetic beams give

and Moran
spatial scattering distributions that are similar to those
resulting from thermal beams. The results seem to imply
that thermal motion of the lattice is the dominant factor
in producing spatial and velocity dispersion in the scat—
tered beam. The hard-cube model successfully predicted

the similarity of thermal and velocity-selected beam scat-
tering, but the origin of the phenomenon was not revealed.89
From a comparison of their scattering data for noble gases

33

on Ni, Ag, and Au, Smith, Saltsburg, and Palmer~- conclude
that a simple description of the solid in terms of mass
and heat of physical adSorption is inadequate. Smith,
0'Keefe, Baltsburg, and Palmer23 have studied the inter-
action of Ar and LiF.crystals and found that the proper-

ties of the reflected spatial distributions are very

sensitive to the nature of the surface. Theée results

73



T4

suggest the use of thermal energy beams to study surface
characteristics. St_ickney43 has stﬁdiéd the scattering of
noble gases from single W crystals and observed that the
\'scattefing'distributions become temperature independent
for large surface»temperatvures°

In this chapter the gas-so0lid model introduced in
Chapter IIT is employéd tO'stﬁdy’effects of the velocity
distribution in the incident beam and vibrational motion
of the lattice,atoms. The model leads to some new inter-
pretations of experimental results and to some interesting
possibilities cbncerning the velocity distributions of
reflected particles. Section B briefly'discusses the model
employed‘for-the'calculations. In Section C the results
obtained for different incident particle velocity distri-
butions and surface temperatures are given'ahd diécussed.

The results are summarized in Section D.
B, ~ Formulation -

The 3D, classical model described ip Chapter III was
employed in the preseﬁt study of surf%ce‘effects. Nine
movable lattice sites are commected to fixed points by
hérmonic springé in a geomefry represéntative of an FCC
(111) crystal surface. The interaction potential is con~-
structed from nine pairWise Morse potentials operatihg
between the incident gaseous atom and the nine movable
lattice points. The surface étoméeare.given‘an’ihitial

classical energy of 3ET.S° Numerical integration of the
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Hamiltonian equations for the system results in ETC's and
scattering distributions of reflected particles.

The computer time required for each trajectory was
reduced in the calculations of this chapter by replacing
the tenfbody model with a two-body model after the reflect-
ed gaseous particle was 5 X from the surface. At this
separation the lattice atoms were replaced by one.fiied
site. ,Employment'of_an effective Morse potential with
o = 1.35 &1
sults consistent with a complete ten-body, (He/Ni) inte-

o
s D = 0,019eV and Re = 3,11 A then gave re-

gration.

As in Chapter III scattering distributions were ob-
tained from a number of trajectories with differentvaiming
points on the unit cell. The same initial wvelocity of the
gaseous atom, Vi, was employed for each tfajectory in a
set of calculations. The results then, cofrespond to the
interaction of an ideal velocity -— selected beam. This
calculation was performed for a number of Vi's distributed
over‘a range. The results were ¢ombined in proportion to
a skewed lMaxwellian distribution characteristic of a beam '

effusing from a Knudsen cell at a temperature Tg

@¥V3 exp(-—Mg'VZ/2ETg))° This procedure theoretically
simulates the interaction of an incident thermal beam.
Both spatial and velocity distributions .of reflected par-

ticles were calculated in this manner.
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C.~ Results.and:Discussion

Ir%fG&SGOMS¢Par§idléﬂ%élociﬁnyiStﬁibution

The interaction of He with a FCC (111) Ni surface:af.
, o :
Ty = 600 K for O = 37.5% and @; = 0° was studied as a
function of incident particle velocity and beam tempera-
ture. The spatial scattering and reflected velocity dis-
tributions were calculated and plotted as histograms for

v, = 6.45 x 10% cn/sec, 1.12 x 10° cm/sec, 1.58 x 10°

cm/sec, 2.04 x 10° cm/sec, 2.49 x 10° cm/sec, and 2.96 x 10°
cm/sec. Three trajectorieé, evenly distribﬁted over lat;
ticeribrational~phase, were_épmputed at each of 26 aiming
points. TFor V; = 0.645 x 105'cm/sec, 1,12 x 10° cm/sec,
“and 2.04 x 105 cm/sec, twice as many trajectories were
eventually calculated. In each case the smaller number of
trajectories had given qualitatively reliable reéults al;
though the statistical scatter was more noticeable.

For low velocity cases a significant number of tra;
‘jectory calculations resulted in trapped particles, Par-
ticles were arbitrarily assumed to be trapped if they
collided with the surface more than once before escaping

or if ©, >85°. With these assumptions, 30% of the par-

ticles with V.

; = 0,645 x 10° cm/sec and 17% of those with

v, = 1,12 x'lO5 cm/sec were trapped. These particles were

assumed to be completely accommodated and diffusely scat-

tered so that they were included in the predic¢ted spatial
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distributions as a cosine contribution,

Lorentz functions were fitted to the predicted "in-
plane" spatial distribution histograms. The resulting peak
positions and widths at half;amplitude are plotted against
V, in Fig. 22. The peak position for V; = 1,12 x 10°
cm/sec is clearly displaced toward the surface. Although

29 and cal-

the (Ar/Ag) experiments of Saltsburg and Smith
culations by Oman7$_show.the same general trend. In both
caiculationé the maximum amount of supraspecular displaéé;
ment occurs at an incident energy of the same magnitude as
the attractive wells of the interaction potential surface.
Thus, an influence from the attractive wells is suggested.
For large V; the effect of the wells‘is-negligible. The
peak positions lie at the specular angle and the peak
widths are almost independent of V, as would be the case
if the structure of the interaction potehtial contour sur-
face domihated the interaction. Aé V; decreases the par-
. ticle energy becomes cdﬁpérable to the attractive well
depth. Initiaily, this causes low energy reflected par;
ticles to be scattered closer to the surface. Finally,
for small Vi.it causes slow‘particles to be trapbed in

the wells. Only particles fhat‘obtain‘large momenta com;
ponents through interaction with surface atoms manage to
escape, vHowéver, the momenta transferred from the lattice

is largely normal to the surface, and therefore, tends to

produce cosine scattering. Thus, the scattering peak.
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- positions shift ﬁack toward the surface normal., In the
limit of vanishing Vi_the‘peak_position_app?oaqhes 0°
since a cosine distribution would be observed.’ Oman77"78
has predicted'and'discpssed thé type of béhavigr deséribed
aboVevand has depoted‘it by the terms "structure scattering”
for large Vi aﬁd"thérmal SCattefing" fér_small Vi;

It should be noted that the pafametefs emplsyed in
this work to represent (He/Ni) give excessively large
attractive wells as was’discussed in phépter ITI, Section
Co2e Thus, the predicted dependence Qf pé?k pbsition on
Vi in Fig. 22 is exaggérated, aﬁd quanti%ative agreement
with experimental results forv(He/Ni) cannot be expectéd.33v
If the above explanation for the behav;or of Fig. 22 is
’valid, however, eiperjmental measurement of scattering
peak positions vs,V; would give a means for estimafing the
‘attractive well interaction potential parameters.

The‘calculated scattering distribution histograms for
the six Vi°s of Fig. 22 were combined in the éorrect pro-
portions to simulate thermal beams with Tg = l7OQK, 339°K,
and 565°Ko In Fig. 23 the resulting "in-~plane" spatial
scattering distribution for these thermal beams is~com:¥
pared‘with the scattering from ﬁhe,corresponding velocity—
selected beams. The V; of the velocity-selected beam ih

each case is equal to the average velocity of the effusive

- i
Maxwellian, i. e., V = 3/4 (EﬂETg/Mg)?o The histograms

fepresent the number of particles scattered into each 10

increment of ©y.
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Lorentz functions were fitted to the thermal beam:
histograms, and the resultg are shown in Fig. 24. The
spatial distributions from Fig. 22 for velocity-selected
beams have also been included. Comparison, which is
facilitated because the statistical flugtuation haé been
averaged by the ILorentz fitting, shows that the thermal
peak position is displaced toward the surface normal for
low Tg’ identiqal with the velocity-selected peak for in-
termediate Tgf and displaced toward the surface for larger

Tgu The thermal-beam scattering widths are larger at all

N ) o o o
Tg, inctreasing from 0.4 larger at Tg = 170 X to 1.0 lar-

ger at Tg = 565°Ko The differenées are near the limits of
statistical error and may not be significant.

Clearly, the velocityéselected and thermal beam
spatial scattering distributions éalculated by the model
are similar. This resemblance results from the small but
regular dependence of scattering on V;. The decreasing
width that accompanies increasing V; produces a cancella-
tion of differences. That is, in a thermal beam the low
velocity particles are more diffusely scattered than are
the particles of average velocity, which are, in turn,
scattered more diffusely than high velocity particles. The
low and high velocity scattering differencés tend to cancel
when combined, and the result is very similar to the
scattering obtained from particles having the average vel~

ocity only. The same reasoning applies to the peak
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position, although the fact that at first the shift is to-
ward the surface but then reverses toward the normal makes
the relationships morelcomplexe

In Fig. 25 the Vp distributions of particles scattered
"in-plane” into the specular lobe (30°< Gf < 500)‘ are
plotted for the six Vi's of Fig. 22. These plots roﬁghly
correspond to the Vi distributions that would be measured
by a detector positioned at the.specular angle. The dis-
tributibns are normalized to the same number of incident
particles. The calculated average_ETC's for each Vi are
also included in the;figure° Clearly, the final velocity
distributions are not Maxwellian in characfer; interaction
with the .surface causes significant dispersion of final. |
velocities. The tendency for particles to either gain or
lose energy by interaction creates a definite bimodal dis-
“tribution of ref}ééted Velocitieéa The magnitude and con-
sistency of the s&ructure indicate that statistical error
is not responsible. Twice as many trajectories were cal-
culated for V, = 2.04 x 10° cm/sec. The same qualitative
behavior was predicted, thus, reducing the liklihood of
a systematic error due to too few trajectories.

As can be seen from Fig. 23, the corresponding spatial
scattéring‘distribution for V; = 2.04 x 10510m/sec shows
no structuring. A spatial distribution histogfam plot with
an improved resolution of 5° rather  than lOo also showed
only a single peak. Thefefore, it appears that the V¢

distributions are more sensitive to the gas-=solid

€
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interaction than are the spatial distributions. As a re-
sult, the Vy distributions could be expected to show more
dependence upon velocity distribution in the incident beam.

Figure 26 compares the Ve distributions from a thermal

beam at 170°K and the corresponding velocity-selected beam.
The dashed curve of Fig; 26 (a) indicates a skewed Max-
wellian distribution of initial velocities. Thé: histogram
‘represents four blocks of Vi's that were used in the pro-
portions indicated to simulate the thermal beam. The dis—
tributions of these four Vi!s from Fig. 25 were combined.

- The resulting thermal beam Vg distribution;is denioted by -
the solid~line histogram. in Fig. 26(b). For comparison‘
the corresponding vélodit&éselected Ve distribution from
Fig. 25 has been included. They afe normalizedfto the same
number of incident particles, As can' be seen, the thermal
beam gives a broader distribution, particularly in the high
velocityfregiOn for this case in which (Tg/Ts) = 0.28,

Figure 27 shows the same comparison of Ve distribu-

o]
tions for T, = 565 K. TFor this case, (Tg/Ts) = 0,94 and

24
the thermal distribution is broader in both the low and
high velocity regioﬁsa The bimodal velocity distribution
is still present, although not S0 distinctly as in the
velocity~selected case. Structure averaging occurs be-
cause the maximum in the Ve distribution for one vy often

coincides with the minima of other Vio

The model clearly predicts that final Velocity
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distributions are, in some ways, more sensitive to the
interaction than are spatial distributions. Experiméntal
Ve distributions should show a dependence on V, distribu-
tion and could show bimodal characteristics. As has been
noted, hoWever, the parameﬁers employed in the model %o
simulate (He/Ni) are not frue values. Hence, the calculaé

tions may exaggerate scattering characteristics.

2. Surface Temperature! . . -..ula o

To further investigate the importénce of laptice,
energy, the dependence of the interaction on Ty ﬁas been
. studied in more detail than was.reporteqvin Chapter IiI.
There, (He/Ni) calculations were Qompléted for G&’= 37f5°’
_ _ o
K.

As can be seen in Fig. 19, the changes that result'from

(o] -'5 . o :
@, =0, V; =1.12 x 10° cm/sec with T, = O K and 600

the 600° surface temperature increase are a disappearance

of bimodal structure, a subspecular shift of the spatial

scattéring; and a decrease in half-widths. The ETC also
'changes from positive to negative. »

New calculations were completed for Ty = 300°K,

v o ' o) : .
900 K, and 1200 K. The complete set of "in-plane" spatial
distributions are shown as polar plots of intensity vs.

° , ‘ .
Gf in Fig. 28. For 900 K, six trajectories were calculated

for each of 26 aiming points. For 300 K and 1200 X only

aiming points that had given "in-plane" scattering in the

previous calculations were employed. Accurate "in-plane"
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scattering distributions were still‘obtained, but out-of-
plaﬁézdistributions and perdentggés of trapped particles
were not determined.

‘The most noticeable differéncé in Fig. 28 occurs when
T, changes from 0°K to 6OO°Kn For higher Ty the changes
are of the same magnitude as statistical error, and it is
difficult to draw any definite conclusions. HoWever, there
is a subspécular shift with increasing Ty. The half-widths
remain approximately'constant.

An interesting observation can be made from Fig._28
concerning the relative effects of surfacertructure and
lattice energy on scattering distributions. For Ty = OOK,
surface structure (periodic variations in the interaction.
potentiai surface) and the response of lattice atoms to
the incdming particles are the sdurce of the calculated
scatteringoibAs’can be seen; surface structure alone is
sufficient to cause significant-dispersion in the spatial
Isqattering, For nonzero TS the lattice atoms become kine-
tic partners in the interaction. The chénges represented
by Fig. 28 indicate, in part, the increasing effect of the
kinetic energy of the surface atoms on the spatial scat-

tering. However, as can be seen in Pig. 22, V; = 1.12 x lO5

o ,
cm/sec with T, = 600 K gives scattering that lies in the
transition domain between thermal and structure scattering.
Thus, the thermal effect could be masked to a degree by

structure scattering. Théwinterplay;offthbrmai?anﬁ,sﬁrucﬁure
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scattering could explaih the independende of spatial scat-
tering and Ts observed for high surface temperatures.43
It is not theh, surprising that the hard c¢ube model fails
" to make this pfediction since it treats thermal scattering
but not structure scattering.69’ 70
The variation of the Vg distributions with Ty is
‘shown in Fig. 29. All particles scattered “in—plane" are
considered. The plots are normalized to the same number
of incident particles (note the change of scale for |
T, = OOK)o Comparison with Fig. 28 shows that surface
temperature has a larger effect on final velocity than
spatlal dlstrlbutlons° For T = 04,0 K, “the 1nteractlon
potentlal structure causes little dlspers1on of final
velocities in contrast to the 31tuatlon for spatial scat-
tering. For nonzero Ty the Vf dlstrlbutlons are broadened
considerably because particles both gain and lose energy
during interaction with the energetic surface atoms. As
would be expected, for increasing Ty greater percentages
gain energy from the lattice. .

It is interesting to note that for several trajectories

energy transfer is from the gas to the lattice (Ve<Zl1l.12 x

10° cm/sec) even for TS‘>Tgo This phenomenon is due to
the relative velocity of the gaseous atom and lattice atom,

V-

pe For zero surface temperature the lattice atoms are

assumed to be at rest and V., is not a function of lattice
atom vibrational-phase. As‘Ts increaSés; however; Ve

becomes a strong'functiOn.of vibration-phase. During the
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portion of the phase when the surface atom moves into the
lattice, V. decreases. As can be seen ffom Fig. 11, small
Vr results in a large eneﬁgy‘tranéfer‘frcm the gaseous par;
tiéle to the surface. Thus, Vy is less than‘Vi; the ETC
‘ié positive, and the probability for trapping increases.

On the other.hand, as the lattice atom moves out of the

surface in the positive #Z direction, V

, increases and energy

~ transfer from the laftice to the»gaseous atom becomes sign-
ificant. Then, Vy i1s greater than Vi; the ETC is negative,
and thevprobability for trapping approaches zero.

| Thié dependence of the energy;transfer onr lattice-
' vibfational;phase is shown for one particular trajectory
in Fig. 30. The surface temperature is_lZOOoK. The 2
coordinates of the gaseous particle and the_central lattice
atom are plotted as a function of time for seven trajec-
fories that differ only in the phase of the surface atom
at time of impact° The ETC for each trajectory is indi-
cated. An ETC of ﬁnity means that the gaseous atom does

not escape from thevsurfacewafter'the ihitial'collision.
D, -Conclusions

The 3D, classical model introduced previously has been
employed to calculate spatial scattering and final velocity
distributions for a (He/Ni) system as a function of inci-
dent velocity, beam temperature, and surface temperature.
In general, the results indicate the following:

(1) The calculated results can be interpreted in
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terms of the thermal’scatter and structure scatter domains'
suggested by_Oman.,77

(2) The degree of broadness in the spatial distribu-
tions decreases with increasing Vi over -the range studied.

(3) The spatial séattering peak positions approach
the specular angle for large V;. A supraspecular shift,
which appears to be related to the interaction potential
attractive wells, occurs for intermediate V%Q For small
Vi the:peak positions shift toward the surface normal.

(4) ,Velocity?selected and thermal beams are predicted
fo give similar spatial scattering distributions. This
iphenomenon:results from the small, regular dependence of
spatial scattering on Vi, which may or may not result from:
~the thermal motion of thevlattice depending upon whether
thermal or structure scattering dominates. | |

(5).  For surface temperatufeé'in excess of GOOOK, th.
spatial scattering is not a strong function of Tg. Thi§~
observation could result from structure scatter dominat-
ing the thermal scatter..

(6)- Reflected velocity distributions are disperse,
non;Maxwellian, and tend to exhibit a bimodal structure.
They are‘alsd'more sensitive to the distributioﬁ of veloc-
ities in the incident'beam‘and to surface temperatufe than
are spatial distributions.

(7) Structure of the_interaction potential surface
causes more dispersion of spatial écattering than final

velocities.
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(8) For (Tg/Ts) < 1, some gaseous particles can still
transfer energy to the lattice if the relative velocity of
the gaseous and lattice atoms apprqaches zero during por-
tions of the lattice—vibrationa:béphase°

In conclusion it cén be stated that experimental
measurement of,final velocity distributions should be
very informative. The model suggests that théy may well

be the most sensitive attribute of gas-solid interactions..



CHAPTER V

ADSORBED PARTICLES AND
LATTICE IMPURITIES

A, Introduction

To this point only interacfions with "clean™ surfaces
have been consid@redf However, the development of a gen-
eral gas~solid interaction theory éapable of treating
adsorbed particles and lattice impurities‘is important
since the great majority of experimental interacticas occur
at surfaces that have been contaminated by atméspheric
gases. The interaction with a pure crystal lattice is
‘observed only in rigorocusly mcnitored experiments. This
chapter presents the results obtained by extending the 3D
model to include adsorbed particles and lattice impurities.
In general, it is found that the model qualitatively repro-
duces experimental observations for energy transfer and
scattering distributions from contaminated éurfaeeso Sec-
tion B discusses the formulation of the extended 3D mcdel.
In Section C the results of the interaction with sdsorbed
particlés are given and discussed. In Section D the results
far interactions with a surface containing lattice impur-
ities are considered. The general results and conclusions

are summarized in Section E.
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B« Formulation

The basic lattice model of Ghaptér III is retained in
the present model of the interaction process. The gaseous
atom A is incident on the lattice face at some point P with
initial velocity V; at spherical polar incidence angles
Qi an.d.¢>i° The scattering dbcurs at sbherical polar angles
represented by Of and(ﬁf at a reflected velocity Ve (see
Fig. 1). The lattice face is ggain assumed to consist of
nine movable sites in the (x=-y) plane° ‘These nine lattice
sites are connected by harmonic springé to all nearest-
neigthrs° Figure 2 depicts the underlying lattice of the
present model, )

Adsorbed particles are incorporafed into the surface
model by including anofher layer of ten atoms above the
basic FCC (lli) lattice. The ‘assumed configuration of the
adsorbed layer with respect to fhe surface léyer is shown
~in Fig. 31, The movable lattice sites are represented by
the symbol O, the fiiéd lattice sites by X, the movable
adatoms by @, and the fixéd adatoms by the symbol ®. The
layer of fixed sites below the surface plane is still pre-
sentbin the model although they are not indicated. The
unit cell for menolayer coverage is indicated by the dashed
lines, and the actual aiming point area for-trajectories‘
is shaded. |

A Lennard-Jones (12-6) pairwise type interaction
potential is assumed to operaté between each movable

adsorbed particle and its nearest and next-nearest
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neighbors in the crystal Sarfaceo Lennard=Jones potential
terms also represent‘the interac%ions among nearest-
neighbor adparticles. Morsé potentials are assumed to
operate between each movable particle and the iﬁcident
gaseousg atom. Thus, the overall intéraction potenﬁial for
the system is constructedﬂfrom'a sum of the 65 harménic
terms operating within the laﬁtice, plﬁs 1l Morse inter-
action terms operating on the incident gaseous particle,
pius 23 Lennard-=Jones terms for the,movable adgorbed par-

ticles, i. eo

65 1 23 |
B u LI
4 = Voo Vo v (35)
j i k Ad
=1 ] =1

The functional forms of the first two terms are given in
Fg. {23). The Lennard-Jones term has the form
LJ i} 12 : . 6
v = 4€ o ~ o 1 g (26)
k AD Ry Ry

where_Rk is the interparticle distance in the potential

term denoted by VﬁJAdg € and ¢ are the usual Lenhard=J@neS

potential parameterso

If € is eguated to zero for any pairwise interaction,
the potential and the force between the two partiolés in-
volved become ZerOD and they are effectively removed from
the model. By this method the model can be made t0 rep-
resent & surface coverage of less than a monolayers If all
€ are’equated tQ zerogathe model reVerts té‘the pure latm

tice of Chapfer IIT. Impurity atoms within the lattice
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can be simulated by changing the masses, force constants,
and interaction potential parameters of lattice atoms.
The motion of the system is determined by the Hamil-
tonian-equatfons which have the form given in Eq. (20).
There are 12 father than ten particles in the current model.
Thus, 72 coupled differential equations must be solved.
The - initial position and momentum coordinates for the lat-
tice atomg are the same.as in Chapter III. The adsorbed
vparticles of the monolayer are initially placed in thev
attractive wells existing above the centers of eguilateral
triangleé formed by the lattice atoms. Their initial

coordinates can be seen from Fig. 31 to be

Xjp = Rel/2
-
Yo = 32 rel /s (37)

il

~ret (1 - 3V/2/6)

__Ad
299 = 2717 = Re

The equilibrium distance in the Z direction for the adatoms
ReAd is  determined by numerically locating -the point of
zZero ned férceo For a nénzero’gﬁrface temperature T, the
initial momenta of the lattice and adsorbed particles are
assigned as in Egq. (26). The initial variables for_the
gaseous atom are also assigned as in the previocus model
except for the minor alterati@n of starting the gaséous

particle 12ﬁ from the surface. This modification is
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required because the layer of adparticles increases the

range of the interaction.

C. Adsorbed Particles

o

1. Numerical Analysis

The motion equations were numerically integrated by

85

an Adams=Moulton™~” procedure on an IBM 7040. Although the
system of equations is somewhat more complicated, the com%
puter time per trajectory remained about the same due to
efficiency procedures introduced intd the program. A
éystematic averaging over surface aiming points was carried
~out7by7a proéedure similar to that described in Chapter III.
The shaded area of Fig. 31 was scanned with 78 trajectories.
Although this represents only one-—fourth of the unit cell,
refleétion symmetry was assumed to give a second quarter
for the case ofgﬁi =7Gqﬁ§z{1t should be noted that reflec—
tion symmetry does not actually exist in the present model
because of the underlying lattice configuration. The
assumption is valid only if the layer of adparticles domin-
ates the interaetiono) The third quarter was obtdained by
setting @ = 1800, calculating 78 additional trajectories
and then transf@rming the resulting<¢f"s through 1800o

Thus, by calculating two sets of trajectories aimed at

points within the shaded région9 one with.@& = 0%and the

' o)
other withng%===18o s the scattering from an entire unit

Q
cell for'q% = 0 was predicted.
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The unit cell for a half-monclayer of adparticles is
indicated by'the dashed lines in Fig. 32(a)0 The aiming
point area is shaded. Four sets of trajectories were cal-
culated to scanlthe unit cell. The first=eighth wasg
calculated f@rLQ% = O©9 and the second was obtained by re-
flection. The third and fourth octants were obtained as
above by performing the calculations fox=@% = 180© and
transforming the results. The remainder of the unit cell
was scanned by changing the adparticle configuration to
that of Figo 32(b). A set of trajectory calculations for
q& = O© gave the fifth octant of the‘unit cell and reflec-
tion gave the sixth. The seventh and eight were calculated
f@r°Q§ = 180§3and transformed. Thus, the model reproduced
scattering from an entire unit cell for monolayers or half-
monclayers even though the aiming points were restricted to
a confined region. This restriction is required because
the model only includes interaction terms between the gas-
eous atom and 11 io@alized surfag@ atoms. It also pérmits
the best possible statistical averaging with a given number
of trajecﬁorieso

The system chosen for study was He interacting with
Ar adsorbed on a Ni FCC (111) lattice. The (He/Ar/Ni) sys-
‘tem allowed the use of the (He/Ni) and (Ni/Ni) paraméters
~ of Table T so that a comparison of pure and conﬁaminated
sﬁrfa@e interacti@né ig possible., Jince the interécti@n
parameters for the noble gases are known, the (He/Ar) and

(Ar/Ar) potentizl interactions could be accurately estimated.
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Figure 32: (a) Surface Model for a Half-
Monolayer of Adparticles. (b)
Complementary Surface Model for
a Half-Monolayer.
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Table II lists the values of the interaction potentisl

parameters employed for the system.

105

The regulting value of

ReAd of Eg. (37) is 3.362%4 2.
TABLE II
(He/Ar/Ni) POTENTIAL SURFACE PARAMETER VALUES.
Parameter Surface Value Reference
D (He/AT) 0.00218eV 30
o (He/Ar) 1.710 &4 46
Re (He/Ar) 4,2 )y —
K (Ar/Ar) 0.248eV/R° 91
Ret (Ar/AT) 5,43 X 92
€ (Ar/Ni) 0,018eV* 74
a (Ar/Ni) 3.33 & 74
€ (Ar/Ar) 0,.00267eV* 93
g (av/ar) 3.42 % 93

#These well depths are one=fourth of
values., It has been pointed out by Omant

the literature
8 and in Chapter

IIT that the usual pairwise well depth parameters give

excessively large attractive wells when swmmed over

number of pairs.

2
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2, Results and Discussion

The potential contourklines for the three model sur-
faces are illustrated in Figo 33, The shaded plane in the
inset shows the portion of the surface being considered,
The solid lines.represent the CQnﬁours for He interacting
with pure Ni. The dashed lines indicate the surface for
a halfwmanoiayer of Ar and the dotted lines are the Ar
monolayer surfaces. For this particular plane a half-=
monolayer. of Ar causes a dramatic increase in surface
"roughness,.” {(Throughout this chapter surface roughness
refers to'periodic varidtions in the surfacé interaction
potential rather'than géometric, macroscopic roughness.)
The change is ﬁ@ticeable but not so lafge for other planes
through the surface, The Ar m@h@layer produces & surface
that is almost as smooth as pﬁfe Nig but theé attractive |
wells are not as deep. The effects of these‘ﬁurface dif-
ferences on the interécti@n characteristics are pointed
Qut below,

The interdependence of aiming p@int,@ﬁa(eigg%), and
scattering angles 8y and®. is indicated in Fig. 34. The
calculations shown are for the (He/Ar(monoclayer)/Ni)

system with the initial conditions of ©; = 37.5° @y = 07,

: o
V., = 1.58 x 105 cm/sec, and Ty, = 0 K. The resulting values

i S
of GCE(6E9¢E>” E%g and,¢gxare shown for 21 trajectories
distributed over the upper half of the unit cell. The or-

igin of each vector represents the turning point of that
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trajectory, i. e., the point in the (x=y) plane where the
z component of momentum for the gaseous particle changes
from negative to positive. The direction of the vector

gives the out-of-plane scattering angle ¢E@ a -horizontal

position to the left indichtes <¢f = 180@0 ‘The length of

the vector represents €%'according to the scale shown in

the inset. The calculated CQE(QEQQ%)*fOr each tféject@ry

is given by the nuwmber at the head of the vectorg Several
- general features df thé_inﬁeraction can be noted from the

figure.

(a) The scattering is dominated by the adsorbed
layer of Ar. Comparison with Fig. 10, in which S¢a$ﬁering
from pure Ni is depicted, indicates that atoms of the sub-
strate have, at most, a sécgndary effect. This @bservati@n
is in accord with results reported earlier by-Omano75
The reflection symmetry\assuﬁption’used to obtain scatter-
ing from an entire unit cell as was described in Section
C;lo can be seen, to be justified by this result.

(o) VScatteringlfrom the adsorbed Ar results in more
"backscatter” (scatter back toward the incidence angle)
than was predicted for a pure Ni surface (compare with Fig.
10) . |

(c¢) Particles that interact strongly with adatoms %o
be backscattered have higher wvalues for the ETC.

(d) The amount e¢f out-of-plane scatter (@% %’180©) is
inereased due to the inadequate size of the model.. For

example, the trajectory represented by the vector labeled
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(a) is scattered at ¢% = 236g)due largely to its replusive
interactjbn with Ar(1l) at the top of the unit cell. In the
medel calculation there is no interaction between Ar(I)

and the gasecus particle., In reality this interaction is.
approximately equal to that from Ar(l) for trajectories in
the area of (a). This additional interaction would cause
the scattering to be more nearly in-plane for trajectories
in this region.

The average ETC of the calculated‘trajectories with
this set of initial conditions is 0.21 if four trapped
particles are neglected., If the four tfapped‘particles
are assumed to be completely accommodated (ETC = 1.0) and
included in the averaging, the ETC is 0.23. The true value
should lie somewhere between these two extremes. For the
- case of a half-monclayer of Ar adatoms, 44% of the tra-

jectories result in trapped particles. The ETC is calcul-
ated to be 0,21 if the trapped particles are ignored and
0.54 if they are included in fhe averaging as being com-
pletely trapped. The correspeonding initial conditions on

a pure Ni surface gave an ETC of 0.1l with no trapped par-
ticles, as was reported in'Chapter ITI. The same condi-
tions were employed for_He interacting with a pure FCC({111l):
Ar lattice using the apﬁropriate parameters of Table II;‘
the resulting ETC ié 00230

The above values for the ETC are plotted against sur-
face coverage in‘Figo 35. Experimental bulk AC's for a |

(He/K/W) systeml4 are also included for comparison. Both
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the theory and experiment exhibit energy bransfer maxima
at half-monoclayer coverage. The model gives this result
because of the greatly increased surface roughness for a
half-monolayer. Specular scattering is highly probable
for relatively smooth surfaces, and this results in mini-—
mum energy transfer with little trapping. A rough surface
increases the occurrence of backscattering, multiplie col-
lisions, and trapping and thus, increases the energy trans-
fer. |
The effect of the rough half-monoclayer surface on one
‘particuiar trajectory is shown in Fig. 36. For mocnolayer
coverage the trajectory with this set of initial conditions
was scattered quasi=specularly‘after a single colligion at
@f = 56n8@9 ¢&,: 259.,6Q with ETC = 0,17. For half- |
monolayer coverage collision with the adatom causes the
particle to be initially backscattered parallel to the -
surface at @, = 89.4 , @ = 3.7  with ETC = 0,29, This
trajectory is denoted by the solid curve. Due to the finite
nature of the 1l2-body model, these are n@rmally the pre-
dicted final scattering conditions. Since S ;>85@9 this
trajectory result was heglected in calculating the lower ETC
limit of Fig. 35 and was congidered to be fully accommod-
ated in calculating the upper limit. The interaction that
would result from an infinite lattice can be approximated
by translatiﬂg and reflecting the lattice model at the in-
stant the gaseous particle leaves the aiming point region

(shaded area of Fig. 36). This transformation, which
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effectively keeps the particle above the aiming point
region, can be continued until the interaction is complete.
The particle can then be studied as it interacts with a
second adatom to transfer additional energy. The results
of a complete calculation, indicated by the dashed curve,
are Qf = 10090, ¢f = 81o6o,, and ETC = 0.55. This type
of computation could be carried out for all trajectories
not completed over the original aiming point region, and
the actual ETC's rather than their limiting values could
be calculatedo‘ This was not done because the computation
times become excessive,

In Fig. 37 the variation of the ETC with € (the

Ar/Ni
Lennard-Jones binding strength between Ar and Ni) and the

mass of the adparticles, MAd’ is illustrated for initial
_ o o 5
conditions of ei = 0, ¢i =0, Vi = 1.58 x 10 cm/secg

and TS = OQKo The interaction is with a monoclayer. De-
creasing MAd from 40 amu to 20 amu increases the energy
transfer considerably. TFurther calculations with variable
gaseous atom mass Mg indicate that the ETC increases as
the ratio (Mg/MAd) approaches unity. This result is in
| agreement with the mechanics of hard-sphere collisions.
Increasing the bindiné strength between the latfice and
adsorbed particles causes the ETC to decrease; the effect
becomes greater as (Mg/MAd) approaches unity,

For all cases plotted in Fig. 37 the binding Sﬁrength

between the adparticles, QAF/Ar? is 0.00267 eV. Increasing
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this parameter to 0,06 eV causes no significant change in
thé calculated ETC. TFor the gas-solid interaction of the
model it appears that the binding between the adparticles
and the lattice dominates over the binding among adpar-
ticles. It should be noted, however, that the present
12-body model does not properly treat surface mobility of
adatoms. Movement over the unit cell of the FCC(11ll) sub-
strate lattice is possible, but the model is not large
enough to properly allow movement over several lattice
unit cells. Binding among adparticles could have an ef-
fect for realistic adatom motion.

Sputtering of adparticles by incident He was calculat-
ed in several trajectories for small eAd/Ni values. More
 extensive calculations for these conditions would provide
an interesting prediction of spatial and velocity distri-
butions of sputtered surface atoms.

In Pig. 38 the variation of the ETC with the initial
lattice%vibrationalaphase parameter (Zl of Eg. (28)) for
one specific trajectory is indicated. For these calcula-

o
tions @i = Oaﬂg%,z 0, Vy = 1.58 x 10° cem/sec, and

o_.
Tg = 700 K. The coverage is a monolayer. One complete

IS

(Ni/Ni) lattice vibration is indicated by Z:L = 1.0, Since

the adparticles are weakly bound, their vibration phases
are longer by a factor of about 3.5. The adparticle vib-
rations are also anharmonic. As a result, the variation

cf the ETC with Zl is not periodic as was the case for the



0.0+ X

%S | >$( X

-4.0+ XX

] i i ] ] 1

X XX:

L0 2.0 JS&)I 4.0 56 6.0

Figure 38: Variation of Gﬁp(@iy@%) With Latticee:

Vibrational-Phase Parameter.zl for
a (He/Ar(Monolayer)/Ni) System, :

=



118

pure Ni lattice (see Fig. 13). In that case six evenly
distributed values of 7+ were used to;calculate trajectories
for each point to effectively ava%age over lattice bhasé;
Thus, for a contaminated surface With TS # O©K a large
number of trajectory calculations cr an interp@lation tech-

nique, such as that employed by Omang77

Would be required
for a complete study of the interactionw. Such extensive
calculations were not carried out 5ecause-of,the rather
qualitative nature of the results produced by the model.

Pigure 39 gives the "in=plane®” scattering distribu-
tions (@p's for trajectories in Which'l60@<<¢¢? <i 200°)
for He interacﬁing with (a) a pure Ni lattice, (b) a half- ,

- monolayer of Ar on Ni, (c) a monglayer of Ar on Ni, and |
{d) a pure Ar lattice. The initial conditions are
G, = 3705@3 @%}z O©9 vV, = 1.58 x‘loﬁ cm/sec, and Tq = 0°x.
As the surface progresses from pure Ni to an Ar layer to
pure Afi the scattering distributions show significant
changes. For a Ni lattice a single, quasi-specular lobe
is‘predictedo A half-layer of Ar causes some backscatter-
ing énd a noticeable decrease of the "in-plane”™ scattering
intensity. The structure in the backscatter is statistical
fluctuation and has no parﬁicular Signifioanceo An in-
creaged amount of forward scattering with some structuring
oceurs for an Ar monolayer. The Ar lattice gives a for-
ward scattered bimodal distribution. These changes are

reasonable in view of the surface roughness differences

« that were illustrated iﬁ Figo.33° The pure Ni surface
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appears relatively smcoth to He particles with a Vi of

1.58 x 105 cm/sec. Thus, specular type 0011isiqn8 are
highly probable. The proitruding Ar atoms of a half%
monclayer cause a significant aﬁount of backscatter, ocut-
of-plane scatter, and scatter which leads to multiple
collision (see Figs 36). With a monolayer of Ar the sur-
face is relatively smooth; the amount of backscatter |
decreases and the forward peak intensity increases. It
is interesting to note that three peaks result from the
Ar monolayer; these are qualitatively similar to the back-
scatter, quasi-normal, and quasi-specular peaks observed
experimentally for Ar reflected from dirty silver by

40 " the calculations were not extensive

Alaclay and Knuth.
enough to determine the repr@ducibilityaar the origin of
the quasi-normal peak. |

The prediction of a double-lobed scattering distribu-
tion from thé Ar surface but not from the Ni surface under
identical cgnditians is both interesting and puzzling.
Bimodal distributions have been experimentallybabtaiﬁed
for (He/Pt>93 (Ag/MO>39 and probably for (He/Ag}3l but
not for (He/Ni}33 or (He/w);43 The reascns for the dif-
ferences are not cbvious from experimentso It was sug-—
gested in Chapter III that the bim@dal distributions re-
sult from the accelerating effect of the attractive well
of the interaction potential, However, the well depth
parameter for the (He/Ar) interaction is only 0.00218 eV
while that for (He/Ni) ié 0.00564 eV. Furthermoreg Palmer,
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Saltsburg, and Smith34 have recently pointed out that this
explanation is inconsistent with the experimental observa-
tion that (He/Ni) exhibits sharper peaks and less structure
than that found for the (He/Ag) system. Clearly, factors
other thén the well depth must be important in the produc—
tion of a bimodal scattering distribution.

The various parameters in the (He/Ar) interaction were
varied independently to determine the origin of the bimodal
distribution. The results indicate that both surface
roughness and the attractive wells are important factors.
The extent of bimodal structuring increasesg with increased
attractive well depth as in Chapter III. However, it is
@bsérved that large well depths cause all particles to be
gsecattered at large angles into a single lobe, Increaéing
the roughness of the surface potential contour lines by iﬁ=
creasing the Morse range' parameter O or the equilibrium
lattice spacing Rel causes the structuring to incréaseo
Therefore, it appears that the structuring is present in
(He/Ar) scattering because the equilibrium latti@e,spacing
and range parameter are larger and create a rougﬁer SUr—
face than for the (He/Ni) system. Since the Ag lattice
spacing is 16% greater than that for Ni, a similar explén-
ation appears to account for the Qbservétions‘made by

34

Palmer, Saltsburg, and Smith. Clearly, the structuring
effect is. complex, and while the present model is sufficient
to explain the presence or absence of such structure, it

is inadequate to predict whether or not bimodal structure
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will be present in a given system without an a priori know-
ledge of the interaction potential.

The out-of-plane scattering distributions that result
from the different surfaces are shown in Pig. 40. Only
half of each distribution is shown since the unit cell has
been scanned in such a manner as to make‘the scattering
symmetric. The initial conditions are the same as in Fig.
39. The decrease of in-plane intensity and increase of
backscattering caused by Ar adparticles is clearly illus-
trated. Although the model somewhat overemphasiées‘the
amount of out-of-plane scatter from contaminated.surfacesg
experimental measurements of ¢% and backscatter distribu-
tions should give an indication of the degree of surface

cleanliness.
D. " Lattice Impurities

1. Numerical Andlysis

Since contaminated surfaces result from lattice im-
purities as well as adsorbed particles, it is important
to investigate the effects of impurity atoms which are a
part of the surface layer. The present model was emﬁloyed
to study the possible effects of oxygen as a lattice im-
purity in a Ni FCC(11ll) crystal. This system ;s interest-

30

ing bé@ause Smith and Saltsburg are uncertain Of the

purity of the epitaxial "Ag" surface empi@yed in their work

94

and suggest, in view of LEED studies, that a stable silver

oxide surface could exist.



INTENSITY (ARB. UNITS)

Figure 40: Variation of Out~of-=Plane
. Scattering Distribu-
- tions With Surface Cov—
erage. . (a) He/Ni. (b)
He/Ar (Half-Monolayer)/
Ni. (c) He/Ar (Monolayery/
Ni. {d) He/Ar.

1

3



124

Nickel atoms in the m@@el were replaced by oxygen
atoms to form the (2 x 2) reconstructed surface oxide of
Ni depicted in Fig. 41(a). Mavabie Ni atoms are represent-
ed by 0, fixed Ni atoms by X, movable oxygen atoms by (&,
and fixed oxygen atoms by ®#. The layer df atoms below the
surface, which is not shown in the figure, is composed of
fixed Ni atoms (see Fig. 2). The unit cell for this sur-
face is four times as large as for the pure lattice. Hence,
trajectory calculations on four different ten-body models
were required to span ﬁhe unit cell. In fhe first, denoted
by I,Latoms i, 3, 7, and 9‘afe oxygen. To obtain scatter-
ing from quadraﬁt II, the model shown in Fig. 41(b), where
atoms 4, 6, and the appropriate fixed atdms ars oxXygen, was
employed. The III and IV quadrants were also”represented
by appropriate positioning of impurity atoms.

The parameters chosen to represent the oxygen atoms
and their interaotions are shown ianable iIIo‘ The force

constant between the Ni and O atoms, kNi/O’ was approximat-

ed from the Debye temperature of N1095o The eguilibrium

distance, Re:L y , 1s the same as for the ﬁNi/Ni) inter—
Ni O . Lol At [ b AR L . .

action. The Morse® and ReHe/O parameters were obtain-
)

He/0
ed from the wusual combining rules using the (He/He) and
(0/0) Mérse parameters, Because @f‘the large difference
in magnitude betwsen the well depth parameters of the
(He/He) and (0/0) interactions, the combining rulé does

not work well. Therefore, the DHe/O value was estimated so



Figure 41: (a) Surface Model for Impure ILat-
tice. O, Movable Lattice Atom;
X, Pixed Lattice Atom; @, Mov-
able Lattice Impurity Atom; @,
Pixed Lattice Impurity Atom.

(b) Quadrant II Scattering Model.
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as to be consistent with the best-fit parameters obtained
71

by the Usoft cube" medel of Logan and Keck.

TABLE TIIT
(He/Ni x 0) POTENTIAL SURFACE PARAMETER VALUES

Surfaoe_Parameter' Value
KNi,/0 7.9ev/%°
Ret 2,498
Mé 16.0 amu
Dy o
He/0 0.01leV
L He/0 | 2. 3787
Reye /0 | | 2.17 &

2. Results and Discussion

The surface peotential contour lines for the (He/Ni x
0} gsystem are shown in Fig. 42. The impurity atoms can be
seen to create a rather rough surface with deep attractive
wells, It is doubtful that the oxide surface has been
quantitétively portrayed. Nevertheless, it is hoped that
the resulis qualitatively reproduce scattering from an

impure surface and can provide gome information for the
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interpretation of experiments. In view of the recent un-

certainty regarding reconstructed surfacesggé”97

it is
pOssiblé that Fig. 42 is not even qualitatively correct.
For the case of an oxygen anion layér above the Ni lattice,
the adparticle model described in Section € would be more
representative.,

' The calculated "in-plane® scattering distribution for

@ .
the (He/Nix0) system with @, = 37.5°, ¢ =0 , V, = 1.12

x 107 cm/sec and Ty = 0%k is shown in Fig. 43 by the solid
curve., For the oxide impurity lattice appraximately 28%
of the ' incident particles are trapped. The effect ofA
adding these trapped particles to the scattefing patterp
in the form @f a cogine. distribution is indicated by the
dashed line. For comparison the scattering from a pure Ni
lattice for corresponding conditions is included as a dot-
ted curve in Pig. 43. The backscattering that occurs from
the oxide impurity lattice results from the roughness in=%
troduced into the interaction surface by the oxygen atoms.
There is also an increased amount of trapping and thig “
decreages the "in-plane® scattering intensity. The dashed
curve shows that the amocunt of trapping is not éxtensive'
enough to cause diffuse scattering. Bimodal structuring
digappears in going from pure Ni to the ﬁi x 0 surface as
a result of theglarge attrac¢tive wells. This effect is
analogous to that described in Section C.2. for the (He/Ar)

scattering.
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Scattering from the impure surface is still specularly
directed and is rather similar to that from the pure Ni
| surface. Thus, the mcdel confirms the suspicion of several
vinvesﬁigators3o” 43 that in some cases it may be difficult
to determine the purity of the surface from scattering data

alone. Stickney43

has recently found that Ne scattered
from W has a spatial distribuﬁionvalm@st identical to Ne
scattered from a monolayer of oxygen on W.

The ETC on the impure lattice for the conditions of
Fig. 43 is 0.,12 if trapped particles are neglected and
0034 if they are included in the averaging¢ As was.sugm
gested in Section C, the actual ETC should fall somewhere
between these two extremes., The corresponding limiﬁs for
the interaction with a pure Ni lattice are Ool2=0013o
There is an observable difference between the ETC's for the
two surfaces and the origin of this difference is the great-
ly increased likelihood for trapping on the impure surface.
An experimentallarrangeﬁént that would permit both spatial
distribution and final energy.distributiwn measuréments to
ve made would provide a much better probe for determining

the nature of a surface,
E.  Sumpary and Conclusions

A clasgsical, gas-solid interaction model has been ex—
tended to treat adsorbed particles and impure lattices.
Lennard-Jones (12-6) potentials are assumed to operate

between the adpartioles and the lattice atoms. For the’
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gas-adparticle and gas-lattice interactions, Morse-type
potentials are assumed. Energy transfer coefficients and
spatial distributions have been calculated as a function
of surface coverage and composition, adatom mass, and’
adat@mwlattice atom binding energy. In general, the re-
sults indicate the following:

(L) Surface potential contour lines are relatively
smooth for interactions with pure lattices or monolayerz
surfaces. For half-mondlayers and impure lattices the
surface is rougher. |

(2) A rough surface causes an increased probability
of multiple collisions and large energy transfer.

(3) Atoms of an adsorbed monolayer dominate ﬁhe in=b
teraction with the incident gaseous particle. This is in
acéard with the results reported by Omano75

{(4) The ETCvihcreases as the ratioc (Mg/MAd) approaches
unity. |

(5) The ETC increases as the binding energy between
the adparticles and lattice decreases. For small binding
energies sputterihg @i.the adatoms by the gaseous particles
wag obgerved in the modela

(6) The adatomwadatgm‘interaotians have 1ittle effect
on the ETC. This may result from the reétxictedysurface
m@biliﬁy of adatoms inherent in the'mod,el°

(7) The ETC is a strong function of T. &nd the vibra-

S
" tional rhases of the surface atoms. The functional de-

pendence is not periodic due to anharmonicity.
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(8) Spatial scattering distributions are dependent
upon the amount of surface roughness. Smooth surfaces give
quasi-gpecular scatteringo Rougher surfaces give a signim.
Ticant amount of backscatter. Extremely rough surfaces
cause a largé number of multiple oollisioﬁs and decrease
" the intensity of "in-plane"” scatterinéo

{(9) A gquasi-specular scattering distribution does
not necessarily indicate a pure lattice.

(10) Experimental determination of out-of-plane
scattering distributions could be indicative of the degree

of surface cleanliness,



CHAPTER VI
CONCLUSION
A, Summary

The phenomena occurring at gas-solid interfaces have
been studied with a 3D, classical model., The crystal
lattice is assumed to consist of nine movable lattice sites
eénnected to fixed sites by harmonic spfingso Iattice im-
puriﬁies can be simulated by changing the identity of
lattice atoms. Adsorbed particlég are included by means
of additional mass points above the lattice. Lennard-
 Jones (12-6) potentials are assumed to exist between the
adparticles and lattice atoms while Morse potential func-
tions operate betweén the gaseous and surface atémso

The classical motion equations were solved numerically
to yield trajectories that simulate He interacting with a
Ni surface. Oxygen impurity atoms and Ar adparticles have
alsc been employed in the model. A number of tréjectories,
were calculated in order to properly average over vibra-—
~tional phaseyand aiming point. The ETC and scattering’
distributions were calculated as a function of initial
c@nditionshand_interacﬁion potential parameters. In general,
the results.have indicated'the followings

‘(l) The potential contour lines of the surface are

133
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an important feature of the interaction. A 3D model is
necessary because it exhibits deeper attractive wélls and
less curvature than 2D models. The attractive wells and
curvature of the potential surface seem %0 cause bimodal‘
spatial scattering. The rough surfaces that result from
lattice impurities and half-monolayers of adparticles cause
multiple collisions and large energy transfer,

(2) The ETC increases with increasing attractive well
depthglincreases with increasing steepness of the repulsive
wall, and increases rapidly with decreasing lattice force
constant.

(3) The ETC decreases as the in-plane angle of in-
cidence.approaches the suffaceg and it varies only slight-
ly with the ocut-of-plane incidence angle.

(4) The ETC deéreases as (Tg - TS) decreases. For
nonzero surface temperature, lattice=phase averaging is
important.

(5) The ETC increases as the mass or velocity of the
gaseous abtom increases provided the accelerating effect of
the attractive well doesvnat dominate the interaction, in
which case an inversion or "turnmup":aocurso

{6) Adsorbed wmonolayers dominate the interaction with
gaseous atoms. The ETC increases as (Mg/MAd)QapprOaéhgs
unity or as the binding energy between the adparéiciésJand
lattice decreases. .

(7) The 3D model yields spatial scattering distribu-

tions that are in semi-quantitative agreement with |



experiment., If conditions are such that thermal motion of
the-lattice dominates scattering, a subspecular shift is
predicted to occur Withlincreasing attractive well depth
or surface temperaturey'and a shift toward the surface
occurs with increasing gaseous particle incidenﬁ velqcityo
For large Vs the structure of the potential surface domin-
ates the interaction and a shift toward the specular angle
occurs. The width of the scattering is a deéreasing funec-
tion of Vi, Thermal and velocity—-selected incident beams
give similar spatial écattering‘distributions because of
the regular depéhdenoé of scattering on V.

(8) The amount of out-cf=plané scattering decreases
as Vi increases or ag thé attractive well depth decreases¢

(3) The smooth surface structure of a pure crystal
gives quasi-specular scattering. The rougher surfaaesv
caused by adparticles or impure lattices increase th@‘
amount of backscatter and out=of=plane gecatter. However,
guasi-specular scattering does not necessarily indicate a
clean surface.

(10) Thermal motion of the lattice causes significant
dispersion of gaseous particle veloéities; surface struc—
turég on the other hand, has little effect. Bimecdal Ve
distributions are predicted by the model. Differences in
the Vg distributions from thermal and veloqityuselected

beams should be experimentally observable.
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B. BSuggestions for Future Work

The general sucoeés with which the 3D model treats
heterogeneous interaction,phenomena indicates that the in-
vestigation sh@uld be cgntinuedo Some suggested areas Of‘
further study are the folloWlng°

(1) The model could be extended to treat
diatomic gaseous moleculeso The effects of in-
ternal degrees of freedom on the interaction could
then be investigated. A study of (Hz/Ni) and.

(Da/Ni> systems using the (He/Ni) @arameterst

would permit interesting comparison with the

results of this work and experiment;39 22y 3L

The extension to diatomics would be a step to-
ward the theoratical treatmeht:of;SﬂrfaQe cat-

- alyzed reacti@ns; Potential functions tha§ a1s@
allow for éhemisorption of the gaseous at@ﬁs
would be another éxtension in this direction.

(2} The model could be applied to deter—
mine interaction potential parameterso The Morse
parameters would be adjusted to fit experimental
ETC's &and é@attering distributions. The curva-
ture parameter, for example, could be fit to the
widti of the spatial scattering obtained for

large E-. The well depth does not then affect

g :
the interaction. With ¢ fixed, the well depth
parametar could be fit to the width and peak pos-

itions for smaller EZO Thus, cne could obtain
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the potential parémeters for many systems that
nave not been studied by crossed-beam techniques
@f other methods. |

- (3) A vital question would be the consist-
ency of the potenfial parémeters obtained by the
gas-s0lid model as compared to chef methods. The
data necessary to answer the question fgr (noble

14

gas/K) systems ate availabléo Thcm@s has re-

ported the AC's. In his experiments nglMgg Msg
and k are fixed. . By averaging over ©; ¢£9 gnd
Vi a quantity comparable to experiment:coﬁld.bef
calculated from the model. Thé»ﬁarameters D, Rég
and ¢ are the only unknowns; they could be ad-
justed ﬁ?ﬁil the calculated and experimenta1v
AC's becéﬁe equalo. The_(noble'gas/K) potential
parameters have also been determined by crossed-

98

beam studiéso By comparing results from the

two methods, oné could‘evaluate the accuracy of
iqteracti@n parametersﬁderived fromﬂgasesclid |
experiments. ‘

(4) A check on the validity of the gas-solid
model and the predicted interaction parametefs
would be the success with which it could fit.
both experimental AC's and spatial scattering
distributions with the same set of parameters.
For the (Ne/w).systemtThomasl4 has réported AC's

and Stickn@y43 has determined scattering



distributions. It would be infteresting and
worthwhile to determine the (Ne/W) best-fit
Morse parameters from the AC data as described
above and to compare the corresponding pre-—

dicted spatial scattering with experiment.

(5) The limiting factor for the 3D model in-

vestigations is computer time. Thus, simplifica-
tions that reduce calculaﬁion_times but give real-
istic resulis afe necesgary if extensive studies
are td be attempted. Several simplifications are
worthy of consideration
{z) Employ Lemmard-Jongs (12-6)
functions rather than Morse functions to
repregsent the gaseous atom=lattice atom
interactions,
(t) Replace the harmonic springs
that interconnect lattice atoms with one
spring for each movable lattice site.
Each lattice atom would then oscillate
independently of neighbor atoms, and 65
~ harmenic functions would be replaced by
nine.
(c) Employ more or less surface
atoms depending on the nature of the
problem being investigated,
(d) Employ a Boltzmann distribution

of velcecities for the surface atoms,

138
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(6) Sputtering of surface particles by the
incident gaseous atoms could be studied with the
classical, 3D model. Calculations for Ar in-
cident on a K surface wquld yield spatial scat-
tering predictions that could hbe compared with
experimento4o”’99

(7) TFurther calculations on the ETC ratio
* for e and 3He as a function of E’jL for nonzero

: g
surface temperature could be compared with con-

ductivity cell measurementsol4

Pogsibly exper-
imental determination of the "crossover”™ point
would fix the well depth parameter.

(8) Calculations designed to investigate
the dependence of the bimodal Ve distributions
on the potential parémeters and initial condi-=
,tions‘could specify the origin of the phencmenon.
The resulﬁs:oould also serve to guide an ex-

perimental search for bimodal Vf digstributions.
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