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PREFACE

This study 1is concerned with production planning for
group technology manufacturing. The primary objective is to
extend the existing methodology associated with production
planning and -control systems to enhance the benefits of
group technology. A planning cost model is developed and
solved using aggregated planning techniques. Potential
applications and benefits of using the model are presented.
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CHAFIEER I

INIRCDOCTIION

Goal of the Research

The goal of this research is tc extend the existiag
gethcdology associated vwith production [planning and ccantrol
systens to ebnhance tle benefits of using group technology
ccncejts in batck marufacturinge. The rapid grcwth of
ranufacturing using group technolcgy (GT) ccncegpts and the
extensive use of f[frcduction plarning ard control systess
(PECS) designed for traditiomal manufacturing systems have

lead to the selectior of this to;ic for further research.

Score and Assumpticns cf the Research

This work concentrates on the [flanning cf production of a
grcup of parts by a group of machines. It is assumed that
the rarts and machines have beer previously identaified and
selected follovwing the principles of GT manufacturinge. The
dexand for these f[farts is generated by a saterial
requirements fplanning (MRP) system and 1is, therefore,

derendent wupon and constrained by the reguirements for



sukassemblies at a higher level in bills cf materials, cf
course, it 1is assumed that mabmagement is cobncerned with
ginimizing the costs associated with fproduction while
csatisfying the demand for parts.
In order to further define and delimit the research the
following assumptions ¥ill also be made:
1. Adeguate sugplies of raw materials and trained
personnel are available.

2. Time and cost standards exist and are constant.

ta)

- 7The fparts to be produced by the group of machines,
termed the <cell, are divided ipto families based
upcn frocessiny similarities.

4. The operation of the cell 1is not affected by
machine breakdowns or activities elsewhere 1in the
manufacturinc facility.

€. 1The processirg time fcr a fpart exclusive of machine
setup and tooling changes is nct affected by the
processing «¢f any other fpart sithin the group.
Thus, the machine cell will be treated as if it
were a single entity.

6. Scrafp 1is acccunted for sith the MEP system and will
be ignored in this work.

7. Part family compositior ®may be modified thrcugyh
additions or deletions, but individual jobs of non-
family rarts are not allcwed.

In addition to the stated assumptions, the sequencing of

joks through the cell is nct considered in this report, uor



is the process of identifying the parts cr machines to be

included.

Met hods and Conclusions

The specific objective of the research was to develop and
€evaluate a hierarchical procedure for plamning production
tsing a GT cell. In striving for this cobjective, an
extensive literature review has been conducted, ip addition
to telephome conversations with knowledgeable individuals
and a plant tour. 7The data and descrifpticns employed in the
research derive from a combination cf these scurces. Using
accepted cost estimating and accounting procedures a cost
model has teen developed which rerpresents production
flanning for the GT cell. The model is a mixed integer-
lirear programming one. Equations for calculating tte
Froblem statistics are¢ developed and, coulled ®¥ith execution
statistics from a sample problem, indicate the need for
simplitying the protlen. A hierarchical procedure to
acconplish this has Leen developed in this research.

The hierarchical procedure involves aggregating the
data, thereby simplitying the model to a line€ar grogramming
groblen, The validity of the solution which results is
determined by comparison with the criginal model's solution
using sample data. Potential scurces of error are tound to
derive from rcundoff and from the aggregation procedure

itselft. Guidelines to minimize the etfects ot these errors



are suggested. It may be said, then, that the development
Forticn of the research objective has been achieved.

The aggregate froduction [lanning model has been
evaluated in several wvays. First, ccmputer processing
Ieguirements are fcund to decrease substacrtially, due to the
elimipation of integer variables and the reducticn of
frcblea statistics. The MPSX scftware fackage and the IEHN
30€&1 computer wvere used to detersine these reguirements.

Arplication of the model to the long-term cafacity
sanagement frcklem cf GT pmarufacturing is evaluated. This
is a subokjective «cf the research. This evaluatioa
ccncludes that the model 1is fcurnd to serve guite well in
prcduction plannicg assocliated with GT manufacturinge.
Specifically, through sensitivity apalysis insight into the
relationships between the cost [farameters and their eiffects
on the optiral aggregate producticn plan are provided, thus
guiding management in their ccst reduction efforts. The
[ctential impact ot changes in «ccst parageters or in demand
is easily focrseen with the model, as are modifications to
the GT manufacturing systesn. The manner in which the model
may be used to examine potential systex modifications is
develcped and presented in detail.

Another sukotjective of the Iesearch involved
evaluating the application of the [procedure for [planniang
family and fpart productior ipn ccnjunction with an MRP
systen. Initially, the application of a disaggregatioa

technique to the agyregate planning solution was planned as



a rart cf this research. However, during the performance of
the work the importance of the aggregation technijue was
discovered. A decision was made to concertrate more on this
facet of the problem and on the applicaticn cit the aggregate
Flanning sodel, 1leaving the gquestion of disaggregation for
future research. The use oif the model as an aid to
frcduction scheduling is, however, discussed.

Although not a stated objective, an additional berefit
cf GT manufacturing is indicated by this research. In
contrast to functional machine laycuts, w#ith GT cells one
can identify exactly which machines will be involved in the
frcduction of an order. Further, at any point in time one
can access the order control system and determine exactly
which orders will reguire processing on a particular machine
cr piece of egquigment. Managyement is nc longer forced to
rely on estimated gueue time or machine loading. This
kncwledge opens the door to the use of crerations research
techniques in wvays heretofore deenmed igfractical. This
research 1is an example of tkis potential, with linear
Frcgramming being applied to the frcducticn planning problem

for tke manufacturing cf garts.

Content of the Rerfport

The Lody of this report consists of four sections. In

Chapter I1 a review of literature [pertinent to this work is

jrcvided and includes discussion of 1elevant concepts.



Chapter 111 is concerned with the develciment cf the cost
podel and [fresents a detailed description of the
sanufactuiny environment which is being addressed. Cha, tex
1V corncentrates on the prcblem-solving apfprcach and presents
the aggregatior fprocedure. The panper in which the model
may be aprlied and sore examples are showr in Chagpter V.
Following the bcdy of the report is a section which
sugmarizes the report and reccimends further areas for
studye. The report 1is then terminated with a bibliogragphjy

and agpendicies which are referenced within the Lody.



CHAPTER II
HISTORY AND RELATED CONCEPTS
Introduction

The ccncept of GT is relatively mpew ir the United States.
Thus, this chapter begins with a brief overview of the
history and cotcepts of GT. Background material coacerning

the ccncepts applied in this research is then presented.
Definpnitions

GT is a system given many names and definitions. It is also
known as part family manufacturing, grcup machining, ard
family grouging. V. B. Solaja {52) provides the well-
defined concept:
Group tecknoclogy is the realizaticn that many frcblems
are similar, and that, by grouping similar problems, a
single solution can be found to a set of problems, thus
saving time and effort. {p.33)
A refinemert to this definition of GT-related to
manufacturinc¢ is given by Kimbler and Agee (30):

o« e « the organizational philcsophy of Cfllecting

7



components imto groups based on ccmponent similarities
to facilitate compcnent production and effective use of
manufacturing resources. (p.53)
Other definiticns of GT which may be fcund are very similar
to these, <¢r are variaticns intended to encompass the

specific application being discussed.
Histcrical Background and Current Trends

The use of GI1 concepts 1in manufacturing activities appeared
as early as ¥%orld War II ipn Eurcope. In the early 1950's the
Russians tcck renewed interest in GT, and are generally
credited with its developnent. In 1959 the concegt of GT
was first fcrmelized by the Russian S. F. Mitrofanov in his
book Scientific Principles of Group Iechmology. By 1963 the
success of G1 agplications in manufacturing were such that
the QRussian Gcvernment [promulgated a plan for increased
implementaticn throughout Russian industry {[47).

By early 1560 in Hest Germany and Great Eritianm,
serious studies into GT technigues had begun. Other
European contries gquickly followed, becoming active in GT
research and aggplications. By mid 197C, GT applications in
Japan had Lkegun under the sponsorship of the Jaganese
Government.

In the U.S., 6T concepts have Leen practiced under
different names in various fcrms to increase manufacturing

efficiency. However, it has received 1little fcrmal



recognition, and is orly now gaining momertum as a desirabie
manufacturing technigjue. As late as 1976 there were still
cnly a handful cf ccrpanies even interested in GT. Current
trends in manufacturing, however, have set the stage for
acceptance of GTI. These trends, as cited ty Ham (22),
include:

1. A rapid proliferaticn c¢f numbers and varieties of

prcducts, resulting in spaller 1lct sizes.

<. A growving demand for clgser dimersional tolerances,
resulting in a need for more economical means of
working to higher accuracies.

3. A growing need for working increased varieties of
materials, heightening the need for more econcmical
means of manvfacturing.

4. An increasing proporticr c¢f cost of materials to
total product cost due to increasing labor
efficiency, thereby 1lcwering acceptable scrap
rates.

€. Pressure frox the abcve factors t0o increase
comnunication across all manutacturing functions
with a goal of wmipisizirg [prcduction costs and
maximizing production rates.

Estimates of rarts to be produced on a <small-lot kasis run
as high as 75% of all industrial fparts by 1990. This wili
certainly increase tlte viability of GT @gmanufacturing. In
fact, researchers have predicted that between 50 and 70% of

Aperican manufacturing industries will be using some fcrm oi
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GT by 1990 (2¢). it would appear that GT is nc longer a

fad, but a management strategy for the future (29,31,33,51).

Concept of GT

Group technology is a manufacturisg philcscphy which
identifies apnd exrloits the underlying sameness of
items andé the processes used for their manufacture.
1. Ham {2C, p. 21)
The use of GT ir the U.S. typically employs a systematic
methcdology which forms part families based omn certain
similar characteristics. Osing these families, product
design may te rationalized, process plans optimized, and
grougs of machines designated for processing ome cr more
families. These aims comprise almcst all current GT
applications, though potential contributions exist in other

areas.

Classification and Coding Systenms

Identifying the "underlying sameness"™ cf parts is commonly
accomplished with a classification and ccding {[C&C) systenm.
A number of ccmmercial systems exist, each having its merits
and drawbacks. Most ajpplications involve a custcmized
system to steisfy the peculiar needs of the cliemnt.

Modern (8C systems identify gparts by their fundamental

design and méenufacturing attributes. Typically, these
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attritutes are geometric shape, dimensions, Frocessing
requirements and seguence, tolerances, etc. These
attributes are then related to a code for retrieval
pUrposes. Coées vary both din length {typically € to 36
digits) and structure. Alsc, the scftware available for
retrieval and analysis varies among vendcrs.

Once a (&§C system has been introduced, part families
may be estallished based upon attribute similarities. This
is a critical and time-consuming task, and forms the kLasis
for GT applicaticnms. The ccmposition cf each family is a
function of the application (desigr or EIccessing).
Although scze =sophisticated techaniques have been developed
for this task, it is pormally an iterative process aad
highly company-dependent.

Though exiensive and time-consuming, the introduction
of a C6C syster is vital to GT applicatioas. In addition,
duplicate ard outdated desigmns and process fplans are
revealed anc¢ may be eliminated. Further, an excellent

survey of the farts and processes is prcvided.

GT1 Manufacturing

Manufacturin¢ using GT principles frovides a wvay of
realizing the economies normally associated with large-scale
production. These econories include reduced tooling costs,
reduced setup time, increased throughput, and higher labor

productivity {33).
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Currently, three general methods of applying GI to
manufacturinc¢ systems are suggested (1):

1« Sincle machine systen;

2. Group layout system;

3. Group flowline systen.

These are depicted in Figure 1.

In the sirgle machine sysfem, a machine is tailored to
the processing cf similarly shaped compcnents. Che or more
part families may be segquenced through the machine in their
operations rcutes. A reduction in setufp time is achieved.

The grcup 1layout systen, or nmanufacturing cell,
consists o¢f a set of machines devoted to the frccessing
required by c¢ne or more families of parts. A manufacturing
facility may include a number of these cells ofgerating
indegendently. In addition to reducing the setufp changes
required, the oferator's productivity is improved Ly the
reduction in the variety of parts prccessed. Faterial
handling requireseants are reduced and guality has been found
to increase. 1These reductions result irn the throughput time
for a part being reduced.

The grcuy flowline 1is a special case of the grcug
layout. kith this type cf GT manufacturing system all jobs
processed by a group of machines adhere to the same seguence
of processing, resulting in a flow shop. Automated material
handling witkir the cell is more easily incorporated, and
the schedulirg and controlling of jobs is simplified.

A number c¢f techniques for the assignment of machines
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] — =

Family of Lathe
Cylindrical Parts

a.) The Single Machine System

— o I

Family of Cylindrical Parts Lathe Milling Drilling
requiring more than turning Machine Machine
operation

b.) The Group Layout System

[ - = 9 ==

| . | 1 ) | | { . |

Transfer Line

c.) The Group Flow Line System

Source: Abou-Zeid (1,33).

Figure 1. Three Methods of Apolying Group
Technology to Machine Layout
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and part fasilies to cells have been froposed and applied
(10,1€,36,41,44,47,58). Most involve some type of
mathematical Frogramming technique, such as linear
programming, goal prcgramming, cluster amnalysis or
combinatorial frcgramming. In general, these methods are
applied with ccpsideration for machinery investment, system
flexibility, and vorklcad distribution. Oliva-lcpez and
Purcheck {39) fropose analyzing alterrative .systess using
both static ard dynamic stages. In the static stage the
analysis is in terms of:

1. Investment in machinery;

2. Flexiltility cf cells to ranufacture various

CoRfonents;

3. Balence of worklcad betvween cells;

4, UOtilization of egquipment due tc static factcrs;

S« Scoje of control through the number of cells and

the number of machines in each cell.

In the dynamic stage simulation is emplcyed to analyze the
systems in teras of:

1« Cafpability to satisfy external requiremeats;

2. Efficiert utilization of resources.
Regardless of the methcd used, fproper development of part

families and wmachine groups tc process them is vital to a
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successful GT1 isplementation.

Economics of GTI Manufacturing

A number of lenefits from GT manufacturing have been
reported. Prisary among these are:
1. Reduced setup time (up to 60%);

2. Reduced tooling expense {10 to 40%)

3. Reduced work-in-grocess {up to 50%)

-

4., Redsced throughput time (up to 60%);

5. Reduced scraf (up to 40%) ;

€. Reduced order lateness;

7. Increased worker satisfication.
Met hods for eccrcmically analyzing propcsed implementations,
however, wusvally rely on a comparitive cost analysis with
the current manufacturing method (14,18,20,36,50,51).
Further, they fail to include potential savings which may
result from the further agplication c¢f GT in other areas
(e.g., desicn cr process planning). Edwards {14) =states
that:

« o« « Ccmfanies bhave gemerally realized the futility of

attempting to calculate cost savings simply because

they kncw that the informaticn available to them fronm

costing sections 1is neither accurate nor afpprogriate

for the changing circumstances of group

technoclcgy. {p. 18)

Although the inplesentation costs zay be accurately
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estipated, the resulting savings are difficult to quantify
beforehand. Yet, the benefits others have experienced

continues to erccurage the adcpticn of G7T.

Productiorn Flanning

Most of the literature concerning GT manufacturing pertains
to the creaticn of part families and prcduction cells. Few
have dealt %ith the attendant 1issues of the associated
production flanning and contrcl syster. Of these, the
pericd batch control system is usually suggested as the
proper systes tc employ with GI manufacturing. However, in
the U.S. material requirements gplanning systems are used
exténsively fcr production planning., Ecth of these systenms,
therefore, pvst be addressed. Alsc, as an aggregate
planning tecknique is employed in this research this ccncept

will also be discussed.

Pericd Batch Ccntrol

Althcugh this system was developed in Great Britian, scme of
the Russiam 1literature addressed the need fcr sgecial
consideratiors fer GT manufacturirg in production planning
and ccntrol.

In his text Scientific Principles of Group Technology

{36), Mitrcfarov concentrates cn the technological asfects

of group machirirg. He does, however, recongize that GT
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manufacturing principles provide a metkcd for realizing in
small batch manufacturing the economies associated with mass
production. In crder to achieve these economies c¢f scale
the following general conditions are presented for a cell or
flowline:
1. It must be bkighly froductive, and based on the
maxiggn utilization of equipmert and technoclogy.
2, The plkysical parameters, labcr requirements, and
operations duration should be stable.
3. Bett the individual operaticns and the entire
process should have a cyclic 1epeatability.
4, The oferations should be synchkrcnized.
His suggesticns laid the groundwork for further research by
V. BA. Petrov.

In 196€ Eetrov published his text Flowline Group

Production Plarning {44). This work was accomplished after
an extensive survey of GT manufacturing applicaticns in the
USSR. In tke text Fetrcv states that the prcduction
planning aspect is the least developed element of GT. He
proposes e€stallishing a stamdard batch size fcr each
component witkin given 1limits. The 1limits are set to
maximize machine wutilization and minimize wcrk in frccess.
Also, the tatck should be a multiple of assembly batch sizes
and be withir apy space or handling limitaions. Cnce these
standard batch sizes are established, a batch rhythr may be
calculated fcr each part from the forecasted demand, and a

production cjcle calculated for the part family. Further,
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he proposes that the number of batch sizes and batch rkythms
be kept to & pinimum in order to mairntain proportionality
throughout the production process. This should lead to a
smoothing cut cf the disturbing effects cf a wide variety of
factors. Erisary among these factors is continued high
utilization ¢f GT manufacturing equipmert.

In plaprirg and ccntreol of a GT =manufacturing process
British industry relies rprimarily or the pericd batch
contrcl (PEC) approach (15,29,38). EEC was developed by
Burbidge {10) arnd focuses on the use cf short-term cycles.
In using PBC tte planning horizon 4is divided into cycles of
egual length, and a production schedule of end items for a
given cycle cererated. This schedule is then exgloded into
reguirements for parts to be produced in the rreceding
cycle.

In applying PBC to a GT manufacturing cell, Aﬁei {38)
suggests the use cf a special form of FEC, termed unicycle
PBC {UPBC) . 1his system, illustrated in Figure 2, uses a
single cycle &cross all products. The entire fproduction
process, then, is operating on the same cycle length. This
should allow fcr a carefully planned 1loading seguence,
thereby permitting jobs to be grouped fcr GT manufacturing.

Hyer an¢ W%emmerlov (29) recognized several frckblems
associated witl a UPBC system. First, no clear guidelines
exist for estetlishing cycle 1length. Further, capacity
imbalances wma) exist as the time 1required tc prcduce

compcnent parts for a cycle may be quite different from the
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SOURCE: NEW (38, p. 58).
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Unicycle Period Batch Control
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time requireé¢ tc asserble those parts into end products.
Another prqt]en area noted is the use of a fixed loading
sequence which assumes that a stable demand pattern exists.
Considering the¢ previcusly discussed trends, this is not a
valid assumfticr for a large number of manufacturing

enterprises.

Material Reguirement

Elanning

In the U.S. the use of computer systems tc perform the tasks
of PFC is widesfread. For the purposes of this study those
systems whiclt epprloy MRP are of interest. MRP is a process
for ccnverting fproduct reguirements into requirements for
items on all levels cf the procduct structure (kill of
material) telow the end product. The result of this process
is a schedule c¢f planned rroduction and purchase orders, and
reconmended mcdifications of released crders fcr fparts.
Extensive literature exists addressing MRP in significant
detail. Orlicky's text Material Reguirements Elapning is
perhaps the ltest known and most widely gquoted.

Initially, many perceived that the grouping cf farts in
GT applicaticns and the individual treatment of parts in MRP
systens made the tvwo inccmpatible (27 ,29,34,38,54).
However, +wsithcut exception the literature relating tc the
subject contracicts this percerticn. Mahany and Tompkins
(34) state:

GT and MIPF are fully compatible, and in fact, the



21

benefits cf the two techniques are synergetic. {f. 48)
They attribute this synergistic effect to the balance of
efficient manuvfacturing, a result of 6T, and effective
manufacturinc, a result of MEE.

The procecure recommended by most for combining GT and
MRP is basically the same as that fcrmalized by Sato,
Ignizio, anc¢ Eaz (49). Their propcsed procedure is to
simply group flanned orders for the immediate period and
apply a group scheduling algorithm (tc ke discussed later in
this section). A lct-for-lot lotsizing rule 1is generally
recosmended {<%,34,38,45,56). This is desirable in that it
avoids havinc¢ unktalanced sets of parts in inventory, and it
is pcssible due to the rapid throughput time of GI cells,
Mahany and Tcmpkins (34) suggest that the planmned orders for
at least twc periods should be comtined, and then a decision
made by the prcduction planmner as to whether sufficient item
volume exists to warrant a family release. Hyer and
Wemmerlov {2S) argue that since major setup times stem fronm
changes in thke fproducticn of faﬁilies s 1lotsizing should be
by families, Fo guidelines for acccmplishing this are
suggested, bcwever. Spencer {53) details the use of amn EOQ
model which includes oprortunity costs to determine the run
guantity fcr a family of diesel engires. However, the
engines were erd items for the facility, and a very stable
demand pattern existed.

An imgcrtant aspect of MFP systems is the inherent

assumption thet adeguate capacity exists to meet the



22

sckedule cf planned orders. As a ccnseguence, the work loaa

rlaced on a machine or work center may vaiy drastically from
fjeriod tc period. Capacity reguireperts planning [CRP)
technigues are usually applied to alleviate this frcblen.
CEP involves e€xploding frojected demands on capacity fronm
the PFRP planned orders. Ihere are twc agproaches to
recforming CRP: intinite loading and finite lcading.

Infinite caracity loading is agrrropriately named since
this approach does not explicitly consider actual cafpacity
limitations or precessing seguence restrictions (9). The
tasic input to this procedure is a unit load profile for
each part to be produced. The unit load jrofile indicates
the time regquired tc froduce a part at each major processiug
step, and the number of periods after order issue that the
requirement vill cccur. By sugning the frojected load fron
KRF planned crders and the load frcm previously released
crders, the total projected load for a sork center may be
calculated. 1The resulting machire load reports indicate the
need for subcontracting, rescheduling, or cvertisme.

Finite capacity loading is scmewhat more detailed. In
this approach actual gueue tizes and 1lcads are simulated
based on available capacity. Consegquently, the scheduling
rule eﬁployed at vork centers 1is taken into account. More
sophisticated systems will shift jobs forward or backward to
relieve simulated overloads. Finite loacing systems ,tnen,
are primarily useful tor short-term scheduling with a fizxed

cajacity. Although finite loading techniques yield more
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precise and detailed informaticn concerning shop schedules
and capacity, they are generally complicated and difficult
to inplement. Moreover, long-term simulations of capacity
utilization wusually contain substantial error (9). No
literature Lkas teen fcund which discusses the use c¢f either
infinite or firite loading techniques ir conjunction with GT
manufacturing.

Once the planned crders frcm MRP are finalized they are
released tc shcp floor control. This function includes
order release, scheduling, and monitoring through work
centers. G1 manufacturing should have a significant impact
on this functicn, as cnly the flow of jcbs into and out of a
cell need be BEcnitored (29). Scheduling Jjobs shculd be
greatly simplified since the scope of the problem is reduced
from that cf a large portion of the shor to a small group of
machines., Eitcmi and Ham (21) have termed the scheduliang
associated with GT "group schedulicg." They prcgose
applying brarct and bound technigques tc solve the problen.
The scope cf the problem is further reduced in that all jobs
for rarts belcrging tc a family must be scheduled tcgether.
Petrov {U45) frcicses a scheduling technique for GT flowlines
based on Jolnscn's solution to the twc machine flow shop
problen. 2 further refinement to Petrov's technique is
presented ty Sukmaranian {55). What is apparent from these
apprcaches 1is that existing scheduling technigues and
objectives are appropriate with GI, as 1long as joks are

sequenced alcng part family 1lines. The benefits resulting
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from adhering to this restricticrn are significant and have

Leen rresentegd.

2ggregate planning is the starting point for most
manufacturing ccntrol systems (9) and is concerned with the
aggregate production rate and work force size in a facility.
Although agyregate plamning is ccncerned with end groducts,
cne arproach to sclvirg the aggrejate froduvction planming
[Icblem deserves attention in this study. Use of a
hierarchical decision frocess, as suggested ry Bax and Meal
{23), avoids the computational ccmrlexity inherent in other
models by decomposing the productica plarning problea into
an aggregate planning subirotlen and a disaggregation
sulprcblem. #What makes this aprrcach relevant to this study
is the nmanner in which the &model is formulated. For
Flanning purposes, froduction items are aggregated imto
farilies, and families aggregated into tyres. 1The basis for
the formation of product families is that, among other
criteria, the items share a comnmon setug. This is also an
attritute of GT part families. Prcduct types are composed
of families with sigilar seascnal demand patterns and
frcduction rates. 1bis is analcgous tc grouping GT part
farilies which are processed on a single «cell cr flowline.
Eitrar, Haas, and Hax (8) use a linear programming

fcrmulation to represent the aggregate planning subproblem.
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The model is reprcduced in Figure 3. This problem is solved
with a rollirg hcrizon cf length 1, updating the rparameters
after each fericod. Fluctuations in demand are met by
modifying the cecision variables in a manner which minimizes
the ccst functicn.

The prcduction guantities of each product type are
disaggregated into family producticn gquantities, which are
then disaccregated into itenm production quantities.
Disaggregaticn is generally accomplished by formulating the
problem as a ccntinuous knapsack problem (8). No literature
has teen founc which propcsed the wuse cf this approach to
prodiction placning at the part 1level in conjuntion with GT

manufacturinc.

Remarks

As Fetrov {id4) noted, although there is no <cbligatory
ccordination tetween production planning and GT
manufacturinc¢, ccordination 1is necesary to experience the
full economic advantages of GI. The mcdifications proposed
for MRE-based systems have been relatively simple. No
attempt was found, in the literature search, to frovide for
maximpum utilizaticm o¢f machine groups, or to establish a
stable flow of work through thenm. These conditicns were
estatlished early in GT development by Mitrofanov and
Petrcv, Furtter, 1long-term management of GT manufacturing

systems has teen totally ignored in literature. Considering
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the manufacturing trends of today, it is importaant that

these froktlems are addressed.



CHAPTER 111

CCST MODEL DEVELOPMENT

Introduction

As 1s evident trom the preceding chajpters, group technology
applications assume a variety cf forms in a diversity of
industries. To narrow the scope cf this research a specitic
manufacturing environment has been chosen which 1is the
target of many apzlications ot G1. Pricr to develofing the

cost model this environment will te descrited.

Descrigtion of the Facility

The manufacturing facility witt which this research is

concerned is depicted in Figure 4. The facility is ianvolved
in tbhe production <¢f a prcduct which requires the
fatrication of a large number of parts. Within the total
jarts population, families of parts have leen identified for
manufacture within a cell ccntaining machines. Typical
[Iccesses Wwhich might be perfcrmed within the cell are
rillirg, drilling, grinding, finishing, e€tc. Raw material

in some basic shajie is introduced into tke cell and a part

28
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is froduced for further processing or assembly elsewhere
withir the plant.

4 family of parts may be defined as parts requirinj
simpilar processing within the cell. Further, the machine
setup and tcoling reyuirements fcr a part are signiticantly
recduced when it is prccessed subseguent to any other part
belonging to the same family. #hen parts from different
fazilies are manufactured in seguence within the cell, a
gajor machine adjustment and tccling change is rejuired.
These major changes may be termed family setups. The
creration performed within the cell are such that, far
Flanning purposes, the cell may be treated as a single
machine performing a single operation. Tkis is aralagous to
having an identitied Fkottleneck, or to froducticn using a
machining center or transfer machine.

As indicated imn Figure 5 the farts assigned to families
are a subset ot the total populaticn of farts manufactured
withir the plant. Thus, other ¢parts exist which could be
rrccessed within the cell. Also, those ©parts currently
[rccessed within the cell could be frocessed elsewhere. The
sare may be stated fcr the frccesses performed within the
cell. That is, they are alsc currently being pertormed
elcsewhere in the plant.

1his type ot environment occurs fregquently in
manufacturing with GT, especially in the early
inplementation stages. Even the most extensive applicatioans

raintain some portion of the manutacturirg equipment 1in the
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rore traditional functiomal layout for [processing those

farts which cannot be combined with families.

Management of the Facility

In evaluating the pertormance of a group of oferations a

variety of measures are typically used. These include the
average productiom rate, the efficiency of operations,
demand satisfaction, the total ccst of prcduction, and the
aggregate load on the cell, The first twc of these measures
are influenced prasarily by the initial GT setup and the
shcy floor control system. 1The remaining measures, however,
are€ significantly atfected by the jrcducticn [planninyg
systeun. Ccunseguently, it is these measures with which this
recearch is concerned.

The demand for parts produced in the cell is generated
through the HKRP systen, and is dependent on the net
reguirements for higher level assemblies. This relationship
is tyrified in Figure 6. Since numerous different parts may
ke required tc froduce a subassesbly, a shortage or stockout
cf any single part <can be very ccstly. Therefore, the
assumption will be adopted that demand satisfaction 1is the
ocverriding objective of cell mabnagenment.

A number of feasible producticn flars may exist which
catisty the demand for parts. Selectior from amonyg these
Flans will ke based or the total ccst of froduction. These

costs will be discussed in detail in the pext sectioan.
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and Cellular Production
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The aggregate 1lcad on the «cell rerresents the direct
lator hours reguired by a fproduction plan in each period.
Naturally, the propcrtion ot availalle regular bhours
consuned by the aggregate load is a measure of capacity
utilization. It is imperative that the aggregate 1lcad on
the cell is conjarable to the 1lcad placeé on other areas ot
the facility. Othervise, the fpotential for violating the
"sanctity" of the cell is signiticantly ircreased. Tbhat is,
joks for non-family fparts may ke introduced intc the cell.
This violates a principle cf GT manufacturing, the
dedication cf a grour ot machines to tke processing of a
specific grour of rarts. A conseguence cf the violation is
the reduction in the advantages G1 manufacturing achieves ia
reduced throughput time, setup time, NC frogramming costs,
and tle simpliticatior of shop flcor contricl. Further, once
this situation is allowed tc develop it is highly likely
that it will continue to expand until the GT implementation,
in effect, no longer exists.

In light ot the ebove, management must strive to ensure
an adequate load is [planned for the cell from the families
of parts. Tc accomplish this task, upper and lower bounds
will ke placed on the allcwable deviation c¢f the cell load.

%hen a production plan will result in the load limits
teing exceeded, panagement must take corrective action. Two
ccurses of action are available. First, the 1load may be
adjusted by modifyinj the part tftamily ccoposition. This

entails the addition cr deletion of parts from the tanmilies.
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As previously mentioned, an assumption has been pmade that
suitable parts exist which may be added to the families, and
the necessary equipment exists for processing family fparts
elsewhere in the facility. The second course of corrective
actiocn is tc mcdify the capacity of the cell. This could be
accoeplished tlrcugh the additicm or deletion of eguipment,
or replacement with more efficient equijpment. The feasible
methods availetle tc mcdify capacity for a cell will be
dependent cr tlke type cf equirment employed in the cell and
the nature c¢f the processes being perforred. Thus, fcr the
purposes of this research, the capability to modify cafacity
is of more impcrtance than the method by which this may be

acconglished.
Production Costs

Planning fcr production in a facility is rormally
accomplished Ly ccnverting the factors to be comsidered into
a4 CCEmon meastre, the associated cost. This nct only
permits the use cf operaticns research-type models, Lkut also
provides essertial data to the finamcial ©planning and
accounting derartments. These ccsts, termed the
manufacturing ccsts, will be examined imn order tc ccnstruct
a cost model fcr production planning purposes.

Manufacturing costs can ke divided intc three basic
cost elements ({£7): direct nmaterial cost, direct labor

cost, and cverbead cost. The derivation of these bkasic
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the accounting department once a fart or product has been
corpleted. Standard costs, cn the other bhand, are
[redetermined and reflect what the @manufacturing costs
shculd be, These standard ccsts may be tsed for developing
and evaluating production planms.

The elements of manutacturing ccst may also be
categorized acs either a fixed cost or a variable cost.
Fixed costs remain the same 1regardless of the volume of
pjrcduction, assuming certain urper and lowvwer limits on
Frcduction guantities exist. Srecific examples of fixed
costs are executive and administrative salaries, durable
fixtures and tooling, and maintenance ard custcdian sages.
Generally, if the prcduction vclume does not exceed certain
lirmits, fixed costs w%ill be ccnstant regardless of the
vclune, Consejueatly, fixed ccsts will have no tearinj om
the evaluation of alternative prcducticn flans, and may be
ignored in the selection of a plan.

variable costs, conversely, rise as the production
volume increases. The relaticnship between volume and a
varialtle cost may assume any pnutber of forms, such as a
lirear, guadratic, or a step function. Reagardless of the
form, variable costs must be included in any analysis of
altermative producticn pflans. The three frasic cost elements

will novw be analyzed to determire thcse cost factors which
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must be included in plamning manufacturing using a G1 cell.

Since the assusption has been made that the cell is invclved
with the fakrication of rparts, only the cost of raw
materials need ke considered imn determining direct material
costs. This ccst will vary directly with the prcduction
volume, Thts, the direct material cost for a part will be
treated as a linear function cf producticn volume. The cost
may Lke calculated by multiplying the planned number cf units
to be produced in a pericd times the =standard ccste. This
standard cost fcr direct material for a part is based cn the
amount of rax material used in producing the part. Since
the rparts ccmprising a family are usually fabricated fronm
the same raw meterial, any variation between standard costs
within the family is directly attributatle to differences in
the amount of naterial regquired fper unit.

Price Lreaks frequently are available for 1large
guantity purchases of raw materials. Hcwever, assuming the
raw material is used in the fabrication cf a large numker of
different parts, price treaks need nct be ccnsidered for
plansing purjcses. Most companies prefer to include price
break considerations in planning production of end-frcducts
{57) .

The previcusly stated assumption cf an unlimited supply

of 1rav materials eliminates the need for an upper tound
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constraint on raw material availability. Inccrporation of a
constraint of this typre would be straightforward it the
situaticn reguired it.

kith the restriction that demand must be satisfied, the
total direct material cost over the fplaraing horizon will
nct change with changes in the prcduction plan. However, it
is easily included in the model. This will leave fixed cost
as the only ccst element which 1gmust be added after adoption
of a froduction plan in order to forcast the associated cash

flcws.

[irect Lakor Costs

i e D S———— S————— —

Lirect labor costs are derived by afrplying lator cost rates

to the tanme required for =maaufacturing operatiouns.
Manufacturing operations time can be =s=eparated intc two
components, productive and non-prcductive time. These times
must ke determined for each pericd in order to calculate the
direct labor cost associated with a production glan.

The productive time component represents the time a
lalorer spends [frocessing F[parts. Most companies have
develcped standard data for this time on a unit basis.
These data contain allowances for such factors as part
loading/unloading, orerator fatigue, machine downtime, and
maintenance., The productive time fcr a part produced ian the
cell 1is the sum of standard data fcr the operatioas

[erformed within the the cell on the part, and will
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hereafter be referred to as the standard processing time.
The total productive time requirements fcr a fperiod is the
surmation ot productive times over all farts.

The non-productive time compcnent derives from machine
setup and rerresertis the time 1Ieguired fcr an operator to
[repare a machine for processing a part. These preparations
pormally include settiny the jig o¢r fixture, loading the
tocl, and adjusting the machine. Using NC, LXC, or CNC
pachining woulada irnclude computer tare cr frogram preparatiown
with tocl loadiny and machine adjustment in the setup tinme.
Through timpe studies standard setup times may be established
for a part and will include these and apy other ancilliary
tacks which are necessary.

%ith group technology, however, the nature of machine
setup is changed, Tcoling for the operations within a part
farmily should be arranged so that all garts may ke grocessed
with a single group jig or fixture and setup. These group
jigs and fixtures are designed tc accept every member of the
family, wusing adapters to acccmodate minor variaticns in
rart gecmetry cr frocessing (10)e. This accounts for ome of
the major savings experienced with the introduction of GT,
the reduction in tooling costs.

The setup time fcr a cell, then, may be divided into a
famrily setur time and a part setupr time, both of which are
indefpendent of production guantity. For [roduction planniny
Furroses the total time associated with each type of setu,

for a period is a step functicp <¢f the planned number of
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setups for the period.

The sum of the productive and ncr-groductive times
associated with a f[production plam will result in one of
thiee situations occurring. The time regquired will either
be 1less than (undertime), equal to, or greater than
(overtime) the regular hours scheduled. In the first two
cases the lator rate may be arplied to the total
manufacturing time to determine the direct laktcr cost. When
ocvertime occurs a bhigher labor rate, the cvertime rate, must
ke applied tc thcse bours 1in excess cf that regularly
scheduled.

Since no additional cost is included for undertime, the
assungtion is being made that labcrers may be used elsewhere
in the facility. This labor cost will be included with the
actual costs fcr cther work centers. The labor rate will be
treated as two constant values, cre for regular time and one
for overtime. This assumes that the skill 1level reguired
for production of any of the parts produced within the celil
does not vary, and should be a valid assumption fcr most GT

cells.

Eurdern Cost

In planning productior for the cell only those variable cost
€lemepnts of burden need be considered, as the fixed elements
continve regardless of producticn volune. Variakle burden

costs include such items as indirect 1labor, indirect
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paterials, electricity for operating equijiment, and toocling.
2s mentioned previously, the sethod of assigning turaden
varies among industries and amcng comjpanies. Fcr trle
Furposes of this research the direct lator cost will be
selected tor estimating variable burden, as 1t is easily
incorporated into the model. Cnce a jroducticn plan is
selected the fixed burden estisate may te calculated and

included to more accurately estimate tctal costs.

i — e ——— —

Sore costs vary directly with the size of inventories.
There are bhandling ccsts associated with the storage and
retrieval of parts, and costs asscciated with stcring parts,
such as insurampce, taxes, and cajpital costs. £EAlthough these
cost may ke ircluded in the burder for a part, they will be
treated separately im this study in order to examine the
effect varicus rlans may have on thesm. 9¢ measure this, a
hclding cost will ke aprlied tc the ending inventory for

each pericd in the production plan.

Cost Fodel Fepresentatior

and Constraints

Fiqure 8 presents the mathematical fcrmulation of a

gjrcduction plarning cost model fcr GT marufacturing. Also

in the figure are the constraints [fplacec on tbe wodel and
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where:

Vig = the production guantity ot part 1 in periou t,
I, = the inventory of part 1 at the end of perica t,
U; = the unaertime associated with the pian 1in perioca t,
Oy = the overtime asscciated with the pilan in period t,
W,¢ = the number of setups for part 1 in period t,
F,. = the number of setups for family J in perioca t,
t = the perioa in the planning horizon,
LR = the labor rate,
P, = the unit processing time for part 1,
S, = the standard setup time for part 1,
GJ = the standard setup time for part tamily j,
o = the percent increase in the labor rate for overtime,
M, = the stanaara material cost per unit for part 1,
B, = the burden cost per unit of part 1,
h, = the holding cost per unit for part 1,
Ry = the regular hours scheduled for period t,
d;y = the aemana ror part i in period t,
C = an arbatrarily large constant,
E = maximum overtime permitted,
A = maximum ynaertime permitted.

Figure 8. Mathematical Formulation of

Production Planning with
GT Manufacturing



45

the variable definitions.

Constraint (1) is a demand constraint, and will ensure
that the plan satisfies the demard for all parts in every
jeriod, either from inventory or by production. Constraint
{2) 1relates to the manufacturing time required ¢ty a glan,
and establishes the amount cf cvertime cr undertime which
will result,. Constraint (3) ensures that a fpart setup is
included in every p[period in which a part 1is to be
manufactured, and cocrstraint (4) accomplishes the same for
farily setups when any member farts are to be made.
Ccnstraints (5), (6), and (7) 1limit the number cf fpart ana
fagily setups in a period to eitkter 0 or 1. Constraints (8)
and (S) 1limit the amount of overtime and undertime which may
cccur in a period, and constraint (10) ensures that the

decision and measured variables will be ncn-negative.

Summary

This chapter has presented a description of the
pmanufacturing facility and the typical GT cell which is
being addressed by this research. The rerformance measures
cf ccncern to management are discussed. The wmeasures
addressed in this research include demand satistaction,
total production cost, and aggregate cell load. The basic
ccst elements of manufacturing are examined, and themn
analyzed to determine which factors tc include in planniny

manufacturing for a GT cell. From this analysis, and in
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light of the performance measures a cost Ecdel is formulated

which represents production planning for the GT cell.



CHAFTEE 1V

SCLYING THE MOLEL

Introduction

The <ccst model developed in the previous chagter was
fcroulated with a two-fold objective. First, it is intended
that the model serve the prcducticn planning function of
detersining resource requirements to satisfy demand c¢ver a
specified planning hcrizcn. Seccnd, the model should serve
as a tool for evaluating alternative f[fprcduction schedulies.
These are typical of producticn rlanning and scheduling
model objectives.

The model is a mixed-integer linear prograaming
fcrpulation, and is similar tc previous models used for
aggregate producticn jlanning at the end-jroduct level. 1Two
distirct aprroaches for solving sodels of this npature have
arieared in the literature (17). The first of these, termed
a sonclithic agprproach, attempts to solve the problem with
some tyre of (rocedure which will froduce a good feasitle
sclution. The second approach, termed bhierarchical,
jartitions the problem into a hierarckty of suirrctlens.

This afpproach is discussed in Chafpter 11, and i1s taken

47
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Frimarily to avoid‘ the ccmputaticnal difficulties
encountered with monolithic apprcaches. Although neither ot
these afpproactes has Leen taken with production planning for
a GI cell, the similaraities in model forrulaticos encouraqge
the use of previous aggregate planning research as a guide

fcr the proktlem solviuy approach taken in this wcrk.
Az proach to the Problenm

The procedure developed for solving this jrcblem is shcwn in

Figure Y. The ©part data is aggregated into data
rerresenting the average for all farts prcduced in the cell.
1t is hierarchical in nature in that at tlte highest level of
aggregation decisions concerning caracity will be made. As
indicated in the previous chajter, these decisiocns will be
ccrcerned with part tamily and machining capacaity
podifications. With disaggregation, decisions concerning
the rproduction time available for each part family and
andividual parts could be made. In order to demcnstrate and
evaluate this approach, sample data were develored. These
data are presented in Table I. A pcrtion of these data were
taken fror sample froklem data presented Lty Ham (21).

As shown in the table there are 20 parts tc be produced
in the cell, with these belonging tc 3 distinct jpart
farzilies. Although there are no figures available on the
average or recommended number of farts in a family, a range

cf 10 to 100 parts 1is frequertly guoted in 1literature



20— >POMIXOO®P

DATA

DECISIONS

A CELL CAPACITY, CELL
PRODUCTION SCHEDULE
FAMILY FAMILY SCHEDULE
PART PART SCHEDULE
Figure 9. Illustration of Hierarchical Procedure

for Cell Production Planning

20—~ -r>omMmTo®d> nN—0

49



SAMPLE PART AND FAMILY DATA

TABLE I

Average
: Family Process Setup Holding Material Burden 3 Period
Part No. No. Time Time Cost Cost Cost Demand
1 1 9 20 $ .75 $ .019 $ .02 115
2 1 12 15 2.20 .016 .02 30
3 1 10 15 8.00 .022 .02 10
4 1 9 15 16.00 .020 .02 5
5 1 14 23 12.25 .009 .02 10
6 1 8 15 1.05 .016 .02 61
7 1 12 23 5.75 .021 .02 18
8 1 10 23 3.90 .019 .02 25
9 2 5 13 1.00 .041 .02 55
10 2 8 15 6.00 .031 .02 10
11 2 6 13 1.75 .026 .02 35
12 2 10 12 4.80 .032 .02 10
13 2 6 10 10.50 .036 .02 5
14 3 14 33 1.40 .028 .02 105
15 3 15 15 5.50 .023 .02 12
16 3 8 30 16.00 .035 .02 10
17 3 17 15 25.00 .033 .02 4
18 3 10 23 7.50 .032 .02 24
19 3 11 30 3.00 .030 .02 46
20 3 9 20 1.40 .029 .02 61

09
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{(32,55,60). Conseguvently, this samfple problen, thcugh
realistic, is groltably at the szall end of the spectrum in
terms of the number ot parts tc froduced in the cell. The
Farts are assumed to be similar 1in design and ip processing
orerations requirererts, such that they conform to the
manufacturing environment presented in Chapter 3. The
variety among rrocessing times, demand guantities, and costs
gay not be rerresertative of actual GT imfplementations. The
GT manufacturing inm;plementation is such that a 3 week cycle
exists, That is, each part is expected tc be produced once
€very three weeks in quantities which will satisfy demand
over the three week fperiod. Althcugh the processing time
Ieguirements to meet this demand vary among fparts and
fapilies, the tctal ot these tises is 723C minutes for the 3
seek feriod, or 30 minutes of cvertime reguired with a 40
hour vork week. With these data, then, the cell should
operate at 100.42% caracity with 88.8% of the time required
teing productive tirme. The iritial arnd final inventory
quantities ajpproximate the 3 feriod demand guantities.
Again, it should bLe stressed that the initial GT
izrrlementation is assumed tc Dbe the result of a

classification and coding progratbe.

Solviny the Sample L[ata Prcllem

Although a hierarchical procedure will be wused, it was

necessary to employ a monolithic apiroach also. 1This serves
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twc purposes. First, by taking this aprroach with a sauaple
Frcblem of relatively small dimersions ore can demonstrate
the ©rpathematical difficulties which will be encountered.
Second, Ly ccmparing the optimum sclution from a monolithic
aprroach with the sclution frcs a hierarchical procedure,
cne hcrefully can evaluate the yrocedure.

To achieve an oftimum production plan from the samgle
Frcblen, the IBM ccmputer scftware package Mathematical
Frcyramming System Extended (MPSX/370) wvas used. Althcujh
frimarily used for solving linear pgrojrammiang prcklems, this
Fackage contaips a feature fcr sciving mixed-integer linear
[regramping fproblens,. This feature, called MIE/370,
searches for a solution in two stages. First, the froblen
is =sclved as if it were a lirear program tc derive am
cptimal continuous scluticn. Next, the branch and bound
technigue is employed in the seaxch for an optimal integer
sclution. This search starts fror the optimal continuous
solution and forces the designated integer variables to
assume integral values. Thus, a series of integer solutions
may be found which tend towvard the optimal soluticn. When
an integer solution is found, 4t is pnot known whether it is
cptimal, The search must continue urtil it 1is frcveu
through bounding techriques that nc better solution exists.
%hen a variable is forced to an integral value, a subproblen
is created and a solution to this sub;roblem calculated. 1In
rerresenting tranch and bcund searches, these subproblens

are symbolized as nodes in a tree. The number of nodes 1in a
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tree, then, may be used as a measure of the size of a
froblem, since each rerresents a sclution.

Since the inclusion of integrality constraints has a
signiticant imfpact on the rupmerical difficulties ot
Crtimization problems, it is best to limit these as much as
fossitle. Rence, the procucticno grantities are not
constrained tc be integer in the model formulation. BRather,
if ncn-integer quantities are included in the ofptimal
solution it is assumed that these values may be rounded to
the nearest integer. This rounding would reguire a verjy
slight relaxing of either the overtime cr undertime
restrictions fcr a period. This Jleaves the number of part
and family setups fcr each fperiod as the only integer
variatles. Further, these guantities are restricted to be
either 0 cr 1. This speeds MIF executicn and shortens the
inprut data reguirements. This action is logical, as the
derand for and production of [parts are mcdeled as occurring
at discrete intervals of tinme,

Figure 10 fpresents the mancer in shich some of the
jrcblem statistics may be calculated gpgricr to attempting to
solve this =model with MIP. Using the egquations for
calculating the total constraints, structcral variables, and
integjer variables, one can determine what these statistics
will be for amy =set of r[froblem paraseters. This is
deronstrated in Figure 11. In this figure, each parameter
cf the problem is varied independently, and the resultiny

statistics fprinted. These grarhs demonstrate the rapidity



VARIABLE DEFINITIONS

PH - NUMBER OF PERIODS IN THE PLANNING HORIZON

NP - NUMBER OF DIFFERENT PARTS PROCESSED IN THE CELL

NF - NUMBER OF DISTINCT PART FAMILIES PROCESSED IN
THE CELL

CONSTRAINTS

DEMAND = NP * NH
LABOR: REGULAR = PH

UNDERTIME = PH

OVERTIME = PH
INVENTORY: INITIAL = NP

FINAL = NP

SETUPS: PART = NP*PH

FAMILY = NF*PH
TOTAL CONSTRAINTS = PH (2NP+NF+3)+2NP

STRUCTURAL VARIABLES

PRODUCTION QUANTITIES = NP*PH
INVENTORY LEVELS = (PH+1)*NP
SETUPS: PART = NP*PH
FAMILY = NF*PH
LABOR HOURS: UNDERTIME = PH
OVERTIME = PH
TOTAL STRUCTURAL VARIABLES = PH(3NP+NF+2)+NP

INTEGER VARIABLES

SETUPS = (NP+NF) *PH

Figure 10. Equations for Calculating Problem
Statistics
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with which the problem statistics grow with even small
changes in the parameters. For instance, in Figure 11{b)
cne can see that increasing the onurber of parts to be
considered fror 10 to 20, and with 3 families and a 6 period
flanning horizon the froblem statistics almost double. To
draw conclusions frcwu graphs such as these, either eguations
for estimating computer time and sface reguirements must be
available, or one must experinment. The latter approach was
taken in this research.

Table I1 fpresents the execution statistics which
resulted from solving the sample froblem using MIP cn an IBH
3081 computer. Merely encoding the data is guite a time-
consuning task. Use c¢f a matrix-geperatirg computer progran
sculd certainly be Jjustitied it the 1pcdel were to be
€xercised with a variety ot data. The iterations perforamed
in searching for the ccntinuocus cptimum irvolve changing the
basic solution by the revised simplex methcd. Each
suksequent iteration indicates that a sclution has been
calculated for a nocde in the branch and bound tree. The
iterations shown include those rperformed in searching for
the continucus optimunm.

As can been seen in the table, 3,C19 iterations were
reguired to arrive at the first integer solution.
Considering the relative- size of the prollem (20 parts, 3
farilies, 3 periods) extensive calculations were reguired.
Plthough the cptimum integer scluticn sas produced after

8,895 iterations the optimality ot this soluticn was not



TABLE 11

SAMPLE PROBLEM EXECUTION

STATISTICS

Statistic Value
Constraints 178
Structural Variables 215
Integer Variables 69
Input Data Records 770
Iterations to:

Continuous Optimum 333

First Integer Solution 3019

Optimum Integer Solution 8895

Optimality Proven 42480

Execution:
Time
Space

Total Processor Cost

8 min. 43.79 sec.
569,344 bytes

$236.21

(IBM 3081 COMPUTER REQUIREMENTS)
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kncwn until 42,480 iterations had been corpleted.

The computer time and space requirements and the
resulting processor cost discourage the monolithic approach
taken with the sample prcoblen. Returnirg to Figure 11 (a)
cne can see that the problem statistics rise sukbstantiallly
with an expanded planning hcrizcn of 6 months. The
frccessor costs could be expected to rise at an even faster
rate. Further, changes in  problem variatles  may
significantly affect f[rocessor ccsts. As an example, the
initial and final inventcry levels of the sample problem
were reduced to values ajpproximating single-pericd demands.
This change necessitated a program modificatichn increasing
the amount cf space alloted for podes awsaiting processing.
With this in mind one would expect the frocessimng costs to
rise, which did in tact occur. Although exact frocessing
ccsts for sclving the cost gmcdel with MIP caanot be
jredicted, the results frcm the sample problem strongly
discourage this approach. The ccmputer processing costs for
usiny this apjroach with multifple GT ce€lls and a 1longer
Flanning horizon would be prohibitive.

It should Lte ncted that the ccmputer processing
Ieguirements are dependent upcn the 1linear grégramming
algorithe emplcyed. The MPSX computer scftware used in this
research, an IBM frcduct, relies on the simplex algorithm
and 1is generally considered tc be the fastest [progran
available. However, as new algorithmic and computer

jIccessors are developed it might become gractical to use



the part data with the cost model.

Aggregating the LCata

Buffa and Miller (9) frrovide a defanition ct aggregate
flanning attrituted tc Holt, Modigliani, and Simon:

e« o =« a measure of production per unit of time (per

week or per month, for example.) Most factcries [froduce

many products rather than just one; hence, a ccmmon
unit must be fcund by addirg gquantities o¢f different
froducts. For example, a unit of weight, volume, work
required, or value might serve as a suitatle ccnmon
denomirator. {fr.219)
Although ccnsiderable research has been conducted on the
subject of aggregate planning, rarely are the aggregation
frocedures presented or discussede. Most of these efforts,
rather, are directed at solvirg the aggregate problen.

The aggregation procedure selected for this [problen
deternzines a weighted-average based p[primarily on forecast
demand. The calculations are presented in Figure 12, and
the ccmputer program developed tc perfors them in Appendix
A, These calculations are fperforped in crder to represent
all of the parts in a family as a single entity, thereby
reducing the mathematical difficulties ct finding a
sclution.

As shown in Figure 12 the aggregate zaterial, holding,

and burden ccsts are strictly weighted averages. The
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VAKIABLE DEFINITIONS

ABj - aggregate burden cost per unit for family j
ADjk - aggregate demand per period for family j in period k
AHj - aggregate holding cost per unit for family 3
Amj - aggregate material cost per unit for family j
AP - aggregate processing time per unit for family j
Alfj - aggregate initial inventory for family j
AIFj - aggregate final inventory for family j
by - burden cost per unit for part i
d;y - demand for part i in period k
LI - initial inventory of part i
LF; - final inventory of part i
P - processing time per unit for part i
S - setup time for part i
N - number of setups over planning horizon
hy - holding cost per unit for part i
My - material cost per unit for part i
TD; - total demand for part i over planning horizon
TD, = z dik Vi (part demand)
all k
)X TDi * Ml
ieg] .
AM_ = ¥j (material cost)
J
by TD,
ie J
z TDi * hi
iej
AH_ = V] (holding cost)
J
TD,
i j
ieg]
AB. = ¥j (burden cost)
J TD
z i
iej

Figure 12. Equations for Aggregating Data
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Z_si*N+TDi*pi

ie j . .
AP. = , ¥] (processing time)
J s . TDj
iej
ADjk = 5 dix . ¥k, 3J (family demand)
ie j
Ally = LI; ¢ ¥J (family initial
ig 3 inventory)
AIFJ = 7 LF; r ¥J (family final
ieg 3 inventory)

Figure 12. (Continued)
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aggregate processing time differs sliyhtly in that the part
setup time must Le included. This i1s accomplished by
estimating the frequency of setups for farts. For this
Frcblem a frequency of once every three periods was selected
for all parts., The tctal [frocessing tize reguired to meet
demand is calculated and divided by the total demand to
determine the aggregate processirg time fer part. Finally,
the aggregate initial and final inventories and demand per
(ericd are simple sunmmations over the jarts ir a tamily.
The aggregated part data for the samfple frcblem is shcwn in
Takle I11. The only wmodification tc the cost model
structure is the elimination <¢f the integer variables
rerresenting part setugs.

Through aggregation the <crigimal [froblem is now
rerresented as if 3 farts belonging to a single family are
to be rroduced within the cell. Viewing the aggregated data
in this manrpner, it is gquite natural to further reduce the
jrcblem by again applying aggregaticn. Thkis was dcne to the
data in 9Table III and the results are shcwn in Tatle IV.
The problem is now regresented as a single aggregate part to
be rcduced in the cell. The jrocessing time per unit now
includes both part and tamily setup times. Thus, the cost
rcdel representaticn of this data is nc 1longer a mixed-
integer protlex, but =agply a linear cne. Hereafter, the 3

sets ct data will Lke reterred to as tle part data, the
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TABLE III

AGGREGATED PART DATA FOR THE
SAMPLE PROBLEM

Family Number 1 2 3

Setup Time 160 45 225
Processing Time/Unit 10.19 6.64 12.42
Demand/Period 92 39 88

Holding Cost/Unit 2.72 2.49 3.63
Material Cost/Unit 0.018 0.034 0.029
Burden Cost/Unit 0.20 0.20 0.20
Initial Inventory 274 115 262
Final Inventory 274 115 262

TABLE IV

AGGREGATED FAMILY DATA FOR
THE SAMPLE PROBLEM

PARAMETER DATA
Processing Time/Unit 11.11
Demand/Period 219
Holding Cost/Unit 3.04
Material Cost/Unit .025
Burden Cost/Unit .020
Initial Inventory 651

Final Inventory 651
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fanily data, and the cell data.
Comrarison of Execution Statistics

The frroblex and execution statistics c¢f +the part data
jrcblem are displayed again in Takle V alcny with those fronm
the family data and cell data prcblens. Ihe ditference in
the =statistics Letween part data and family data is
cbviously significant. Although the ditference between
farily data and cell data statistics is nct nearly as great,
it wculd increase 1rapidly if the planning horizoa is
exranded to a more reasonable length or with the addition of
ancther part family. Further, by reducing the problem to a
linear prograsming one, the fctential for model use 1is

enhanced.

Comparison of Sclutioms

Frcm the preceding discussion one can see that production

Flanning with the family or cell data wculd Le desireable
frcm a computational standpoint. The guesticn remaias,
however, as to the wvalidity <c¢f a plan yroducéd using
acggregated data. 1bis gquesticn will be approached by
cceparing the solutions which result fron the three sets of
data.

The production [plans and associated inventcry levels

which represent the oftimum soclutions for the data are shown



TABLE V

PROBLEM AND EXECUTION STATISTICS
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Model

Constraints
Structural Variables
Integer Variables
Input Data Records
Iterations

Execution Time (sec.)
Execution Space (bytes)
Total Processor Cost

(IBM 3081 COMPUTER

Part
Data

178

215

69

770
42,480
523.79
569,344 1
236.21

REQUIREMENTS)

Family
Data

33

36

9

154

118

1.70
14,688

1.25

Cell
Data

14
13

48
18
0.74

276

1.25
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in Taktle V1. In the table the production and inventory
guantities fcr the v[Fpart data and the family data are
fresented by families in addition to tke total for each
reriod in tbhe planning heorizcn.

10 compare the plans the =sclutions pust be examined on
the basis of costs also. These are stcwn in Table VI1I.
This table presents the overall cost as deriving frcom three
sources: prcduction, inventcry, and overtime. This
reflects the okjective function cf the ccst model in which
the material, burden, and regular labcr cost ccetficients
are combined. This 1is fpossible as all ct these costs are
functions of the groductiocn volumres. lhe part data and
farily data production costs include costs for regular labor
due to setugs. The coefficiernt used in the model for
calculating overtime 1Ireflects the increase in labor costs
for overtime and is identical fcr the tliree sets of data.
The =sources of difference in the ccsts will now be
discussed.

In aggregating data a certain amount of rcundcff error
will occcur. 1he effects of this can be seen in the third
jeriod inventory costs. The ®odel constrains the ending
inventory values which should «result in identical third
period inventory ccsts. The differences are an indication
cf the rcundcfft error which results frcm aggregating the
inventory holding costs per unit. It may be ccncluded that
a ssall porticn or the difterences found are due to rcundoif

€rror.



TABLE VI

PRODUCTION PLANS
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Production Inventory
MODEL Period Period
1 2 3 0 1 2 3
Cell Data 194 225 238 651 626 632 651
Family Data
Family 1 113 0 163 274 295 203 274
2 0 0 117 262 244 350 115
3 70 194 0 262 244 350 262
Total 183 194 280 651 615 590 651
Part Data
Family 1 0 204 72 274 182 294 274
2 0 90 27 115 76 127 115
3 181 0 83 262 355 267 262
Total 181 294 182 651 613 688 651




OPTIMUM SOLUTION PRODUCTION COSTS

TABLE VII

COST Part Family Cell
SOURCE Data Data Data
Production
Period 1 372.74 361.48 330.96
2 416.67 395.69 383.85
3 393.40 415.30 406.03
Total 1182.81 1172.47 1120.84
Inventory
Period 1 1469.75 1752.81 1784.10
2 1134.25 1779.32 1801.20
3 1852.95 1853.55 1855.35
Total 4456.95 5385.68 5440.65
Overtime
Period 1 17.40 0.64 0.00
2 46.60 48.00 19.85
3 48.00 48.00 48.00
Total 112.00 96.64 67.85
TOTAL 5751.76 6654.79 6629.34
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Eoth production and overtime total ccsts decrease with
the aggregated data, indicating a decrease in the time
reguired to meet the [plan. 1his castes suspicion on the
aggregation procedure. The 1x0st cbvicus source of the
difference would be the incorporaticn of setup times in the
aggregated fprocessing time per unit. The optimum pilan fron
the part data calls fcr a single setup for all parts over
the flanning horizon with only a single exception (part
number 19). This would account for only a small portion of
the difference between the producticn costs of the part data
flan and the family data plan, as only 30 minutecs are
required tor this extra setug. The difterences in family
setup tine regyuiremerts are more significant. From the
Ircduction rlans in Table VI one can see that a total of 6
family setups were included in the part data plamn and 5 in
the farily data plan. Only 3 sere iancluded in calculating
the aggregate rprccessing time fer unit for the cell data
Flan. Examining this facet of the frcblem reveals a
shcrtcominyg ot the mixed-integer fcrmulation of the model.
Considering the [art data fproduction plan i1t is apparent
that the setuyg for either family 1 or 2 would not be
necessary ip fperiod 3, as bcth <c¢f these are tc ke prcduced
in period 2. 1The same would be true of family 3 in period 2
cf the family data plan if it were also scheduled last in
reriod 1. If one removes the ccst of these setup times tbhe
totals of the rroducticn and cvertime costs beconme:

part data------ $1241.48
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family data---- 1154.11

cell data-——---- 1188.69
These figures indicate that the cell data provides a close
aprroximation ot the production c¢csts associated with the
optimum part data plar tor the sanprle data.

The greatest ditference ir tctal costs derive from
inventory holding costs. With the part data the model is
able to select for prcduction< early in the planmning horizon
thcse parts with smaller per unit holding cost. This
derletes the inventcries of parts witl bhigher per unit
kolding cost as guch as possible. kith aggregation this
distinction is lost. The reascn for the magnitude of the
differences is the variety of bhclding ccsts in the sanmple
data. Since the forration of part fagilies is normally
based on similarities in rav materiszl, design, and
prccessing the inventory holding ccst per unit will likely

bave much less variety than that cf the sample data.

Summary and Cornclusions

Solving the ccst model for the GI cell is the topic of this
chapter. Eyuations are developred which calculaté Eroblen
statistics for any set ot data to be used in the model. it
is concluded from grarhs of these eyuations and froam the
execution statistics using sasple data that computer
reguirements using current MIF technigues discourage a

gonolithic apfprcach.
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An aggregation procedure is developed which allows the

(arts in a part family to be re;resented as a single part.

Additional aggregation reduces the protlem to a siugle

Irejresentative gart for the ceil. 1his allows the model to

be sclved with 1linear programming. Tke changes in the

€xecution statistics shich result are draratic.

To validate the aggregaticn rrocedtre the production
flan total costs before and after aggergastion are ccmpared,
using the sample data. A small portion ci the cost
difterences are the result of rcundoff error. Another
source of difference 1in costs derives frcm the aggregation
frccedure, The manner in which setup time is included
during aggregation dis concluded to be importaant. The
majority of the differences in total costs are traced to the
variety present in inventory holding costs for parts. It is
corcluded, hcuwever, that this variety %ill usually not be
present in GT cells, and that the aggregated data provides a
clcse approximation of the producticn costs.

In using the aggregate planning agprocach develojed in
this research, the fcllowing guidelines axe reccmmended:

1« 1A vweighted-average based upon planned crders from

MRP should be used for aggregatirng the data.

2. The accuracy of the aggregate fplanning solution is
improved when the ranges of values for the
parameters are relatively small.

3. Reasonably accurate estinmates of the number of part

and family setups which will be required cver the
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planning hcrizon are necessary for calculating the
aggregate rrccessing times.

4., If the aggregate planning model does nct accurately
retlect tke unaggregated data, then the aggregation
technique should be examined for possible
modification.

Adkering to these guidelines and regquirements should not
jose a difficult proktlenm. Uses of the aggregate glanning

podel will be discussed in the next chapter.



CHAPTEER V

APPLICATICNS OF THE MOLEIL

introduction

In the preceding chapter it was demcnstrated that the
aggregate model, tersed the cell data xcdel, provides a
Clcse approximation to the cost <c¢f production wsith a GT
cell. 1In this chapter the manner in whick this podel may be
used will be fresented.

Four says in which the 1xcdel may be of value to
mana jement will be discussed and demcnstrated in this
chapter. First, the solution will be analyzed to exanmine
the relationships of the variables and ccnstraints in hopes
of gaining insight into the ccsts of the wmanufacturing
systen. Second, the solution will be analyzed to examine
the impact of a changing external envirocrrent. The models
use in possible system modifications to adapt to these
changes will then be discussed. Lastly, the use c¢f the
soluticn in the scheduling function of froduction planaing
and scheduling will be examined. Pricr tc pertorming these

analyses the model was expanded to 12 f[periods which is

73
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considered to Lte a more realistic planning¢ bhorizon.

Analysis to Examine Underlying

Relaticnshigs

The ortimum sclution from the cell model with a 12 period

becrizen is contained in Appendix E. Tke fproduction plan
associated with this- sclution is shown ir Tatle VIII. One
can see that the jlan calls for minigum production in the
first five periods, an increase in grcduction in period 6,
and maximum fproducticn 1in gericds 7 through 12. Tkhe
undertime in fpericds 1 through 5 is at a =xaximum, as 1is the
cvertime in periods 7 through 12. Furthermore, through use
cf the range feature of MPSX it was found that an increase
in derand in any cf the first fcur pericds of the horizoa
would actually decrease the overall cost associated with the
Flan. For instamce, the computer cutput indicates that the
current okjective furction value wculd decrease $10.32 for
each unit increase in demand in period 1 trom the current
value of 219 up to 226 units. At this pcint the limit on
overtime in feriod €6 would beccse an active constraint as
the inventory 1level at the beginpbing of feriod 6 would be
lover. This would 1eguire more production in [feriod 6 to
gect demand and the final invertcry constraint. In fact,
modification of any of the active constraints (all periods
dexand, regular bours available, undertime in periods 1-5,

overtime in periods 7-12, and icitial acd fiomal inventory



TABLE VIII

AGGREGATE PRODUCTION PLAN FROM

CELL MODEL SOLUTION

PRODUCTION ENDING LABOR
PERIOD QUANTITY INVENTORY HOURS
0 651
1 194 626 2160
2 194 601 2160
3 194 576 2160
4 194 551 2160
5 194 526 2160
6 230 537 2557
7 238 556 2640
8 238 575 2640
9 238 594 2640
10 238 613 2640
11 238 632 2640
12 238 651 2640
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values) will result in the overtime ccnstraint for period o
Lecoming active. Thus, the ccst structure of the sample
Frcblem is such that the optimuz sclution delays production
as 1long as [fossible, thereby derpleting the initial
inventory.

211 of the atkove aspects of the solution to the model
may be attributed to the relatively high inventory bolding
cost. Although this insigkt cculd have been attained by
cther methceds, it is a by-prcduct of this production
flanning procedure which is available at litte cost.

To further investigate the ettects of the inventory
Farameters a sencitivity analysis of these parameters was
ccrducted. The parameter variaticns studied are shown in
Tatle IX. 1The following discussiocn relates to this table.

In case 1 the initial inventéry value was varied from 0
to 295 while the final inventcry value and holding cost
reeained corstant. The optisuz solution obtained with zero
initial and final inventory values ®aintains a level
jrcduction rate which w@matches the derand. Thus, the
overtime is a constant 33.09 minutes per pericd and the
undertime 0 minutes [er pericd. As the initial inventory
level is increased the objective functicn value decreases
initially. This is a result c¢f the elimination of the
overtime in feriod 1 which was reguired to meet demand.
This decreasing trend ceases once the urdertime constraint
forces inventcry to be carried from period one to two.

Aftervards, the objective functicn value strictly increases
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INVENTORY PARAMETER VARIATIONS STUBIED

CASE INITIAL FINAL INVENTORY
NUMBER INVENTORY INVENTORY HOLDING COST
1. 0 to 295 0 2,85
2. 0 0 to 223 2.85
3. 0 to 651 0 to 651 2.85
4. 651 651 285 to 0.00
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with increasing initial inventory. 9The effect of increasing
initial ipventcry on the production plar is a decrease iu
Frcduction volume in the earliest pericd until the undertime
constraint is encountered, at which time the decrease wilil
continue into the next earlier periodg. This pattern
continues until the initial inventcry reaches a value of
295, at which foint a feasible scluticn nc longer exists.

Case pumler 2z from Table VIII dinrvolves varying the
final inventory. As one would suspect, the objective
furction value strictly increases as the firal value is
increased frce 0. The ortisum froductior plan accounts for
increasing final inventory values by increasing the amount
cf gprcduction in the latest pericd pcssible, sukject to the
cvertime constraint. With an initial inventcry of 0 the
paximum possikle final invebtcry is 223.

Cases 1 and 2 demonstrate that, given the cost model
[arameters, initial and tinal inventory values cther than 0
will result in a prodvuction plan which delays prcduction as
lcpng as possiltle. By varying these values simultaneously
(case number 3) this conclusion was reinforced. With this
fprcblem data, then, minimum inventory levels are desireable.
RHowever, this would ke true for any manufacturing situation
if the demand vere stable, accurate forecasts available, and
the froduction facilities bighly reliaktle. Management
folicy will o»npcrmally e€xist for establishing these minimum
values.

Case number 4 involves the sensitivity analysis of a
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cost coefficient, tte inventory hclding cost. Beginning
with a cost of 2.8%5 dcllars fer unit this parameter is
gradually decreased, resulting in a corresponding decrease
in the objective function value. The optimur sclution
Frcduction plan does nct change urtil a hclding cost of 2.22
is reached. Atter this point the overtime cost incurred per
unit cf [production is greater. Ccnseguently, subseguent
solutions have reduced overtime in the later periods, offset
by reduced undertire in earlier [fericds. When the holdiug
ccst fer unit is eventually reduced toc 0.0 the resulting
Frcductior plan requires exactly 2400 minutes cf production
tine f[fer period for the first 10 pericds. The initial
inventory is used to atsorb the excess demand. In periods
11 and 12 overtime is used to meet the final imventory
reguirement. From tiis one capn conclude that the inventory
hclding cost per unit has a significant eftect on the
optimum production plan, especially if it exceeds the cost
cf overtime to (roduce a unit.

The results of these analyses indicate the impcrtance
of the inventcry [fparameters, gquantity on hand and holding
ccst, to production planning for the cell. Management will
be able to satisty the planned c¢rders frcm MRP, and should
examine the inventcry policies and concentrate cost
reduction efforts on the holding costs, éiven the current

[rchblem parameters.
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Analysis cf the Impact of a Changing

External Eavircroment

An important yet frequently overlcoked feature of many
lirear [programning sottware [fackages is that throujan
sensitivity analysis one can determine the effects of
variations in the data without completely rerunning the
entire progran. Tte gost obvious sotrce of potential
external variationm with this ccst model is the forecasted
derand. To examine the impact of a nor-constant demand a
series of computer runs were made. These are susmarized in
Takle X. Each of the six demand streams emfployed is drawn
frcm a wuniform distribution. The farameters of the
distributions were artitrarily selected, lut ccanstitute both
increasing and decreasing Rmean values, and an increase in
the range about a mean. The wuse of these varying demand
streams with the model is intended to examine the impact of
fluctuating desand on the resulting production plan, as well
as demonstrate the value of the model in evaluating the
imfact of a changing external derand. Conseguently, with
each streap the iritial and final inventory levels were
varied from 656 to 0.

The first two demand streams shown in the table are
distributed about a w®mean value approximately egual to 219,
the constant dewand used with the original model. With
derand stream numkter 1 the demand 1lies in a range which

extends 10X either side of the mean. The demand is allowed



TABLE X

SUMMARY OF VARYING DEMAND STREAMS
USED IN ANALYSIS

DEMAND Bounds

STREAM NO. DISTRIBUTION MEAN UPPER LOWER
1 Uniform 219 197 241
2 Uniform 219 175 263
3 Uniform 241 217 265
4 Uniform 263 237 289
5 Uniform 197 177 217
6 Uniform 175 158 193
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tc vary up to 20% of the mean in demand stream number 2.
The jroduction plans which resulted from these demand
streags and varying initial arnd final inventory values
jrcduced no surprises. The optimum cost plans with zero
initial and final inventory values cost 1less than those
froduced with highker invemtcry values. As with previous
analyses the inventcry level is wminimized by matching the
derand stream as much as possible. Using demand streanm 1
the productior fplan dces not vary as the inventory values
are increased above 1C0. The =ame is truve above 150 withk
demand stream number Z. Above these values, the production
Flan calls ftor wmaximum undertime early in the flanning
hcrizeon and maximumr overtime in the later periods. One may
conclede, then, that moderate fluctuations in the demand
will bave minimal impact on the cptimum froduction plan for
this frobles. One point of interest dces occur with demand
strear 2. Below a final inventcry value of 16 no feasible
solution exists, as the undertine constraint forces
Ercduction in pericd 12 to exceed the sug of the demand in
that feriod and the final inventcry value. Thus, either
this cvertime constraint would have to be relaxed, cr the
final inventory value increased.

10 exanmine the isract of increasing demand, streams 3
and 4 vere enployed. These are based on increases in the
derand mean of 10% and 20%. With the 10% increase the cell
is carable of meeting demand within the constraints, as

long as the initial inventory value 1is greater 18. The
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resulting production [plans use saximum overtime in periods
2-12, regardless of the initial and final inventory values.
As the inventcry values are reduced frcem €50 to 50, in steps
cf 10C, the production plans charge cnly in inventory levels
and otjective function values, bcth of wkich decrease. At
and Lelow an initial inventory value ¢t 18 nc teasible
csolution exists, as the demand it fperiod 9 cam no loager be
met within the overtime constraint.

¥ith demand stream 4 the results are more dramatic, as
no feasible sclution exists with inventcry values of 650.
Although the demand in each period is satisfied, only 367
aggregate units remain at the end of the planning hcrizon.
This is not suprising, however, as the lower value oif the
derand range e€quals the maxisum cafpacity cf the cell within
the overtime constraint. The total demand over the fplanniny
horizcn is such that the initial inventory will ke degleted
unless the cvertise ccanstraint is relaxed or a modificatiou
is made to the manutacturing system or part families.

Bith an increase in the mean demand one can se€e the
value of maintaining a certain amount of inventory as safety
stccke. This enables the cell tc meet high fluctuations in
derand without viclatinj constrairts. The model's detection
of pctential fproblems with ipncreased demand 1is clearly
evident. As a tool in the examination of possiltle remedies
to this prcblem, the model vill be demcnstrated 1later in
this chapter.

LCemand streams £ and 6 are drawn frgm distributions
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with ®pean values 10% and 20% belcw the initial ccnstant
value of 219, In the former case, the model is able to
handle the reduced odemand witbin the ccnstraints. With
initial and final dinventory values otter than O, the
undertime in reriods 1-11 is at a maximum sith overtime
being used in period 12 to meet the final inventory value.
Using demand stream € no feasible soluticn exists, as the
total demand over the fplanning hcrizon is 1less than the
jrcduction volume using maximum undertise. Conseguently,
some increase in the inventory level must occur in order to
regain within the undertime constraints., The decision must
ke made either to relax the undertime ccnstraint or accept
an excess of inventory at the end of the planning period.
These choices assume that modification of the manufacturing
system or part families is not possible, an alterpative
which will Lke ccnsidered in the mnext section of this

charpter.

Analysis of GI System Mcdifications

The establishsent ot fart families and selection of machines
tc prccess these families are tasks normally acccmplished by
a project tean for GTI ixplementation. Once families and
machine cells are estatlishead, hcwever, it generally becomres
the responsibility of the Lroduction planning and ccntrol

derartment to monitor the performance of these cells. Yet,
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no 1literature has Leen found which suggests methods for
accomiplishiny this task.

Modification cf the GT system may cccur imn two ways.
The composition of the part families may be modified or the
[Iccessing capability of the cell may te changed. These
modifications may be acccrmplished in different ways and iu
response tc¢ different exteramal factors. However the
modifications are acccmplished, the cell model may be used

tc analyze the impact.

In the previcus section it was demonstrated bgow the cell

model detects potential groblems in over- or underloadingy
the cell with work over the fplancing hcrizon. The problens
weIe [resented as deriving frcm changes in the aggregate
derand. These demand changes cculd ccome from a number of
sources, including demand. cbhanges for end-products,
introduction of new rroducts, cr product design changes.
Fegardless of the source of the change, =scpe action must be
taken to ensure the ccntinued viability of the GI systenm.
Several actions were suggested to combat- underor
cverlcading of the cell, primarily through relaxation of a
constraint. Another option which exists and should be
considered 1is wmodification <c¢f the rairt families being
frcduced in the cell. 1In the case of an cverloaded cell the

nurber of parts might Dbe reduced. This would be



b

accomplished either tirough subccrtracting or by routing the

joks to other machines in the facility. To rectify aa
‘underloading condition, additional fparts may be included in
the families. This possibility is realistic, as no actual
isflementation has ever processed the entire parts
Fofulation. Furthermore, new ;art designs are fregquently
being introduced for froduction.

The cell model say be used tc amalyze the impact of
jrcposed part tamily modifications. One way toc accomplish
this is to simply aggregate the datae again, 1including data
for the mew part cr excluding data for a part to be removed.
If a gart is to be added one could include it in the model
by 1introducing new variables and constraint rcws to the
godel. However, this wculd entail the inclusion of 12 new
row vectors and 26 new <columm vectors, Consequently,
reajgregating the data is recommended.

Consider demand stream numter &6 «¢f Table IX which
resulted ip an infeasible .sclution, as the undertinme
constraints could not be satisfied. If a part e€xists which
technclogically could be added to cne of the fpart tamilies,
che may wish to consider the 1imjact of this addition‘on the
frcduction fplan. As an example, consider the data for part
rurber 21 presented in Table XI. The revised aggregate cost
coefficient and processing time fer unit may be calculated
as shown in Figqure 13, rather than reagcregating the data.
The ipitial and final inventory values and demand fer period

for the new fpart may be included by simple addition.
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CANDIDATE PART DATA
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Part Process Setup Cost Per Unit
No. Time Time
Holding Material Burden
21 11.0 15.0 5.0 0.02 0.02
Forecast Demand By Period
1 2 3 4 5 6 7 8 9 10 11 12
41 20 19 36 42 45 33 5 47 70 34 18

Previous Aggregate Data

Processing Time Per Unit = 11.11

Total Demand = 2628

Total Processing Time = 2628 * 11.11 = 29197.08
Cost Coefficient = 1.706

New Part Data

Cost Coefficient = 1.687
Total Processing time = 4020
Demand = 360

Revised Aggregate Data

Processing Time Per Unit

11.12
Cost Coefficient =
= 1,704

Figure 13. Calculations for Modifying the
Aggregate Data

(29197.08+4020) / (2628+360)

(1.706*2628+1,687*360) / (2628+360)



88

Further, reconstructing the data fcr the linear frogramminy
model is easily accomplished with ar editing progras.

The model has bLkeen soclved successfully using the
revised aggregate data, and the results reveal that, with
the modified GT part families, the cell %ill operate within
the ccnstraints for the torcasted demand. It additional
cardidate parts exist they might also be considered, as the
optimum production plan will use xaximuz undertime in the
first 8 periods.

10 consider thke €ffects of the deletion of a fpart from
a family one would fcllow the same [frocedure, subtracting
tises, costs, and demand as oppcsed to adding. This action
might be reguired due to part c¢lsolescence cr to relieve an
overloaded cell. In the 1latter case, another alternative
would be the modification of the GI system machines.

Machine Group Modificatioans

—— —— v S—— ——— —

2 nurber of external factcrs say affect the processing

carabilities of the G1 systen. Fachines may be modified to
increase their production rate, such as Lty addang autcmated
tocl <changers or by switching from NC to CNC. Newer
machines may ke purchased as reflacements or as an addition
to existing machines, or identical machires may be added to
the cell. Regardless of the manrer of change, the effect oun
the [froduction plan may be sigrificart and should be

examined.
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A change ot this pature will affect jarameters of every
Fart processed in the cell. The burden ccst may be affected
thiough new reguirerents for dindirect 1labor, indarect
saterials, cr other burden comporent cost. Direct material
costs may Le gecreased if the amount of scrap is reduced.
The setu; and processing time fcr a part and setup time for
a family may ke changed. This wculd directly atfect the
Frocessing carabilities of the cell. An example wWill be
used tc demonstrate use of the mcdel to e€xamine the impacts
ct prccessing capability moditicaticas.

In Section 5.3 derand stream number 4§ from Table X was
used to demonstrate the reacticn ¢f the model when the
derand mean was increased by 20%. The result was an
infeasible solution. Since the demand tor parts must be
catistied some action must be taken. Ore option available
tc management might be to add an additional machine.
Assuming that the only parameter wtkich wculd change is the
aggregate processing time, reaggregation of the data is not
necessary. Rather, thie new agyregate processing time, 9.95,
may be substituted easily with an editing prcgram. This
change has been made in the data with the result being a
feasitle sclution.

Bnalysis of Alterpatives

The acgregate cost model, then, serves gtite well as a tool

in examining the ispact of GT1 syster modifications, whether
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the change is for isprovement or to avoid a potential
jrcblem, Furthermore, since the mcdel 1is based on
frcduction costs, alternative prcgosals may be amalysed. If
the proposed change is the addition or deletion of a part,
cr a change which will affect the parameters cf all farts
equally, then the existing data for the rodel may be edited
guite easily. Even if the aggrejation frocedure must be
ferformed again, a matrix-generating prcgram for the LP
coeputer package wculd make this task a minor effort.

Iwo topics not mentioned in the preceding discussion
shculd be noted. First, the etfect on the balance of work
within the cell must le considered rrior to implementing any
G1 system change. This could ke a major ccnsideration,
derending on the ccmposition c¢f the cell. Balancing
techniques are an entire study io themselves and will not be
addressed here. Second, it was assumed that a candidate
fart existed which could technolcgically ke frocessed alony
with cne of the existing r[part fasilies. This implies that
the inclusion of this part would nct affect the processing

cf any existing parts.

The Solution as a Schedulinc Aid

The result of the cell data mcdel 1is a solution to the
aggregate proklem which enables sanagers to make decisions
related to vorktorce requirements, machining capacity, and

part family composition. The next step normally takea in
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aggregate planning is the disaggregation cf this solution to
a procuction plan, allocating rart and family production to
distinct periods in time. However, since the demand fcr the
model was generated through MEP, the timing anmd guantity of
the requirements for jarts 1is already kncwun. Furthernmore,
these are constrained by the demand for subassemblies at a
higher 1level in the bill of material. Thus, the g¢nly
changes which could be made wculd invclve moving orders
fcrward in bopes of eliminating a family cr part setup. The
solution tc the aggregate mcdel indicates prcduction
activity in terms of labor hours per pericd. This may be
used as a goal in the analysis of possiltle changes to the
frcposed order release from MRP. However, as discussed
earlier in this chapter, if low initial and final inventory
values exist the optimum plan matches demand as clcsely as
is possible. With kigher inventcry values production is
delayed. Thus, with this sapple data few changes would be
anticipated. Rather, a "cut-and-fit" agproach might be
arrlied to avoid excessive deviaticns frce the labor hours
associated with the aggregate sclution. The potential for
future work related to this tofic will be addressed in the

next chapter.

Summary

This chapter has been directed tc the examination of ways in

which the aggregate [planning mcdel can be utilized.
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Sensitivity analysis is the primary tcol used im this
examipation.

The solution was closely examined using the range
feature of MPSX. 1his indicated that the inventory
rarameters had the strongest irfpact on tie solution within
the given constraints. A sepsitivity amnalysis of the
inventory levels and holdaing ccst parameters was performed
and indicated that production will be delayed as 1long as
Fossitle within the constraints in order to deplete the
inventory. This results in maximum overtime in the later
reriods and undertime in the earlier pericds. varying the
initial and final inventory values cnly affects the
pagni tude of this unbalanced plan. Sensitivity analysis of
the bolding ccst 1reveals that the production plan will not
be affected by changes in this value until it is reduced to
a point at which the overtime cost parameter becones
dcminant, Through these analyses the value cf the model as
a tool in understanding the cost structure of the GT cell is
demxonstrated.

Sensitivity analysis of the aggregate demand has been
pertormed to examine tluctuations, increases and decreases
in derand. Through this amalysis the cell's capability to
bandle high fluctuations in demand is shown. Also, the need
for raintaining some inventory to atsorb these fluctuations
Lecomes aprparent. The ability cf the model to detect
jctential problems which might arise from changes in demaud

is desxonstrated.
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The model is found to serve guite well in evaluating GT
system modifications in response to increased or decreased
demand. Moditicatiors of the fart family and the machine
group are e€xawined, and examples presented. Methods for
incerjicrating these changes were developed and are
Eresented. Fipally, the @manrer in which the model's
sclution may be used in production scheduling are discussed.
It is concluded that the scluticp may Le used as a quide

when considering possible changes tc the PEP planned orders.



CHAPIEE VI

SUMMARY AND PRCSPECIS

The gcal of the research has beer achieved. An aggrejate

rlanning technique is used to solve a cost model which
rerresents the production of parts by a GT cell. The cost
sodel and the aggregate planning technigque were developed in
this research. The manner in which the model gay be used
for rlanning purposes has been thoroughly examined. By
arrlying the technique in a hierarchical planning procedure
as recommended in this thesis one may enhance tle benefits
cf using groufp technclogy concerts in manufacturing. The
jrcrposed procedure is practical, flexible, aud easily
incorjorated into existing production planning and ccntrol
systers.

The costs associated with a [production plan tor a GT
cell have been identified and categorized as direct labor
and materials, burden, and inverntcry costs. These éosts are
translated into a cost model. The management and
crerational aspects of the cell have leen examined and
relevant modeling constraints develcped fcr the model. The
resulting model and constraints com;rise a mixed-integer

linear programming proklen.

- 94
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The problen has keen solved using MPSX. Eguations were

develcped for calculating the [rcbler statistics wath
changes in the planning hcrizon, the number of jarts, cr the
nunber of part families, An examinatior of the graghs of
these eguations and the executiocr statistics which resuited
when a small problem was solved 1led tc the develcpment of
ancther fproblem-solving apfprcach. Aggregate planning
technigues are applied and a 1lipear programming problem
resul ts. The validity and advantages of using an aggregjate
aprroach are analyzed using saxfple data. Guidelines for
ajrlying the aggregation approach are presented. These are
intended to be general and tc ensure a Ieasonakly accurate
soluticn will result wlken aggregate data is used.

Ways in which the @model may be of benefit are
demonstrated. The solution is analyzed toc provide imsight
into the ccsts associated with a GTI manufacturing systenm.
The impact of changes external tc the system were examined,
and pctential modifications evaluated. These modifications
rerresent changes in bcth machining cagacity and part tamily
compposition. The mapper in which the nmodel may be modified
tc represent these changes has been developed and
demonstrated. The use of the solution as an aid to the
sckeduling tunction «c¢f froducticr flanniny and coatrol 1is
discussed.

Several potential areas exist fcr future research
reiated to this tcric. 1n reviewing the literature the lack

cf definitive methods for econosically analyzing the imitial
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GT ieplementation was revealed. Cther aspects of
establishing a GT manufacturing system afppear tc be well-
researcheq. However, another absence in the literature is
the 1lack of dccumented studies of the performance of GT
manufacturing systems over a long period cf time, especiailly
in the presence of major eccnomic fluctuations or
technclogical change.

The procedure developed in this 1research m®might be
extended to 1include the scheduling function. This would
entail disaggregation of the sclution into a schedule of
part family and part production. Althcugh a cut-and-fit
method has been suggested, cther methods might prove
worthwhile.

lastly, it is felt that additiomal study into data
a;gregation Frocedures 1is ©npeeded. The impact of thas
calculation upon the results of an aggregation procedure was
fcund significant 1ir this research. Since aggregate
Elanning is typically applied at the manufacturing facility
and the product levels, the fpotential worth of such a study

is deemed significant.
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QOO0 00n

DIMENSION JSET (3)

THIS PROGRAM AGGREGATES PART FAMILY DATA
AND STORES THE RESULTS IN A PART FAMILY FILE.

FOR ADDITIONAL DETAILS SEE THE DISSERTATION
ENTITLED "CONSIDERATIONS FOR GROUP TECHNOLOGY
MANUFACTURING IN PRODUCTION PLANNING" BY
GERALD R. GRAVES.

100

101

20

103

21

104

107

JSET (1)=160

JSET (2)=45

JSET (3)=225

WRITE (6,100)

FORMAT (' ',////' ','ENTER THE NUMBER OF ',

'PERIODS IN THE PLAN',/' ')

READ (9,*) IPERS

IPSETS=IPERS/3
IFSETS=2*IPSETS
DO 10 1=1,3

TL=0.

DT=0.

AP=0,

AH=0.

AM=0,

AB=0.

DO 20 J=1,50
READ(11,101,END=21) IPN,IGN,LOT,

ISET,IPT,HC, IDEM,BURD,DMC

FORMAT (212,14,213,F5.2,14,2F5,3)
IF(IGN.NE.I) GO TO 20
DT=DT+IDEM
AP=AP+IPSETS*ISET+IDEM*IPT
AH=AH+HC*IDEM
AM=AM+DMC*IDEM
AB=AB+BURD*IDEM

CONTINUE
WRITE(6,103)
FORMAT (' ','****%**x FERROR, > 50 PARTS IN FILE
STOP 9

AP=AP/DT

AH=AH/DT

AD=DT/FLOAT (IPERS)

AM=AM/DT

AB=AB/DT

WRITE (12,104) I1,JSET(I),AP,IAD,AH,AM,AB

FORMAT (I1,13,F5.2,14,F5.2,2F5.3)

WRITE(6,107) I1,JSET(I),AP,IAD,AH,AM,AB

FORMAT (' *,//' ',T3,'GRPI[',T10,'SETUP',
T17,'PROC.',T25, 'DEMAND',T32, 'HOLD',
T4¢, 'MATL.',T47, 'BURDEN',/' ',T5,11,

******')



104

+ T11,13,T717,%F5.2,T26,14,T32,F5.2,T40,

+ F5.3,T48,F5.3)
REWIND 11
10 CONTINUE

WRITE (6,120)

120 FORMAT (' ','AGGREGATE PROCESSING ENDED',///' ')
STOP 1
END
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PART NO. PERIOD 1 PERIOD 2 PERIOD 3
1 o 114 o
2 o 30 (0]
3 o o 12
4 0 o 6
5 o) o 12
6 o 60 (o)
7 0 o 18
8 o o 24
9 0 54 o

10 0 0] 9
11 0 36 o
12 o o 12
13 o o 6
14 102 o (0]
15 o o 12
16 o c 12
17 0 o 6
18 o o 24
19 19 o 29
20 60 o o
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ranufacturing cost elements is defpicted ir Figure 7.

LCirect material cost is relatively easily identified,
and represents the value of the raw material required to
frcduce a unit of fproduct. Usually incluced in this ccst is
an allovance for wasted or scrapped material.

ITirect laltor cost consists c¢f wages and other labor-
related costs for froduction wcrkers who are engaged
directly in specific manufacturing operaticns to ccnvert raw
raterials into finished froducts. The direct lator workers
are€ those whc ofperate [froducticn mackines or processing
‘"ejuirrent, assemble parts into a finished product, or work
cn the product with tools.

Overhead, or burden, cost ccnsists c¢f those costs that
cannot be sjecifically attributed to a prcduct. Typical of
the ccsts included in overhead are rent, taxes, utilities,
derreciation, and insvrance. Alsc, indirect material costs,
such as tools and cleaning gear, and indirect labox, such as
material handlers and raintenance personnel, are added into
cverhead cost.

Overhead costs are allocated to individual products on
a jercentage basis. A common base 1is used to determine this
percentage, such as the number of employees involved, direct
lakor hours c¢r ccst, direct saterial hcurs or cost, or
machine hours. The overhead ccst is ther determined for a
jrcduct on a per unit basis.

Manufacturing costs are alsc classified as being either

actual or standard costs. Actual costs are determined by



